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Abstract

Multimodal image-text models have shown remarkable performance in the past few
years. However, the robustness of such foundation models against distribution shifts
is crucial in downstream applications. In this paper, we investigate their robustness
under image and text perturbations. We first build several multimodal benchmark
datasets by applying 17 image perturbation and 16 text perturbation techniques.
Then we extensively study the robustness of 6 widely adopted models on 3 down-
stream tasks (image-text retrieval, visual reasoning, and visual entailment). We
observe that these powerful multimodal models are sensitive to image/text perturba-
tions, especially to image perturbations. For text, character-level perturbations have
shown higher adversarial impact than word-level and sentence-level perturbations.
We also observe that models trained by generative objectives tend to be more robust.
Our findings in terms of robustness study could facilitate the development of large
image-text models, as well as their deployment for real-world applications.

1 Introduction and Related Work

Figure 1: Multimodal models are sensitive to image/text perturbations. Take the image-text retrieval
task as an example, perturbed image (i.e., adding pixelation) or perturbed text (i.e., synonym replace-
ment) can both lead to inaccurate retrieval results.

Multimodal learning has drawn increasing attention in the past few years [9, 22, 47, 48, 94, 64,
41, 45, 44, 88, 15, 65, 79, 1, 64, 91]. Many datasets and models are collected and proposed to
accelerate research in this field. However, despite the extraordinary performance and exciting
potential, multimodal models might be vulnerable under distribution shifts. In Figure 1, we show an
example of CLIP [64] model’s performance on image-text retrieval under image or text perturbations.
When pixelation is applied to the original image for image-to-text retrieval, the perturbed image
retrieves less relevant or even wrong texts. For text perturbation, we replace words with their synonym
and delete words for text-to-image retrieval. We find the retrieved images changed dramatically even
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though the semantics of the sentence didn’t change. Similar findings have also been observed in
previous works [21, 20, 26, 62].

There is a sizable literature on robustness evaluation of unimodal vision models [89, 95, 16, 13, 27,
63, 3, 55, 57, 2, 96] or unimodal language models [81, 7, 80, 68, 24, 73, 14, 28, 56, 78]. However,
robustness evaluation of multimodal image-text models under distribution shift has rarely been
studied [25, 12]. (More related work can be found in Appendix 5.8). To our best knowledge, there
is currently no benchmark dataset nor a comprehensive study of how the perturbed data can affect
their performance. In this work, we would like to (1) build robustness evaluation benchmarks for
multimodal image-text models, and (2) investigate these models’ robustness under image or text
perturbations in downstream applications. Our contributions can be summarized as follows:

• We build multimodal robustness evaluation benchmarks by leveraging existing datasets and
tasks, e.g., image-text retrieval (Flicker30K, COCO), visual reasoning (NLVR2), and visual
entailment (SNLI-VE). We design 17 image perturbation and 16 text perturbation strategies
to extend them to multimodal evaluation settings.

• We observe that multimodal image-text models are more sensitive to image perturbations
than text perturbations, while for text perturbations, character-level perturbations showed
higher impact than word-level and sentence-level perturbations.

• We introduce a new metric, termed MMI (MultiModal Impact score), to account for the
relative performance drop under distribution shift in downstream applications.

2 Multimodal Robustness Benchmark under Distribution Shift

To evaluate the robustness of large pretrained multimodal models under distribution shift, we start by
building several evaluation benchmark datasets, by perturbing the original image-text pairs on either
image side or text side.

Image Perturbation In this work, we adopt the perturbation strategies from ImageNet-C [33] and
Stylize-ImageNet [23, 58]. The reason we include Stylize-ImageNet is because it is an effective
method to perturb the original image by breaking its shape and texture [23]. The perturbations are
drawn into five categories: Noise, Blur, Weather, Digital, and Stylize. Specifically, we have 17 image
pertubation techniques (1) Noise: Gaussian Noise, Shot Noise, Impulse Noise, Speckle Noise; (2)
Blur: Defocus Blur, Frosted Glass Blur, Motion Blur, Zoom Blur; (3) Weather: Snow, Frost,
Fog, Brightness; (4) Digital: Contrast, Elastic, Pixelate, JPEG Compression; and (5) Stylize.
Note that real-world corruptions can manifest themselves at varying intensities, we thus introduce
variation for each corruption following [33, 23, 58]. In our evaluation setting, each category has five
levels of severity [1, 2, 3, 4, 5], resulting in 85 perturbation methods in total. More details can be
found in the Appendix 5.2. These strategies are commonly considered as synthetic distribution shifts,
and can serve as a good starting point since they are precisely defined and easy to apply. Examples of
perturbed images from COCO dataset [50] are shown in the Appendix 5.4.

Text Perturbation To simulate the real-world distribution shift in language, we design the text
perturbation into three categories: character-level, word-level and sentence-level. In detail, for
character-level perturbation, we adopt 6 strategies from [54], including Keyboard, OCR, Character
Insert (CI), Character Replace (CR), Character Swap (CS), Character Delete (CD). These
perturbations can be considered as simulating real-world typos or mistakes during typing. For
word-level perturbation, we adopt 5 strategies from EDA and AEDA [83, 40], including Synonym
Replacement (SR), Word Insertion (WR), Word Swap (WS), Word Deletion (WD), and Insert
punctuation (IP). These perturbations aim to simulate different writing habits that people may
replace, delete, or add words to express the same meaning. For sentence-level perturbation, (1) we
first adopt the style transformation strategies from [42, 18, 70, 69], i.e., transferring text style into
formal, casual, passive, and active; (2) we also adopt the back translation method from [54]. These
perturbations will focus more on language semantics, due to the differences of speaking/writing styles,
or translation error. For strategies within character-level and word-level, we apply 5 perturbation
levels [0.15, 0.20, 0.25, 0.30, 0.35], while for strategies within character-level, there is only one level.
This leads to 60 text perturbation methods in total. Examples of the text perturbation of captions in
Flickr30K dataset [90] and more details about each text perturbation strategy can be found in the
Appendix 5.3 and Appendix 5.5.

2



Evaluation Tasks and Datasets We select three widely adopted downstream tasks for a compre-
hensive evaluation on the robustness of multimodal image-text models, including image-text retrieval,
visual reasoning (VR), and visual entailment (VE). For each task, we perturbed the corresponding
datasets, i.e., Flickr30K [90] and COCO [50] for image-text retrieval, and NLVR2 [74] for visual
reasoning, SNLI-VE [86, 87] for visual entailment, using the image perturbation (IP) and text pertur-
bation (TP) methods introduced above, which results in: (1) Flickr30K-IP, Flickr30K-TP, COCO-IP,
and COCO-TP for image-text retrieval evaluation; (2) NLVR2-IP and NLVR2-TP for visual reasoning
evaluation; and (3) SNLI-VE-IP and SNLI-VE-TP for visual entailment evaluation.

3 Experiments and Results

For evaluation, we select six representative large pretrained multimodal models which publicly
released their pretrained models, including CLIP [64], ViLT [41], ALBEF [45], BLIP [44], TCL
[88], and METER [15]. To qualitatively analyze the multimodal image-text models’ robustness
under perturbations, we propose a new impact score MMI (multimodal impact score) to calculate the
averaged performance ("ave") drop compared with the non-perturbed performance ("clean"), which
is defined as: MMI = (sc − sp)/sc, where sp is the perturbed score and sc is the clean score. More
experimental settings can be found in the Appendix 5.6.
Table 1: Image-Text Retrieval results of IP dataset (averaged RSUM), where the most effective
perturbation results are marked bold and the least effective perturbation results are underlined.

Noise Blur Weather Digital Stylize

Dataset Method Clean Gauss. Shot Impulse Speckle Defocus Glass Motion Zoom Snow Frost Fog Bright Contrast Elastic Pixel JPEG Stylize ave Impact

Flickr30K

CLIP ZS 533.7 501.7 504.2 481.2 515.5 502.1 530.1 509.7 457.8 470.7 495.6 519.7 530.1 515.4 510.4 469.5 524.6 447.6 499.2 ↓ 6.5%
CLIP FT 544.3 500.1 503.8 479.1 522.1 493.3 536.9 513.3 444.4 464.4 503.2 529.7 543.5 521.5 513.9 453.9 528.6 436.9 499.3 ↓ 8.3%
TCL ZS 563.8 464.9 467.0 458.4 498.0 429.8 506.6 388.5 251.3 407.3 449.5 434.2 509.1 473.2 434.4 247.2 502.2 343.4 427.4 ↓ 24.2%
TCL FT 573.4 529.9 532.6 527.7 551.6 504.5 566.0 513.9 397.3 521.7 551.0 554.1 568.0 557.1 421.0 372.0 555.4 448.7 516.2 ↓ 10.0%

ALBEF FT 577.7 533.8 538.3 532.0 557.8 528.8 569.2 516.0 416.1 532.0 558.1 560.4 572.0 550.6 538.7 435.9 559.8 464.1 527.3 ↓ 8.7%
BLIP FT 580.9 536.2 538.9 528.6 560.8 529.4 571.6 525.7 412.1 456.6 513.4 568.5 574.4 555.1 545.6 490.8 563.8 482.1 527.2 ↓ 9.2%

COCO

CLIP ZS 394.5 363.0 361.2 330.2 368.7 358.7 391.6 362.2 294.6 294.7 329.0 371.8 391.9 356.4 369.7 308.2 388.0 314.9 350.3 ↓ 11.2%
CLIP FT 420.5 367.2 365.3 331.7 381.5 371.0 412.2 374.4 291.0 289.3 337.3 389.9 413.9 371.7 379.7 306.4 402.1 310.2 358.5 ↓ 14,7%
TCL ZS 477.2 419.8 418.4 418.4 439.0 400.0 450.8 357.5 177.3 316.5 372.0 400.6 452.2 416.1 369.0 190.3 442.7 280.1 371.8 ↓ 22.1%
TCL FT 497.2 454.3 454.4 453.9 468.1 447.8 491.9 433.8 259.9 408.9 443.2 470.1 489.1 467.8 438.2 309.1 474.9 360.9 430.9 ↓ 13.3%

ALBEF FT 504.6 460.0 460.6 460.3 376.4 447.1 493.0 436.5 282.2 408.8 449.8 472.6 493.8 452.1 455.0 347.0 480.9 475.8 438.3 ↓ 13.1%
BLIP FT 516.6 471.9 472.1 467.7 489.5 466.1 507.2 451.7 291.6 432.8 471.8 494.2 506.8 470.4 472.3 404.7 499.6 402.9 458.7 ↓ 11.2%

Table 2: Image-Text Retrieval results of TP dataset (averaged RSUM), where the most effective
perturbation results are marked bold and the least effective perturbation results are underlined.

Character-level Word-level Sentence-level

Dataset Method Clean Keyboard OCR CI CR CS CD SR WI WS WD IP Formal Casual Passive Active Back_trans ave Impact

Flickr30K

CLIP ZS 533.7 431.8 478.2 450.5 435.2 444.6 451.3 497.1 509.6 503.3 514.1 519.4 531.7 529.3 524.8 531.4 524.2 492.3 ↓ 7.8%
CLIP FT 544.3 458.4 500.1 477.6 461.6 471.1 475.5 515.4 530.4 526.0 531.1 536.4 545.8 542.1 537.9 545.1 537.3 512.0 ↓ 5.9%
TCL ZS 563.8 433.3 499.9 443.3 428.4 444.4 448.9 511.9 523.8 519.1 528.8 548.6 544.4 542.4 530.1 547.1 535.8 501.9 ↓ 11.0%
TCL FT 573.4 494.3 545.0 504.9 492.8 501.9 502.4 554.7 566.4 560.0 564.2 573.4 571.5 569.6 562.8 572.1 566.5 543.9 ↓ 5.1%
ALBEF FT 577.7 506.2 552.0 516.2 505.0 511.7 513.0 561.9 571.6 568.6 570.0 577.7 576.2 575.0 569.5 576.4 572.5 551.5 ↓ 4.5%
BLIP FT 580.9 518.0 559.5 527.3 518.0 526.4 525.7 565.6 576.1 572.8 573.8 580.7 579.0 578.6 574.5 579.6 574.7 558.1 ↓ 3.9%

COCO

CLIP ZS 394.5 285.5 286.4 286.1 285.4 285.6 285.8 347.5 363.8 355.5 368.6 374.2 393.0 391.6 379.6 393.5 381.2 341.5 ↓ 13.4%
CLIP FT 420.5 316.1 316.7 316.5 316.4 316.7 315.6 376.2 394.6 389.9 395.3 406.6 417.3 415.2 408.7 419.4 406.2 370.5 ↓ 11.9%
TCL ZS 477.2 368.0 428.4 381.3 368.4 382.0 383.4 439.3 453.4 445.7 450.9 477.2 474.4 471.8 464.7 475.7 462.0 432.9 ↓ 9.3%
TCL FT 497.2 397.8 455.1 412.0 398.5 408.8 410.5 463.7 481.3 471.8 477.7 497.1 494.6 493.0 487.3 496.0 483.5 458.0 ↓ 7.9%
ALBEF FT 504.6 404.5 461.7 418.9 406.1 414.7 415.5 471.4 488.9 483.3 486.3 504.5 503.1 502.0 496.4 503.7 491.3 465.8 ↓ 7.7%
BLIP FT 516.6 429.1 479.1 442.4 430.8 441.3 441.4 484.3 502.1 494.6 499.7 515.8 514.4 513.6 508.1 515.4 504.3 482.3 ↓ 6.6%

Discussion To emphasize the important findings, we provide a summary of the experiments. (More
discussion can be found in the Appendix 5.7.) According to our impact score, overall, both image and
text perturbation methods can effectively attack the current multimodal image-text models, for image-
text retrieval, visual reasoning, and visual entailment tasks. In general, models are more sensitive
to image perturbations than text perturbations. We also observe that models trained by generative
objectives tend to be more robust. In addition, different models’ sensitivity to perturbation methods is
also very different. To combine the similarities, we found that Zoom Blur shows a consistently high
impact in three downstream tasks across different models as an effective image perturbation method.
In contrast, Glass Blur and Brightness are less effective in attacking models. From text perturbation
results, Keyboard and CR could be the two powerful perturbation methods, while sentence-level
perturbation methods along with IP (Insert Punctuation) seem to be "soft" perturbation methods that
rarely have a significant impact on models’ performance.
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Table 3: Visual reasoning evaluation results of NLVR2-IP dataset (averaged accuracy), where the
most effective perturbation results are marked bold and the least effective ones are underlined.

Noise Blur Weather Digital Stylize

Dataset Method Clean Gauss. Shot Impulse Speckle Defocus Glass Motion Zoom Snow Frost Fog Bright Contrast Elastic Pixel JPEG Stylize ave Impact

dev

ALBEF 82.55 52.80 52.46 52.61 52.63 52.22 52.44 51.78 50.79 50.69 52.05 52.58 52.09 51.98 52.45 50.99 52.37 51.80 52.04 ↓ 37.0%
ViLT 75.70 71.64 71.45 71.58 72.42 72.90 74.71 68.79 63.97 69.40 73.02 73.59 74.32 66.72 74.15 69.17 74.71 72.35 71.46 ↓ 5.6%
BLIP 82.48 85.37 78.54 72.68 76.59 80.00 73.66 78.54 60.98 73.66 76.59 83.90 76.10 77.07 81.46 74.63 82.93 71.71 77.42 ↓ 6.1%
TCL 80.54 78.20 77.63 78.21 78.60 77.04 81.20 77.37 66.67 75.96 79.47 79.65 80.76 74.04 78.92 73.92 81.01 75.05 77.28 ↓ 4.0%

METER 82.33 77.39 76.25 77.25 77.76 78.76 82.01 78.26 69.31 76.17 79.40 81.02 80.76 77.50 79.36 72.91 80.67 76.10 77.70 ↓ 5.6%

test-P

ALBEF 83.14 53.17 52.85 53.22 53.50 52.68 53.09 52.39 51.19 51.60 52.98 53.49 52.78 53.13 53.12 51.72 53.10 52.95 52.76 ↓ 36.5%
ViLT 76.13 74.24 73.80 74.43 74.20 72.32 76.70 72.55 62.34 69.24 73.36 75.05 74.73 68.68 74.07 69.06 76.52 71.50 72.54 ↓ 4.7%
BLIP 83.08 75.39 75.39 85.10 72.31 85.64 79.49 76.92 58.97 80.51 75.90 81.54 76.92 81.03 77.95 73.333 78.97 73.85 77.01 ↓ 7.3%
TCL 81.33 78.10 77.87 78.25 78.91 78.00 81.59 78.17 67.81 75.74 79.62 80.64 81.52 74.35 79.76 74.61 81.28 75.85 77.77 ↓ 4.4%

METER 83.05 78.87 77.94 77.78 79.23 78.97 82.10 79.14 68.89 76.69 80.10 82.25 81.21 78.20 79.91 72.65 80.74 76.93 78.34 ↓ 5.7%

Table 4: Visual reasoning evaluation results of NLVR2-TP dataset (averaged accuracy), where the
most effective perturbation results are marked bold and the least effective ones are underlined.

Character-level Word-level Sentence-level

Dataset Method Clean Keyboard OCR CI CR CS CD SR WI WS WD IP Formal Casual Passive Active Back_trans ave Impact

dev

ALBEF 82.55 50.64 51.02 50.81 50.66 50.53 50.58 51.96 51.48 51.58 51.39 51.56 50.99 51.93 51.52 51.75 51.90 51.22 ↓ 38.0%
ViLT 75.70 66.23 69.16 65.47 64.36 64.76 64.96 67.11 72.71 70.77 71.75 73.42 73.22 73.40 71.83 74.47 74.51 69.88 ↓ 7.7%
TCL 80.54 71.15 75.89 71.84 70.99 72.01 71.58 74.96 78.89 77.84 78.05 82.37 81.56 80.33 79.47 81.46 80.67 71.77 ↓ 10.9%
BLIP 82.48 70.73 70.24 76.59 74.63 72.68 72.20 73.17 77.56 80.00 79.51 87.81 85.37 82.93 82.93 87.81 75.61 78.11 ↓ 5.3%
METER 82.33 72.35 75.83 74.10 72.71 73.89 73.30 75.16 79.36 75.41 77.64 81.68 81.92 81.55 78.69 81.01 82.25 77.30 ↓ 6.1%

test-P

ALBEF 83.14 51.39 51.99 51.04 51.26 51.05 51.24 52.69 52.95 52.95 52.88 53.30 53.39 53.06 52.68 53.26 53.23 52.40 ↓ 37.0%
ViLT 76.13 64.85 69.66 66.76 65.64 65.56 65.14 68.96 73.36 71.35 72.53 75.14 75.86 74.27 72.58 77.00 75.70 70.90 ↓ 6.9%
TCL 81.33 71.16 76.31 72.35 71.56 71.90 72.07 75.49 80.03 78.80 78.78 82.88 82.46 81.52 80.25 82.28 81.53 72.37 ↓ 11.0%
BLIP 83.08 67.69 85.64 67.18 67.69 75.90 74.87 69.23 72.82 78.46 83.59 83.59 79.49 87.18 82.05 82.05 74.36 76.99 ↓ 7.3%
METER 83.05 73.10 77.63 74.05 72.49 70.64 74.27 76.10 79.62 75.96 78.55 82.58 81.87 80.42 79.52 82.34 81.45 77.54 ↓ 6.6%

Table 5: Visual entailment evaluation results of SNLI-VE-IP dataset (averaged accuracy), where the
most effective perturbation results are marked bold and the least effective ones are underlined.

Noise Blur Weather Digital Stylize

Dataset Method Clean Gauss. Shot Impulse Speckle Defocus Glass Motion Zoom Snow Frost Fog Bright Contrast Elastic Pixel JPEG Stylize ave Impact

val
ALBEF 80.80 77.52 77.56 77.34 78.76 76.59 79.26 76.67 71.70 75.61 78.71 78.76 79.83 78.19 78.49 74.29 78.91 74.58 77.22 ↓ 4.4%

TCL 80.51 77.33 77.56 77.22 78.23 76.70 79.21 75.25 70.98 75.71 77.95 78.43 79.31 78.76 77.78 71.47 78.43 74.64 76.76 ↓ 4.7%
METER 80.86 77.05 77.19 76.76 78.37 77.14 79.72 77.04 74.35 77.18 79.38 80.10 80.49 79.12 78.78 73.08 78.93 75.88 77.68 ↓ 3.9%

test
ALBEF 80.91 77.65 77.70 77.40 78.50 76.62 79.25 76.59 71.70 76.31 78.60 78.47 79.77 78.07 78.34 74.42 78.81 74.89 77.24 ↓ 8.3%

TCL 80.29 77.46 77.38 77.30 78.17 76.80 79.27 75.56 71.07 76.13 78.24 78.38 79.19 78.68 77.74 71.76 78.59 74.70 76.85 ↓ 4.3%
METER 81.19 77.16 77.09 76.90 78.58 77.14 80.13 77.39 74.35 77.79 79.84 80.18 80.46 79.18 78.91 72.67 79.32 76.08 77.79 ↓ 4.2%

Table 6: Visual entailment evaluation results of SNLI-VE-TP dataset (averaged accuracy), where the
most effective perturbation results are marked bold and the least effective ones are underlined.

Character-level Word-level Sentence-level

Dataset Method Clean Keyboard OCR CI CR CS CD SR WI WS WD IP Formal Casual Passive Active Back_trans ave Impact

val
ALBEF 80.80 65.35 71.97 66.54 65.17 67.22 67.46 74.63 74.15 74.88 78.62 80.56 80.56 80.56 80.56 80.56 76.94 74.11 ↓ 8.3%
TCL 80.51 65.24 71.63 65.58 64.72 67.67 67.16 74.32 74.04 74.52 77.84 79.84 79.84 79.84 79.84 79.84 75.79 73.61 ↓ 8.6%
METER 80.86 66.70 74.17 67.99 66.41 68.64 69.53 74.65 73.19 72.55 78.28 76.24 80.72 80.49 80.76 80.72 77.43 74.28 ↓ 8.1%

test
ALBEF 80.91 64.87 71.90 65.99 65.03 66.91 67.27 74.77 74.93 74.90 78.44 80.20 80.20 80.20 80.20 80.20 77.31 73.96 ↓ 8.6%
TCL 80.29 65.27 71.83 65.81 64.66 67.69 67.25 74.59 73.70 74.49 78.01 79.77 79.77 79.77 79.84 79.84 76.62 73.67 ↓ 8.2%
METER 81.19 66.09 74.26 67.39 66.30 68.92 69.71 74.88 73.89 72.95 78.38 76.65 80.96 80.83 81.21 81.05 77.14 74.41 ↓ 8.4%

4 Conclusion

In the study, we investigate the robustness of large multimodal pretrained image-text models. We
introduce several evaluation benchmarks under distribution shift by applying 17 image perturbation
and 16 text perturbation strategies. We select three downstream tasks, including image-text retrieval,
visual reasoning, and visual entailment, to evaluate 6 popular models. Our developed multimodal
perturbation datasets could serve as robustness evaluation benchmarks for image-text models. We
hope our findings could provide inspiration on how to develop and deploy more robust models for
real-world applications.
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5 Appendix

5.1 Multimodal Robustness Benchmark under Distribution Shift

Distribution shift is one of the significant problems of applying models in real-world scenarios
[75, 52]. It is caused by scarcity of data, i.e., the models cannot be trained on all possible data in
p(x,y), where p(x,y) is considered as the real-world data distribution. In other words, the training
set contains the collected data that fits a certain distribution ptr(x | y), but the test set usually has a
different distribution pte(x | y) ̸= ptr(x | y).

5.2 Image Perturbation

In Table 7 and Table 8, we show more details about the image and text perturbations, respectively.

Table 7: Image perturbations.

Category Perturbation Description Severities

Noise

Gaussian Noise Gaussian noise can appear in low-lighting conditions. 5

Shot Noise Shot noise, also called Poisson noise, is electronic noise caused by
the discrete nature of light itself.

5

Impulse Noise Impulse noise is a color analogue of salt-and-pepper noise and can
be caused by bit errors.

5

Speckle Noise Speckle noise is the noise added to a pixel tends to be larger if the
original pixel intensity is larger.

5

Blur

Defocus Blur Defocus blur occurs when an image is out of focus. 5

Frosted Glass Blur Frosted Glass Blur appears with “frosted glass” windows or panels. 5

Motion Blur Motion blur appears when a camera is moving quickly. 5

Zoom Blur Zoom blur occurs when a camera moves toward an object rapidly. 5

Weather

Snow Snow is a visually obstructive form of precipitation. 5

Frost Frost forms when lenses or windows are coated with ice crystals. 5

Fog Fog shrouds objects and is rendered with the diamond-square algo-
rithm.

5

Brightness Brightness varies with daylight intensity. 5

Digital

Contrast Contrast can be high or low depending on lighting conditions and
the photographed object’s color.

5

Elastic Elastic transformations stretch or contract small image regions. 5

Pixelate Pixelation occurs when upsampling a low-resolution image. 5

JPEG Compression JPEG is a lossy image compression format which introduces com-
pression artifacts.

5

Stylized Stylize Stylized data is generated by transferring the style information to the
content images by AdaIN style transfer [38].

5

Sum 17 — 85

5.3 Text Perturbation

Fidelity To build a convincing benchmark, we need to ensure the perturbed text remains the same
semantics as the original one. Otherwise, for image-text pairs in multimodal learning, the perturbed
text won’t be a matching pair to the original image. In this work, we use paraphrases from pretrained
sentence-transformers [67] to evaluate the semantic similarity between the original and perturbed
sentences. Specifically, “paraphrase-mpnet-base-v2” is used to extract the original and perturbed
sentence embeddings for computing similarity score αs. Given a predefined tolerance threshold α0,
a higher score αs > α0 means the perturbed text still has similar semantics. However, if αs < α0

means their semantics are different, we will perturb the sentence again until the semantic similarity
score meets the requirement, in a reasonable looping time. For example, we set number of loops to
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Table 8: Text perturbations.
Category Perturbation Description Severities

Character-level

Keyboard Substitute character by keyboard distance. 5

OCR Substitute character by pre-defined OCR error. 5

Character Insert (CI) Insert character randomly with probability p. 5

Character Replace (CR) Substitute character randomly with probability p. 5

Character Swap (CS) Swap character randomly with probability p. 5

Character Delete (CD) Delete character randomly with probability p. 5

Word-level

Synonym Replacement (SR) Randomly choose n words from the sentence that are
not stop words. Replace each of these words with one of
its synonyms chosen at random.

5

Word Insertion (WI) Find a random synonym of a random word in the sen-
tence that is not a stop word. Insert that synonym into a
random position in the sentence. Do this n times.

5

Word Swap (WS) Randomly choose two words in the sentence and swap
their positions. Do this n times.

5

Word Deletion (WD) Each word in the sentence can be randomly removed
with probability p.

5

Insert Punctuation (IP) Random insert punctuation in the sentence with proba-
bility p.

5

Sentence-level

Formal Transfer the text style to Formal. 1

Casual Transfer the text style to Casual. 1

Passive Transfer the text style to Passive. 1

Active Transfer the text style to Active. 1

Back Translation Translate source to German and translating it back to
English via [61].

1

Sum 16 — 60

Nmax = 100. Beyond Nmax, we will just remove this text sample from our robustness benchmark.
This procedure guarantees semantic closeness and ensures our benchmark is valid for evaluation.

5.4 Examples of Image Perturbation

Examples of perturbed images from COCO dataset [50] are shown in Figure 2.

Figure 2: Examples of our 17 image perturbation strategies applied to the COCO dataset. The original
image is shown on the top left.
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5.5 Examples of Text Perturbation

Examples of the text perturbation of captions in Flickr30K dataset [90] are shown in Table 9.

Table 9: Example of text perturbation on Flickr30K text.

Category Perturbation Example

Original Clean An orange metal bowl strainer filled with apples.

Character

Keyboard An orange metal bowk strainer filled witj apples.

OCR An 0range metal bowl strainer filled with app1es.

CI And orange metal bowl strainer filled with atpples.

CR An orange metal towl strainer fillet with apples.

CS An orange meatl bowl stariner filled with apples.

CD An orang[X] metal bowl strainer fil[X]ed with ap-
ples.

Word

SR An orange alloy bowl strainer filled with apples.

WI An old orange metal bowl strainer filled with apples.

WS An orange metal strainer bowl filled with apples.

WD An orange metal bowl strainer [X] with apples.

IP An orange metal bowl ? strainer filled with apples.

Sentence

Formal An orange metal bowl strainer contains apples.

Casual An orange metal bowl is filled with apples.

Passive Some apples are in an orange metal bowl strainer.

Active There are apples in an orange metal bowl strainer.

Back trans Apples are placed in an orange metal bowl strainer.

5.6 More Experimental Setting

By building the robustness benchmark datasets, we would like to answer the following questions: (1)
How robust can multimodal pretrained image-text models be under distribution shift? (2) What is
the sensitivity of each model under different perturbation methods? (3) Which model architecture or
loss objectives might be more robust under image or text perturbations? (4) Are there any particular
image/text perturbation methods that can consistently show significant influence?

Evaluation Tasks We select three widely adopted downstream tasks for a comprehensive evaluation
on the robustness of multimodal image-text models, including image-text retrieval, visual reasoning
(VR), and visual entailment (VE). Image-text retrieval includes two subtasks: (1) retrieve images
with given text (Image Retrieval) and (2) retrieve text with given images (Text Retrieval) [6, 31].
Visual Reasoning (VR) requires the model to determine whether a textual statement describes a pair
of images. [74]. Visual Entailment (VE) is a visual reasoning task to predict whether the relationship
between an image and text is entailment, neutral, or contradictory [86, 87].

Evaluation Models We select six representative large pretrained multimodal models, which have
publicly released their pretrained models2, including CLIP [64], ViLT [41], ALBEF [45], BLIP [44],
TCL [88], and METER [15]. In order to provide a fair comparison, we adopt the model weights

2We appreciate all the authors for making the models publicly available

13



provided by their official repositories3 for either zero-shot prediction or fine-tuned results. We only
perform the tasks of each model that have been studied in its original work, where their reported
scores are marked as “clean” in our Tables.

Evaluation Metric We adopt standard evaluation metrics for each task. To be specific, for image-
text retrieval, we use recall and RSUM [85]. Here, recall is defined as K (R@K) metric, where K =
{1, 5, 10}, and RSUM is defined as the sum of recall metrics at K = {1, 5, 10} of both image and text
retrieval tasks. As for visual reasoning and visual entailment tasks, we use prediction accuracy as the
evaluation metric.

However, there is no appropriate metric that could be used for robustness evaluation under distribution
shift. Inspired by an example in [75], given a clean dataset d1 and its perturbed dataset d2, model m1

should be considered more robust than model m2 if m1’s performance drop is less significant than m2

from d1 to d2, even though m2’s absolute accuracy/recall on d2 is higher than m1’s. Thus we believe
robustness should be evaluated relatively when there are distribution shifts. To qualitatively analyze
the multimodal image-text models, we introduce a new evaluation metric, termed MultiModal Impact
score (MMI). We compute MMI as the averaged performance drop compared with the non-perturbed
performance (“clean”), i.e., MMI = (sc − sp)/sc where sp is the perturbed score and sc is the clean
score. In the following experiments, we report both standard performance scores, i.e., recall, RSUM,
accuracy, as well as our MMI.

Our Benchmark Datasets For each task, we perturb the corresponding datasets i.e., Flickr30K
[90] and COCO [50] , NLVR2 [74], SNLI-VE [86, 87], using the image perturbation (IP) and text
perturbation (TP) methods introduced in Section 2. This leads to our 8 benchmark datasets: (1)
Flickr30K-IP, Flickr30K-TP, COCO-IP, and COCO-TP for image-text retrieval robustness evaluation;
(2) NLVR2-IP and NLVR2-TP for visual reasoning robustness evaluation; and (3) SNLI-VE-IP and
SNLI-VE-TP for visual entailment robustness evaluation.

• For image-text retrieval, the Flickr30K dataset contains 1,000 images, and each of them
has 5 corresponding captions, while the COCO dataset contains 5,000 images, and each
of them also has 5 corresponding captions. We report the RSUM score averaged on five
perturbation levels under each perturbation method to reveal the overall performance. More
detailed results, including the recall at K (R@K) metric, K = {1, 5, 10}, can be found in the
Appendix 5.9. For CLIP and TCL, we provide the evaluation results for both zero-shot (ZS)
and fine-tuned (FT) settings, while for ALBEF and BLIP, we follow their original settings
and report the fine-tuned (FT) results.

• For visual reasoning, the NLVR2 dev set contains 2,018 unique sentences and 6,982 samples,
while the test-P set contains 1,995 unique sentences and 6,967 samples. We report the
accuracy of both the dev set and test-P set of the NLVR2 dataset under image and text
perturbations. We evaluate the robustness of ALBEF, ViLT, TCL, BLIP, and METER.

• For visual entailment, the SNLI-VE val set contains 1,000 images and 6,576 sentences,
while the test set contains 1,000 images and 6,592 sentences. We evaluate the accuracy of
both the dev set and test set of the SNLI-VE dataset under image and text perturbations. We
report the results of ALBEF, TCL, and METER.

5.7 Experimental Results and Discussion

Image-text Retrieval Results and Observation The averaged RSUM results of different methods
under five perturbation levels are shown in Table 1 and Table 2, for image perturbation and text
perturbation, respectively. Through Table 1, we found that all the models’ performance dropped
under image perturbation. According to the impact score, overall, the CLIP model is, in general,
more robust than other models, which we hypothesized might be due to the large datasets that
CLIP was trained upon, where large data may lead to better performance, as also noted by [75].
Due to the generative loss objective, the BLIP model also shows good robustness performance.
We think the generative loss objective can help to learn better data distribution, and we observe a
recent paradigm change from using discriminative contrastive loss, i.e., CLIP, ALBEF [64, 45], to

3https://github.com/openai/CLIP, https://github.com/dandelin/ViLT, https://github.com/salesforce/ALBEF,
https://github.com/salesforce/BLIP, https://github.com/uta-smile/TCL, https://github.com/zdou0830/meter
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using generative loss, i.e., BLIP, CoCa, SimVLM, PaLI, Unified-IO, OFA [44, 91, 82, 8, 53, 79].
In detail, we also found that different image perturbation methods have different impact levels on
the model’s performance, and the methods that have the biggest impact also vary among different
models and datasets. CLIP-FT, TCL-ZS, ALBEF, and BLIP seem to be more sensitive to Zoom Blur
perturbation, while ViLT and TCL-FT are more sensitive to pixelation perturbation. Glass blur and
brightness are the two "soft" perturbation methods, where all the models are very robust under these
settings. Besides, fine-tuning may also help to improve robustness, i.e., TCL-FT shows robustness
improvements compared with TCL-ZS on both Flickr30K and COCO datasets. As in Table 2, we
found that all the models’ performance dropped under text perturbation. BLIP overall shows the best
robustness performance, which may bring the idea that the generative loss objective is useful. In
addition, we found that character-level perturbations show much more influence than word-level and
sentence-level perturbations, especially Keyboard and CR (Character Replace) methods consistently
show high impact in attacking the model’s performance. IP (Insert Punctuation), Formal, and Active
are the three least effective text perturbation methods across different models.

Visual Reasoning Results and Observation The averaged accuracy results of different methods
under five perturbation levels are shown in Table 3 and Table 4, for image perturbation and text
perturbation, respectively. From Table 3, we can find that all the models’ performance dropped under
image perturbation, especially ALBEF. TCL shows better performance than ALBEF, where TCL
introduced an intra-modal contrastive objective based on the ALBEF architecture, which may be
helpful in improving the model’s performance. In detail, Zoom Blur consistently shows the most
effective impact on attacking all the models’ performance for both the dev set and test-P set. In
contrast, Glass Blur seems to be one of the least effective perturbation methods, while Gaussian
Noise, Defocus Blur, Fog, and JPEG Compression can also be not effective in attacking the model’s
performance. Besides, as shown in Table 4, all the models’ performance also drooped under text
perturbation. In detail, character-level perturbation still shows a much stronger influence than word-
level and sentence-level perturbations for the visual reasoning task, and different models seem to be
sensitive to different character-level perturbations. The sensitivities of different models also vary,
where Keyboard, OCR, CI, CR, CS, and CD show different impacts. However, IP (Insert Punctuation)
seems to be one of the least effective ones in attacking in the visual reasoning task, while SR, Formal,
Active, Back_trans can also be stable methods in different evaluation models.

Visual Entailment Results and Observation The averaged accuracy results of different methods
under five perturbation levels are shown in Table 5 and Table 6, for image perturbation and text
perturbation, respectively. Similar to the results in image-text retrieval and the visual reasoning tasks,
the performance of all the models dropped under both image perturbation and text perturbation settings.
In detail, Zoom Blur still serves as the most powerful image perturbation method, and Brightness
is the least effective one, as shown in Table 5. In addition, as shown in Table 6, character-level
perturbation also shows a much stronger influence than word-level and sentence-level perturbations
for the visual entailment task, where IP, Formal, Casual, Passive, and Active can be stable perturbation
strategies. Unlike the results in image-text retrieval and the visual reasoning tasks, the performance
drop seems insignificant in the VE task, which may be due to VE being a relatively easy task, so
different model variations are not shown explicitly.

Limitation Given our work is one of the early efforts in this direction, there are several limitations
and promising future work. First, we only adopt synthetic image and text perturbation strategies in
our benchmark. However, there are other perturbation methods that could be explored for further
robustness evaluation, e.g., real distribution shift [75, 84]. Second, we only study three downstream
tasks, while there are more interesting ones, such as visual question answering, image captioning
and text-to-image generation. For those generation tasks, new evaluation metrics might be needed
to properly evaluate the model’s robustness. Third, we only evaluate these image-text models but
the more important question is, how to improve their robustness. Data augmentation is a common
technique to improve unimodal models’ robustness [35, 32], which we could also explore for
multimodal setting [31].

5.8 Related Work

Robustness of unimodal vision models is a longstanding and challenging goal of computer vision
[89]. Stable training, adversarial robustness, out-of-distribution and transfer performance, and many

15



other aspects have been studied by previous works in deep learning era [95, 16, 13, 27]. Recently,
Vision Transformer (ViT) has shown improved robustness compared with previous models, i.e., the
comparison between ViT and ResNet for robustness against common corruptions and perturbations
[3], robustness under distribution shifts and natural adversarial setting [63], robustness against
different Lp-based adversarial attacks [55], adversarial examples [57], and adaptive attacks [2].
In terms of benchmark, [33] proposed ImageNet-C and ImageNet-P benchmarks for classifier’s
robustness to common perturbations. [36] proposed ImageNet-A and ImageNet-O benchmarks for
adversarial filtration and out-of-distribution detection. [66] proposed ImageNet-V2 for evaluating
distribution shift. [23] proposed Stylized-ImageNet by removing local texture cues in ImageNet
while retaining global shape information on natural images via AdaIN style transfer. Recently, [29]
built the GRIT benchmark to evaluate the performance, robustness, and calibration of a vision system
across a variety of image tasks, concepts, and data sources.

Robustness of unimodal language models under distribution shift or adversarial attack has also
been explored by many previous works, i.e., [7, 81] provided reviews of how to define, measure
and improve robustness of NLP systems, [80] proposed controlled adversarial text generation to
improve robustness, [24] unified four standard evaluation paradigms, [73] proposed a search and
semantically replace strategy, [14] studied robustness against word substitutions, [56] formalised
the concept of semantic robustness, etc. In terms of benchmark, [34] systematically examined
and measured the out-of-distribution (OOD) generalization for seven NLP datasets. [11] built a
large benchmark and analyzed the impact of robustness on the performance of distribution shifts,
calibration, out-of-distribution detection, fairness, privacy leakage, smoothness, and transferability.
Recently, [60] presented empirical results achieved with a comprehensive set of non-adversarial
perturbation methods for testing the robustness of NLP systems on non-synthetic text. [28] proposed
a multilingual robustness evaluation platform that incorporates universal text transformation, task-
specific transformation, adversarial attack, and subpopulation to provide comprehensive robustness
analysis. [78] proposed a benchmark to evaluate the vulnerabilities of modern large-scale language
models under adversarial attacks.

Multimodal learning has advanced quickly in recent years with appealing applications in different
fields [49, 39, 59, 4, 37, 97, 17, 30, 51], i.e., embodied autonomous agents, image/video understanding,
multimedia and healthcare. Thanks to the larger datasets [64, 92, 72, 71] and larger transformer
models [93, 8, 5, 10], many powerful multimodal image-text models have been developed and shown
great capability. However, unlike unimodal models, the robustness study of these multimodal models
under distribution shift has rarely been explored.

Robustness of multimodal models is essential to study before deploying these amazing foundation
models to real applications. Previous works [21, 20, 26, 62] have unsystematically tested some
pre-trained models, i.e., CLIP [64], by attacking with text patches and adversarial pixel perturbations.
[77] measured the robustness of multimodal learning by fusing the input modalities and adversarial
attack. [19] found that diverse training distribution is the main cause for robustness gains. [76, 43]
investigated the audio-visual model robustness under multimodal attacks. For benchmarks, [46]
collected an Adversarial VQA dataset to evaluate the robustness of VQA models. A concurrent
work [69] studied the robustness of video-text models under perturbations, but their models, tasks,
and datasets are different from ours. In this work, we focus on studying robustness under distribution
shifts for multimodal image-text models. We introduce new datasets and metrics, and extensively
evaluate recent multimodal models.

5.9 Detailed Image-Text Retrieval Results

In the appendix, we provide the detailed robustness evaluation results for the image-text retrieval
task, where the evaluation datasets are Flickr30K and COCO. In the following tables, we report the
recall at K (R@K) metric, K = {1, 5, 10}, where Mean is the averaged recall results for either text
retrieval or image retrieval, RSUM is defined as the sum of recall metrics at K = {1, 5, 10} of both
image and text retrieval tasks.
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5.9.1 Image Perturbations

Table 10: CLIP image perturbation performance comparison of Zero-Shot (ZS) image-text retrieval
on Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Noise

Gaussian 75.1 92.8 96.0 88.0 61.7 85.1 90.9 79.3 501.7 47.8 72.1 80.6 66.9 34.7 58.7 69.1 54.2 363.0
Shot 75.6 93.4 96.6 88.5 61.7 85.5 91.4 79.5 504.2 47.6 71.6 80.3 66.5 34.2 58.5 69.1 53.9 361.2
Impluse 68.2 90.2 94.3 84.2 57.4 82.1 88.9 76.2 481.2 40.1 65.6 75.4 60.4 30.1 54.1 64.8 49.7 330.2
Speckle 80.2 95.8 98.0 91.3 62.9 86.4 92.2 80.5 515.5 49.5 73.9 82.0 68.5 34.6 59.1 69.6 54.4 368.7

Blue

Defocus 74.7 93.4 96.6 88.2 61.3 85.1 91.1 79.1 502.1 46.5 71.3 80.0 65.9 33.7 58.3 68.8 53.6 358.6
Glass 85.5 97.8 99.0 94.1 66.1 88.4 93.4 82.6 530.1 55.6 78.9 86.4 73.6 37.3 61.7 71.7 56.9 391.6
Motion 77.0 94.1 97.0 89.4 63.5 86.2 91.9 80.6 509.7 48.8 72.3 80.4 67.1 34.2 58.2 68.3 53.6 362.2
Zoom 62.3 84.6 90.6 79.1 54.8 79.2 86.3 73.5 457.8 32.4 57.0 67.2 52.2 26.9 50.1 61.0 46.0 294.6

Weather

Snow 64.8 86.9 93.1 81.6 56.2 81.4 88.3 75.3 470.7 32.3 56.2 67.8 52.1 26.8 50.1 61.4 46.1 294.7
Frost 72.8 92.6 96.5 87.3 59.4 84.0 90.4 77.9 495.6 41.1 65.6 75.6 60.8 29.4 53.2 64.1 48.9 329.0
Fog 80.8 96.1 98.2 91.7 64.6 87.3 92.7 81.5 519.7 51.3 75.5 83.6 70.2 34.0 58.5 68.8 53.8 371.8
Brightness 85.2 97.6 98.9 93.9 66.4 88.6 93.4 82.8 530.1 56.5 79.8 87.4 74.6 36.4 60.7 71.1 56.0 391.9

Digital

Contrast 80.7 95.9 98.0 91.5 62.7 86.2 91.9 80.3 515.4 48.0 71.5 80.1 66.5 32.5 56.9 67.4 52.2 356.4
Elastic 79.5 94.9 97.3 90.6 61.6 85.8 91.4 79.6 510.4 50.6 74.7 83.1 69.5 33.8 58.5 69.1 53.8 369.7
Pixelate 68.4 87.6 92.0 82.7 55.5 79.6 86.4 73.8 469.5 36.3 60.4 70.3 55.7 27.9 51.3 61.9 47.0 308.2
JPEG 83.6 96.8 98.4 92.9 65.8 87.4 92.7 82.0 524.6 55.3 78.9 86.4 73.5 35.9 60.7 70.9 55.8 388.0

Stylize Stylized 65.3 83.3 88.3 79.0 51.6 75.8 83.2 70.2 447.6 39.9 62.8 72.2 58.3 28.0 50.8 61.2 46.7 314.9

Table 11: CLIP image perturbation performance comparison of Fine-tuned (FT) image-text retrieval
on Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Noise

Gaussian 72.7 91.2 95.0 86.3 63.1 86.5 91.6 80.4 500.1 43.0 70.3 80.1 64.5 35.1 63.5 75.1 57.9 367.2
Shot 73.0 91.9 95.8 86.9 63.9 87.1 92.1 81.0 503.8 42.4 69.9 79.9 64.1 34.9 63.3 74.9 57.7 365.3
Impluse 65.1 87.9 92.5 81.8 59.2 84.3 90.1 77.9 479.2 35.6 63.0 74.3 57.6 29.8 58.3 70.7 53.0 331.7
Speckle 78.1 95.0 97.8 90.3 66.9 89.9 94.4 83.7 522.1 36.5 65.7 77.1 59.8 36.5 65.7 77.1 59.8 381.5

Blue

Defocus 70.1 90.2 94.5 84.9 61.6 85.6 91.4 79.5 493.4 43.7 71.7 81.5 65.6 35.2 63.8 75.2 58.1 371.0
Glass 82.3 97.1 99.1 92.9 70.6 91.9 95.8 86.1 536.9 52.3 80.1 88.5 73.7 40.8 69.9 80.6 63.8 412.2
Motion 76.1 93.7 96.8 88.9 65.0 88.4 93.3 82.2 513.3 44.6 71.7 81.0 65.8 36.4 64.9 75.8 59.1 374.4
Zoom 58.7 80.9 87.8 75.8 53.0 78.5 85.5 72.3 444.3 28.4 54.1 65.1 49.2 26.6 52.3 64.4 47.8 291.0

Weather

Snow 69.6 91.3 95.7 85.5 64.2 88.8 93.4 82.1 503.0 26.6 51.7 63.9 47.4 26.4 54.0 66.6 49.0 289.3
Frost 81.7 97.0 98.9 92.5 69.1 90.9 95.0 85.0 532.5 37.3 65.2 75.8 59.4 30.3 58.4 70.4 53.0 337.3
Fog 80.5 95.9 98.3 91.6 69.0 90.8 95.2 85.0 529.7 47.0 75.3 84.6 69.0 37.7 67.0 78.2 61.0 389.9
Brightness 85.9 97.8 99.3 94.3 72.3 92.3 96.1 86.9 543.7 52.8 80.1 88.4 73.8 41.2 70.4 80.9 64.2 413.9

Digital

Contrast 78.1 94.9 97.5 90.2 66.9 89.8 94.3 83.6 521.5 43.4 71.6 81.5 65.5 35.6 64.1 75.5 58.4 371.7
Elastic 76.9 93.8 96.9 89.2 65.4 88.0 92.9 82.1 513.9 45.8 73.6 82.8 67.4 36.2 65.0 76.3 59.1 379.7
Pixelate 62.5 83.9 88.8 78.4 54.4 78.6 85.5 72.8 453.8 32.4 58.3 68.9 53.2 27.3 53.8 65.7 48.9 306.4
JPEG 81.5 96.2 98.3 92.0 68.2 90.1 94.2 84.2 528.5 50.4 78.1 86.8 71.8 39.2 68.2 79.4 62.3 402.1

Stylize Stylized 59.9 80.8 86.5 75.7 51.3 76.0 82.6 70.0 437.0 33.3 59.1 69.3 53.9 28.1 54.5 65.9 49.5 310.2

Table 12: BLIP image perturbation performance comparison of Fine-tuned (FT) image-text retrieval
on Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Noise

Gaussian 85.1 94.9 96.4 92.1 74.3 91.1 94.4 86.6 536.2 70.1 88.4 92.8 83.8 55.2 79.0 86.4 73.5 471.9
Shot 85.4 95.0 96.8 92.4 75.1 91.6 95.0 87.3 538.9 70.1 88.2 92.8 83.7 55.2 79.2 86.5 73.7 472.1
Impluse 83.3 93.4 95.7 90.8 72.9 89.9 93.5 85.4 528.6 68.7 87.6 92.3 82.9 54.5 78.6 86.1 73.1 467.7
Speckle 91.3 98.2 99.1 96.2 80.2 94.8 97.2 90.7 560.8 74.4 91.5 95.0 87.0 58.4 81.6 88.5 76.2 489.5

Blue

Defocus 83.8 93.9 96.0 91.2 73.1 89.5 93.2 85.3 529.4 68.0 87.5 92.2 82.6 54.6 78.3 85.4 72.8 466.1
Glass 94.6 99.6 99.8 98.0 83.4 96.1 98.0 92.5 571.6 79.1 94.3 97.2 90.2 62.0 84.3 90.3 78.9 507.2
Motion 82.6 93.4 96.0 90.7 71.9 88.9 92.9 84.6 525.7 65.8 85.0 89.8 80.2 52.9 75.6 82.5 70.3 451.7
Zoom 56.2 74.9 80.4 70.5 53.3 74.7 81.6 69.9 421.1 30.7 52.2 61.0 48.0 31.8 53.4 62.5 49.2 291.6

Weather

Snow 62.2 82.7 88.8 77.9 56.7 79.7 86.5 74.3 456.6 58.3 80.5 87.1 75.3 49.7 74.5 82.8 69.0 432.8
Frost 79.1 93.0 96.1 89.4 66.4 86.8 91.9 81.7 513.4 69.2 88.0 92.7 83.3 55.7 79.5 86.7 74.0 471.8
Fog 92.9 99.2 99.6 97.2 82.8 96.0 98.0 92.3 568.5 74.7 91.7 95.4 87.2 60.1 82.9 89.4 77.5 494.2
Brightness 95.6 99.6 99.8 98.3 84.8 96.5 98.3 93.2 574.5 79.1 94.0 96.8 90.0 61.9 84.4 90.5 78.9 506.8

Digital

Contrast 90.2 97.5 98.4 95.4 79.4 93.5 96.1 89.7 555.1 69.5 87.6 92.1 83.1 56.1 79.1 86.1 73.8 470.4
Elastic 87.3 95.4 96.8 93.2 77.5 92.8 95.7 88.7 545.6 70.4 87.9 92.4 83.6 55.9 79.3 86.4 73.9 472.3
Pixelate 75.6 88.2 91.5 85.1 64.7 83.0 87.8 78.5 490.8 56.1 76.3 82.6 71.6 44.9 68.3 76.5 63.3 404.7
JPEG 92.7 98.5 99.3 96.8 81.2 94.9 97.2 91.1 563.8 77.5 93.2 96.4 89.1 60.1 83.0 89.5 77.5 499.6

Stylize Stylized 73.3 86.4 89.3 83.0 64.1 82.1 87.0 77.7 482.1 55.1 75.3 81.6 70.7 45.9 68.6 76.5 63.6 402.9
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Table 13: ALBEF image perturbation performance comparison of Fine-tuned (FT) image-text retrieval
on Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Noise

Gaussian 83.9 94.6 96.5 91.7 73.4 90.9 94.5 86.3 533.8 66.1 86.5 92.0 81.5 52.1 77.6 85.7 71.8 460.0
Shot 84.9 95.2 97.1 92.4 74.0 91.8 95.2 87.0 538.3 66.2 86.6 92.0 81.6 52.1 77.9 85.8 71.9 460.6
Impluse 83.7 94.4 96.3 91.5 73.0 90.5 94.1 85.9 532.0 66.0 86.8 92.1 81.6 52.1 77.6 85.7 71.8 460.3
Speckle 90.1 98.1 99.1 95.8 78.8 94.6 97.2 90.2 557.8 69.9 89.3 94.1 84.4 54.7 80.1 87.6 74.1 475.8

Blue

Defocus 82.6 94.0 96.5 91.1 71.8 90.2 93.6 85.2 528.8 62.6 84.1 90.1 79.0 50.6 75.7 83.9 70.1 447.1
Glass 93.8 99.2 99.7 97.6 82.3 96.3 97.9 92.1 569.2 75.1 92.1 96.2 87.8 58.1 82.2 89.2 76.5 493.0
Motion 80.0 92.0 94.2 88.7 69.3 88.2 92.3 83.3 516.0 61.6 82.4 87.9 77.3 49.3 73.8 81.5 68.2 436.5
Zoom 56.0 73.8 79.4 69.7 52.6 73.8 80.4 69.0 416.1 29.4 51.1 60.2 46.9 29.2 51.3 60.9 47.1 282.2

Weather

Snow 81.7 94.4 96.8 91.0 73.2 91.2 94.7 86.4 532.0 51.3 76.8 84.8 71.0 44.9 71.0 79.9 65.3 408.8
Frost 90.4 97.5 98.8 95.5 79.5 94.7 97.2 90.5 558.1 62.1 84.7 90.7 79.2 51.0 76.7 84.6 70.8 449.8
Fog 90.2 98.1 99.1 95.8 80.5 95.1 97.4 91.0 560.4 68.3 89.1 94.2 83.9 54.6 79.6 86.9 73.7 472.6
Brightness 94.5 99.4 99.7 97.8 83.7 96.6 98.2 92.8 572.0 74.6 92.7 96.2 87.8 58.1 82.7 89.5 76.8 493.8

Digital

Contrast 88.2 96.7 97.9 94.3 78.3 93.4 96.0 89.2 550.6 63.8 85.0 90.8 79.9 51.7 76.5 84.3 70.8 452.1
Elastic 85.3 94.7 96.5 92.2 75.3 91.8 95.1 87.4 538.7 65.7 85.6 91.1 80.8 51.7 76.5 84.4 70.9 455.0
Pixelate 63.8 78.2 82.4 74.8 55.4 75.3 80.7 70.5 435.9 45.9 65.7 72.7 61.4 36.3 58.9 67.5 54.2 347.0
JPEG 91.7 98.2 99.1 96.3 79.1 94.6 97.1 90.3 559.8 71.7 91.1 95.4 86.1 55.3 80.0 87.4 74.2 480.9

Stylize Stylized 70.0 83.7 86.9 80.2 60.0 79.0 84.5 74.5 464.1 50.6 71.9 78.6 67.0 40.3 63.2 71.7 58.4 376.4

Table 14: TCL image perturbation performance comparison of Zero-Shot (ZS) image-text retrieval
on Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Noise

Gaussian 69.3 86.8 90.4 82.2 55.2 78.4 84.8 72.8 464.9 57.9 80.2 87.0 75.0 44.2 70.6 79.9 64.9 419.8
Shot 70.1 87.0 91.2 82.8 55.5 78.4 84.7 72.9 467.0 57.2 79.9 86.9 74.7 44.0 70.5 79.9 64.8 418.4
Impluse 67.3 85.9 90.3 81.2 53.7 77.4 83.8 71.6 458.4 57.2 80.2 87.0 74.8 43.8 70.4 79.8 64.7 418.4
Speckle 78.1 92.9 96.4 89.1 60.3 82.3 88.2 76.9 498.0 62.0 84.2 90.5 78.9 46.7 73.3 82.4 67.5 439.0

Blue

Defocus 60.0 82.0 87.3 76.4 50.2 71.6 78.7 66.9 429.8 54.7 79.1 86.5 73.4 39.9 65.2 74.6 59.9 400.0
Glass 78.2 94.0 97.2 89.8 63.8 84.1 89.4 79.1 506.6 66.7 88.7 94.7 83.4 46.5 72.6 81.6 66.9 450.8
Motion 51.2 72.9 80.5 68.2 43.8 66.0 74.1 61.3 388.5 47.6 72.3 80.7 66.9 33.5 57.0 66.4 52.3 357.5
Zoom 25.0 44.5 53.5 41.0 27.5 45.9 54.9 42.8 251.3 16.7 33.5 42.7 31.0 15.3 30.5 38.7 28.1 177.3

Weather

Snow 51.7 75.4 83.3 70.1 47.6 70.5 78.8 65.7 407.3 37.1 63.8 74.7 58.5 28.5 51.2 61.2 47.0 316.5
Frost 62.8 85.5 91.3 79.9 52.0 75.2 82.8 70.0 449.5 48.9 75.1 83.9 69.3 34.5 59.7 69.8 54.7 372.0
Fog 59.0 81.7 89.2 76.6 49.5 73.2 81.6 68.1 434.2 55.7 81.3 89.1 75.4 38.1 63.3 73.1 58.2 400.6
Brightness 82.4 96.2 98.6 92.4 61.3 82.5 88.1 77.3 509.1 66.8 88.7 94.3 83.3 47.1 73.3 82.0 67.5 452.2

Digital

Contrast 69.8 89.9 94.0 84.6 56.3 78.3 85.0 73.2 473.2 58.5 82.9 89.7 77.0 41.2 67.2 76.6 61.7 416.1
Elastic 62.4 80.6 85.9 76.3 52.0 73.3 80.3 68.5 434.4 50.6 73.3 80.7 68.2 35.6 59.6 69.2 54.8 369.0
Pixelate 30.4 46.4 53.3 43.4 25.8 42.2 49.1 39.0 247.2 21.2 36.4 43.3 33.7 17.4 32.4 39.5 29.8 190.3
JPEG 78.2 93.8 96.6 89.5 61.2 83.4 89.0 77.9 502.2 63.1 86.0 92.0 80.3 46.5 73.1 82.1 67.2 442.7

Stylize Stylized 44.2 64.8 71.2 60.1 38.4 58.5 66.2 54.4 343.4 33.7 55.0 63.7 50.8 26.3 46.4 55.0 42.6 280.1

Table 15: TCL image perturbation performance comparison of Fine-tuned (FT) image-text retrieval
on Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Noise

Gaussian 83.1 94.3 96.7 91.4 71.4 90.3 94.1 85.3 529.9 64.8 85.8 91.3 80.6 50.8 76.6 84.9 70.8 454.3
Shot 83.3 95.1 97.1 91.8 71.9 90.7 94.5 85.7 532.6 64.8 85.7 91.3 80.6 50.7 76.8 85.1 70.9 454.4
Impluse 82.9 94.1 96.5 91.1 70.6 89.9 93.8 84.8 527.7 64.4 85.7 91.5 80.5 50.6 76.7 85.0 70.8 453.9
Speckle 88.8 97.8 98.7 95.1 76.3 93.5 96.5 88.8 551.6 67.9 88.1 93.4 83.2 53.0 78.8 86.8 72.9 468.1

Blue

Defocus 77.0 90.6 93.5 87.1 66.6 86.1 90.7 81.1 504.5 62.8 84.6 90.7 79.4 50.1 75.8 83.8 69.9 447.8
Glass 92.7 99.1 99.7 97.2 81.2 95.6 97.7 91.5 566.0 74.1 92.4 96.3 87.6 57.7 82.3 89.2 76.4 491.9
Motion 78.9 92.2 94.9 88.7 68.1 87.6 92.2 82.6 513.9 60.5 81.9 87.8 76.7 48.4 73.4 81.7 67.8 433.8
Zoom 51.8 70.5 76.4 66.2 48.4 71.3 78.9 66.2 397.3 24.5 45.2 54.6 41.5 27.2 49.3 59.1 45.2 259.9

Weather

Snow 78.8 93.3 95.9 89.3 70.0 89.9 93.8 84.6 521.7 51.5 76.4 84.7 70.9 44.6 71.2 80.5 65.4 408.9
Frost 88.1 97.5 98.6 94.7 76.6 93.7 96.5 88.9 551.0 61.2 83.1 89.5 77.9 49.6 75.6 84.1 69.8 443.2
Fog 88.1 98.0 99.1 95.1 77.9 94.2 96.7 89.6 554.1 67.7 88.3 93.5 83.2 53.9 79.5 87.3 73.5 470.1
Brightness 93.7 99.0 99.6 97.4 81.9 95.9 97.9 91.9 568.0 73.4 91.6 95.9 87.0 57.1 82.0 89.1 76.1 489.1

Digital

Contrast 90.0 97.8 99.2 95.7 78.5 94.5 97.1 90.0 557.1 67.4 87.8 93.2 82.8 53.6 79.1 86.7 73.1 467.8
Elastic 81.3 92.4 94.7 89.5 72.1 90.1 93.8 85.3 524.4 61.3 82.4 88.4 77.4 48.9 74.4 82.8 68.7 438.2
Pixelate 50.1 66.2 72.0 62.8 45.7 65.4 72.5 61.2 372.0 37.7 57.1 65.0 53.3 32.0 54.1 63.1 49.8 309.1
JPEG 90.2 98.3 99.3 95.9 77.1 93.9 96.7 89.2 555.4 69.9 89.3 94.3 84.5 54.1 79.8 87.4 73.8 474.9

Stylize Stylized 65.0 80.7 85.0 76.9 57.4 77.5 83.2 72.7 448.7 45.3 67.5 75.3 62.7 38.8 62.6 71.3 57.6 360.9
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5.9.2 Text Perturbations

Table 16: CLIP text perturbation performance comparison of Zero-Shot (ZS) image-text retrieval on
Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Character

Keyboard 62.4 86.9 93.1 80.8 43.5 68.8 77.0 63.1 431.8 36.8 62.1 72.8 57.2 21.0 41.2 51.6 37.9 285.5
Ocr 73.4 93.2 96.7 87.8 52.9 77.3 84.6 71.6 478.2 37.2 62.2 72.6 57.4 21.1 41.5 51.8 38.1 286.4
CI 66.4 89.6 94.7 83.6 47.3 72.3 80.2 66.6 450.5 37.0 62.1 72.8 57.3 21.2 41.4 51.6 38.1 286.1
CR 63.0 88.4 93.8 81.7 44.1 68.7 77.2 63.3 435.2 36.6 62.1 72.7 57.1 21.0 41.4 51.7 38.0 285.4
CS 65.5 89.3 94.9 83.2 45.7 70.4 78.7 65.0 444.6 36.5 62.2 72.6 57.1 21.1 41.4 51.8 38.1 285.6
CD 66.3 90.4 95.4 84.0 47.2 71.9 80.1 66.4 451.3 36.6 62.2 73.0 57.3 21.1 41.4 51.6 38.0 285.8

Word

SR 76.0 95.1 98.0 89.7 58.0 81.7 88.2 76.0 497.1 47.0 72.8 81.8 67.2 29.2 53.0 63.6 48.6 347.5
WI 78.3 95.7 98.3 90.8 61.6 84.9 90.9 79.1 509.6 49.9 74.9 83.5 69.4 32.1 56.5 66.9 51.8 363.8
WS 77.2 95.1 98.0 90.1 59.7 83.6 89.8 77.7 503.3 48.9 73.6 82.3 68.3 30.6 54.7 65.3 50.2 355.5
WD 80.9 96.8 98.5 92.1 61.4 85.4 91.1 79.3 514.1 51.7 76.4 84.6 70.9 32.3 56.5 67.1 51.9 368.6
IP 81.8 97.1 98.8 92.6 63.8 86.1 91.6 80.5 519.4 52.4 76.6 84.5 71.2 34.1 58.2 68.4 53.6 374.2

Sentence

Formal 86.4 98.6 99.1 94.7 66.0 88.5 93.1 82.5 531.7 56.8 80.4 87.7 75.0 36.4 60.9 70.8 56.0 393.0
Casual 84.9 97.9 99.2 94.0 66.1 88.4 92.8 82.4 529.3 57.1 79.6 87.7 74.8 35.9 60.6 70.7 55.7 391.6
Passive 84.3 96.9 99.2 93.5 64.8 87.3 92.2 81.5 524.8 54.3 77.8 86.1 72.7 34.1 58.4 68.9 53.8 379.6
Active 85.6 97.9 99.2 94.2 66.9 88.8 93.1 82.9 531.4 57.5 80.3 87.9 75.2 36.1 60.8 70.9 55.9 393.5
Back_trans 83.9 97.0 98.5 93.1 65.5 87.2 92.2 81.6 524.2 55.1 78.2 85.7 73.0 34.3 58.9 69.1 54.1 381.2

Table 17: CLIP text perturbation performance comparison of Fine-tuned (FT) image-text retrieval on
Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Character

Keyboard 67.0 91.2 96.2 84.8 48.3 74.0 81.6 68.0 458.4 36.8 66.1 78.1 60.3 24.3 49.4 61.3 45.0 316.1
Ocr 76.2 95.4 98.4 90.0 58.5 83.3 89.1 77.0 500.9 36.8 66.3 77.9 60.4 24.4 49.7 61.5 45.2 316.7
CI 71.4 93.3 96.8 87.2 53.2 78.1 84.8 72.0 477.6 36.3 66.6 78.2 60.4 24.4 49.6 61.4 45.1 316.5
CR 68.9 91.7 96.1 85.6 48.7 74.5 81.7 68.3 461.6 36.5 66.3 78.1 60.3 24.3 49.7 61.5 45.2 316.4
CS 70.7 92.4 96.6 86.6 51.0 76.6 83.7 70.4 471.1 36.5 66.5 78.2 60.4 24.4 49.6 61.4 45.1 316.7
CD 70.9 93.3 97.2 87.2 52.1 77.5 84.5 71.3 475.5 36.7 66.1 77.9 60.3 24.2 49.5 61.3 45.0 315.6

Word

SR 78.0 96.4 98.5 91.0 63.4 87.2 92.0 80.9 515.4 45.3 75.0 85.1 68.5 33.8 62.7 74.3 56.9 376.2
WI 81.0 97.0 99.0 92.3 68.3 90.4 94.7 84.4 530.4 48.4 77.3 86.8 70.8 37.3 66.8 78.1 60.7 394.6
WS 80.8 97.0 99.0 92.2 66.1 89.3 93.9 83.1 526.0 48.0 77.1 86.7 70.6 35.9 65.3 76.9 59.4 389.9
WD 81.0 97.4 99.1 92.5 67.9 90.7 95.0 84.5 531.1 49.1 77.7 86.8 71.2 37.1 66.7 78.0 60.6 395.3
IP 83.0 97.9 99.2 93.4 69.9 91.2 95.1 85.4 536.4 51.5 79.5 88.1 73.0 39.1 68.7 79.6 62.5 406.6

Sentence

Formal 85.2 98.4 99.5 94.4 73.3 92.9 96.4 87.6 545.8 53.5 81.0 88.9 74.5 41.7 70.8 81.3 64.6 417.3
Casual 83.9 97.6 99.4 93.6 72.5 92.3 96.4 87.1 542.1 52.5 80.6 89.0 74.0 41.4 70.4 81.2 64.4 415.2
Passive 82.9 97.7 99.1 93.2 71.3 91.3 95.6 86.1 537.9 51.9 80.0 88.3 73.4 39.6 68.9 80.0 62.8 408.7
Active 85.0 97.6 99.4 94.0 73.5 92.9 96.6 87.7 545.1 54.1 81.4 89.0 74.8 42.2 71.1 81.7 65.0 419.4
Back_trans 83.8 97.7 99.0 93.5 70.4 91.2 95.2 85.6 537.3 51.4 79.1 88.2 72.9 39.6 68.5 79.5 62.5 406.2

Table 18: BLIP text perturbation performance comparison of Fine-tuned (FT) image-text retrieval on
Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Character

Keyboard 84.5 97.3 98.9 93.6 63.8 84.1 89.4 79.1 518.0 64.1 86.4 91.9 80.8 42.7 67.5 76.6 62.2 429.1
Ocr 93.6 99.5 99.8 97.6 77.5 93.1 96.0 88.9 559.5 74.3 92.2 96.0 87.5 53.6 77.7 85.3 72.2 479.1
CI 86.6 98.0 99.3 94.7 66.3 86.1 90.9 81.1 527.3 66.7 88.1 93.4 82.7 45.0 70.2 79.0 64.7 442.4
CR 84.6 97.5 99.0 93.7 63.9 83.8 89.2 79.0 518.0 64.5 86.7 92.1 81.1 42.9 67.7 76.9 62.5 430.8
CS 87.4 97.9 99.3 94.9 65.9 85.4 90.5 80.6 526.4 67.0 88.1 93.2 82.8 44.6 69.7 78.6 64.3 441.3
CD 86.8 97.7 99.2 94.6 65.9 85.7 90.4 80.7 525.7 67.0 88.1 93.3 82.8 44.8 69.7 78.6 64.4 441.4

Word

SR 93.8 99.6 99.9 97.8 80.6 94.7 97.0 90.7 565.6 74.2 92.4 96.1 87.6 55.5 79.5 86.7 73.9 484.3
WI 96.0 99.8 99.9 98.6 85.0 96.9 98.5 93.4 576.1 78.1 94.0 97.1 89.7 60.1 83.2 89.6 77.6 502.1
WS 94.8 99.6 100.0 98.1 83.6 96.5 98.4 92.8 572.9 75.9 93.2 96.6 88.6 58.1 82.0 88.9 76.3 494.6
WD 95.1 99.8 100.0 98.3 83.8 96.7 98.5 93.0 573.8 77.3 93.9 97.0 89.4 59.2 82.7 89.5 77.1 499.7
IP 97.3 99.9 100.0 99.0 87.2 97.5 98.9 94.5 580.7 81.8 95.4 97.8 91.7 63.9 85.6 91.3 80.3 515.8

Sentence

Formal 96.5 99.9 100.0 98.8 86.7 97.1 98.8 94.2 579.0 81.7 95.2 97.6 91.5 63.5 85.3 91.2 80.0 514.4
Casual 96.8 100.0 100.0 98.9 86.0 97.1 98.7 93.9 578.6 81.3 95.0 97.7 91.3 63.4 85.1 91.1 79.8 513.6
Passive 96.8 99.8 99.9 98.8 83.3 96.5 98.2 92.7 574.5 80.5 94.7 97.3 90.8 61.7 83.8 90.2 78.6 508.1
Active 97.1 99.9 100.0 99.0 86.6 97.2 98.7 94.2 579.6 81.6 95.2 97.7 91.5 64.0 85.5 91.3 80.3 515.4
Back_trans 96.0 99.9 100.0 98.6 84.5 96.1 98.2 92.9 574.7 79.9 94.2 97.0 90.4 61.0 82.9 89.3 77.8 504.3
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Table 19: ALBEF text perturbation performance comparison of Fine-tuned (FT) image-text retrieval
on Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Character

Keyboard 82.1 96.0 98.5 92.2 59.7 82.1 87.7 76.5 506.2 57.9 82.6 89.6 76.7 38.0 63.4 73.0 58.1 404.5
Ocr 91.3 99.2 99.6 96.7 74.6 92.1 95.1 87.3 552.0 69.3 89.9 94.8 84.7 49.5 74.9 83.3 69.2 461.7
CI 84.4 97.2 98.6 93.4 62.5 84.2 89.2 78.6 516.2 60.8 84.7 91.0 78.8 40.6 66.2 75.6 60.8 418.9
CR 82.1 95.9 98.4 92.1 59.9 81.6 87.2 76.2 505.0 58.3 82.9 89.9 77.0 38.3 63.6 73.1 58.3 406.1
CS 82.9 96.8 98.8 92.8 61.6 83.2 88.4 77.7 511.7 59.9 84.1 90.8 78.3 39.8 65.3 74.8 60.0 414.7
CD 83.6 96.7 98.5 92.9 61.9 83.6 88.7 78.1 513.0 60.0 84.1 90.8 78.3 39.9 65.7 75.1 60.2 415.5

Word

SR 92.9 99.2 99.8 97.3 78.7 94.5 96.8 90.0 561.9 70.1 90.6 95.1 85.3 52.4 77.7 85.5 71.9 471.4
WI 94.3 99.6 99.9 97.9 82.9 96.6 98.3 92.6 571.6 73.2 92.4 96.3 87.3 56.8 81.6 88.7 75.7 488.9
WS 93.3 99.4 99.9 97.6 81.5 96.3 98.1 92.0 568.6 72.0 91.8 96.1 86.6 55.1 80.6 88.2 74.6 483.7
WD 93.4 99.5 99.9 97.6 82.2 96.5 98.3 92.4 570.0 72.9 92.1 96.1 87.0 55.7 81.1 88.5 75.1 486.3
IP 95.9 99.8 100.0 98.6 85.5 97.5 98.9 94.0 577.7 77.6 94.3 97.2 89.7 60.7 84.3 90.5 78.5 504.5

Sentence

Formal 95.4 99.7 99.9 98.3 85.2 97.3 98.7 93.7 576.2 77.6 94.1 97.0 89.6 60.2 83.9 90.3 78.1 503.1
Casual 95.1 99.7 100.0 98.3 84.6 97.1 98.5 93.4 575.0 77.1 94.1 97.4 89.5 59.7 83.6 90.1 77.8 502.0
Passive 94.6 99.4 100.0 98.0 81.5 96.1 98.0 91.8 569.5 76.1 93.4 96.7 88.7 58.4 82.6 89.2 76.7 496.4
Active 95.6 99.8 100.0 98.5 85.0 97.3 98.7 93.7 576.4 77.5 94.2 97.1 89.6 60.4 84.2 90.3 78.3 503.7
Back_trans 95.9 99.7 99.9 98.5 83.0 96.1 98.0 92.3 572.5 75.2 93.0 96.4 88.2 57.4 81.0 88.3 75.6 491.3

Table 20: TCL text perturbation performance comparison of Zero-Shot (ZS) image-text retrieval on
Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Character

Keyboard 63.8 87.2 92.7 81.2 44.1 68.8 76.7 63.2 433.3 49.6 76.1 84.9 70.2 32.3 57.2 67.8 52.4 368.0
Ocr 78.2 94.8 97.9 90.3 58.8 82.1 88.1 76.3 499.9 61.4 85.1 91.6 79.4 42.6 69.0 78.7 63.4 428.4
CI 67.3 88.0 93.4 82.9 45.9 70.5 78.3 64.9 443.3 51.9 78.5 86.7 72.4 34.1 59.8 70.3 54.7 381.3
CR 63.1 85.9 91.4 80.1 43.8 68.1 76.1 62.7 428.4 49.7 76.1 85.1 70.3 32.2 57.4 67.9 52.5 368.4
CS 66.5 88.6 93.8 83.0 46.3 70.8 78.5 65.2 444.4 52.6 78.5 87.0 72.7 34.0 59.7 70.1 54.6 382.0
CD 66.7 89.4 94.2 83.4 47.2 71.9 79.4 66.2 448.9 52.6 78.8 86.9 72.8 34.3 60.2 70.6 55.0 383.4

Word

SR 78.3 95.3 97.9 90.5 63.2 86.0 91.1 80.1 511.9 62.1 85.7 91.9 79.9 45.8 72.3 81.5 66.5 439.3
WI 80.0 96.3 98.5 91.6 67.0 88.6 93.4 83.0 523.8 63.3 86.8 93.0 81.0 49.5 76.1 84.7 70.1 453.4
WS 80.4 95.9 98.4 91.6 64.8 87.2 92.4 81.5 519.1 63.2 86.5 92.7 80.8 46.5 73.8 83.0 67.8 445.7
WD 83.6 97.1 98.8 93.1 67.0 89.0 93.4 83.1 528.8 65.3 87.2 93.1 81.9 47.6 74.4 83.3 68.4 450.9
IP 89.4 98.6 99.6 95.9 73.4 92.2 95.5 87.0 548.6 71.4 90.8 95.4 85.9 53.5 79.0 87.1 73.2 477.2

Sentence

Formal 88.0 98.0 99.8 95.3 72.0 91.6 95.1 86.2 544.4 70.8 90.6 95.2 85.5 52.9 78.4 86.5 72.6 474.4
Casual 87.2 98.3 99.5 95.0 71.4 91.2 94.8 85.8 542.4 69.9 90.2 94.9 85.0 52.3 78.1 86.4 72.3 471.8
Passive 84.5 97.1 99.4 93.7 67.6 88.6 92.9 83.0 530.1 68.6 89.1 94.4 84.0 50.5 76.9 85.2 70.9 464.7
Active 89.3 98.3 99.9 95.8 72.9 91.5 95.1 86.5 547.1 70.9 90.6 95.3 85.6 53.1 78.9 86.9 73.0 475.7
Back_trans 86.0 97.6 99.4 94.3 69.4 89.8 93.6 84.3 535.8 68.5 89.2 94.2 83.9 50.3 75.9 84.1 70.1 462.0

Table 21: TCL text perturbation performance comparison of Fine-tuned (FT) image-text retrieval on
Flickr30K and COCO datasets (results are averaged on five perturbation levels).

Method
Flickr30K (1K) MSCOCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Character

Keyboard 79.7 95.2 97.9 90.9 57.0 79.1 85.4 73.8 494.3 55.8 81.3 88.8 75.3 36.9 62.5 72.4 57.3 397.8
Ocr 90.0 99.1 99.7 96.3 71.7 90.4 94.0 85.4 545.0 67.6 88.9 94.0 83.5 48.0 73.9 82.6 68.2 455.1
CI 82.2 96.2 98.3 92.2 59.6 81.4 87.2 76.1 504.9 58.5 83.5 90.4 77.5 39.3 65.3 75.0 59.8 412.0
CR 79.3 94.8 97.8 90.7 56.7 79.1 85.0 73.6 492.8 55.6 81.5 89.0 75.4 37.2 62.7 72.5 57.5 398.5
CS 80.7 96.0 98.2 91.6 59.0 81.2 86.8 75.7 501.9 57.6 82.9 90.2 76.9 38.7 64.8 74.6 59.4 408.8
CD 81.4 95.7 98.3 91.8 59.1 81.2 86.7 75.7 502.4 58.1 83.0 90.0 77.0 39.2 65.3 75.0 59.8 410.5

Word

SR 91.0 99.1 99.7 96.6 76.1 93.0 95.8 88.3 554.7 67.8 89.1 94.2 83.7 51.0 76.8 84.8 70.8 463.7
WI 93.4 99.4 99.8 97.5 80.5 95.5 97.7 91.2 566.4 70.8 91.0 95.6 85.8 55.3 80.6 88.0 74.6 481.3
WS 91.0 99.1 99.6 96.6 78.2 94.7 97.4 90.1 560.0 69.2 90.3 94.9 84.8 52.3 78.5 86.6 72.5 471.8
WD 92.6 99.4 99.8 97.3 79.5 95.3 97.6 90.8 564.2 70.8 90.7 95.5 85.7 53.7 79.7 87.3 73.6 477.7
IP 94.9 99.5 99.8 98.1 84.0 96.7 98.5 93.1 573.4 75.6 92.8 96.7 88.3 59.0 83.2 89.9 77.3 497.1

Sentence

Formal 94.4 99.4 99.8 97.9 83.2 96.5 98.3 92.6 571.5 75.3 92.4 96.7 88.1 58.2 82.7 89.5 76.8 494.6
Casual 94.0 99.5 99.9 97.8 82.1 96.0 98.0 92.1 569.6 74.6 92.1 96.5 87.8 57.9 82.5 89.4 76.6 493.0
Passive 92.7 99.1 99.8 97.2 79.5 94.5 97.1 90.4 562.8 73.5 91.9 96.1 87.2 56.3 81.3 88.3 75.3 487.3
Active 94.8 99.5 99.8 98.0 83.5 96.4 98.2 92.7 572.1 75.4 92.7 96.6 88.2 58.7 83.0 89.7 77.1 496.0
Back_trans 93.9 99.5 99.9 97.8 80.6 95.3 97.3 91.1 566.5 72.7 91.6 96.0 86.8 55.5 80.3 87.3 74.4 483.5
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