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ABSTRACT

The capacity of deep learning models is often large enough to both learn the un-
derlying statistical signal and overfit to noise in the training set. This noise memo-
rization can be harmful especially for data with a low signal-to-noise ratio (SNR),
leading to poor generalization. Inspired by prior observations that label noise
provides implicit regularization that improves generalization, in this work, we in-
vestigate whether introducing label noise to the gradient updates can enhance the
test performance of neural network (NN) in the low SNR regime. Specifically,
we consider the learning of a two-layer NN with a simple label noise gradient
descent (GD) algorithm, in an idealized signal-noise data setting. We prove that
adding label noise during training suppresses noise memorization, preventing it
from dominating the learning process; consequently, label noise GD enjoys rapid
signal growth while the overfitting remains controlled, thereby achieving good
generalization despite the low SNR. In contrast, we also show that NN trained
with standard GD tends to overfit to noise in the same low SNR setting and estab-
lish a non-vanishing lower bound on its test error, thus demonstrating the benefit
of label noise injection in gradient-based training.

1 INTRODUCTION

The success of deep learning across various domains (LeCun et al., 2015; Silver et al., 2016; Brown,
2020) is often attributed to their ability to extract useful features (Girshick et al., 2014; Devlin,
2018) via gradient-based training (Damian et al., 2022; Ba et al., 2022). One desirable property
of gradient-based feature learning is the algorithmic regularization that prioritizes learning of the
underlying signal instead of overfitting to noise: real-world data contains noise due to mislabeling,
data corruption, or inherent ambiguity, yet despite having the capacity to memorize noise, neural
networks (NNs) trained by gradient descent (GD) tend to identify informative features and “low-
complexity” solutions that generalize (Zhang et al., 2021; Rahaman et al., 2019). To understand this
behavior, recent theoretical works considered data models that partition the features into signal and
noise components (Ghorbani et al., 2020; Ben Arous et al., 2022; Wang et al., 2024), and studied
the performance of gradient-based training under different signal-to-noise conditions.

Among existing theoretical settings, the signal-noise model proposed in Allen-Zhu & Li (2020);
Cao et al. (2022) has been extensively studied in the feature learning theory literature. In this model,
input features are constructed by combining a label-dependent signal with label-independent noise.
The signal represents meaningful patterns relevant to the predictive task while the noise component
captures background features unrelated to the learning task. This idealized setting has shed light on
how various algorithms, neural network architectures, and other factors influence optimization and
generalization of neural networks, depending on the signal-to-noise ratio (SNR) (Frei et al., 2022;
Zou et al., 2023; Jelassi & Li, 2022; Huang et al., 2023; Xu et al., 2023; Chen et al., 2022).

In the signal-noise model, it is known that the SNR dictates a transition from benign overfitting
to harmful overfitting. In the high SNR regime, gradient-based feature learning prioritizes signal
learning over noise memorization; hence upon convergence, the trained NN recovers the signal and
generalizes to unseen data despite some degree of noise memorization, a phenomenon known as
benign overfitting (Bartlett et al., 2020; Tsigler & Bartlett, 2023; Li et al., 2023b; Sanyal et al.,
2020; Shamir, 2023). In contrast, when the SNR is low, noise memorization dominates the training
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dynamics, and the network fails to identify useful features before the training loss becomes small,
leading to harmful overfitting (Cao et al., 2022; Kou et al., 2023b).

Motivated by this observation, recent works have explored algorithmic modifications that either en-
hance signal learning or suppress noise memorization, to improve generalization in the challenging
low SNR regime. Huang et al. (2023) showed that the smoothing effect of graph convolution in
graph neural networks mitigates overfitting to noise; however, this approach requires the graph to be
sufficiently dense and exhibits high homophily. Chen et al. (2024) found that the sharpness-aware
minimization (SAM) method (Foret et al., 2020) prevents noise memorization in early stages of
training, thereby promoting effective feature learning; this being said, SAM has higher computa-
tional cost than standard GD due to the two forward and backward passes per step, and it involves
more complex hyperparameter tuning. The goal of this work is to address the following question.

Is there a simple modification of GD with no computational overhead that achieves small
generalization error in low SNR settings where standard GD fails to generalize?

1.1 OUR CONTRIBUTIONS

We provide an affirmative answer to the question above by introducing random label noise to
the training dynamics as a form of regularization, inspired by the label noise stochastic gradient
descent (SGD) method (Blanc et al., 2020; HaoChen et al., 2021; Shallue et al., 2019; Szegedy
et al., 2016). Specifically, we consider the learning of a two-layer convolutional neural network in
a binary classification problem studied in Cao et al. (2022), and show that by randomly flipping
the labels of a small proportion of training samples at each iteration, noise memorization can be
suppressed despite the low SNR, whereas signal learning experiences a period of fast growth. As a
result, neural network trained by label noise GD attains good generalization performance in regimes
where standard GD fails, as summarized in the following informal theorem:

Theorem 1.1 (Informal). Given n training samples drawn from the distribution in Definition 2.1 in

the low SNR regime where n 'SNR™2 = Q(l) Then for any € > 0, after a polynomial number of
training steps t (depending on €), with high probability we have,

* Standard GD minimizes the logistic training loss to L(;)

(0-1 loss) remains large, i.e., L(Dt) =Q(1).

< ¢, but the generalization error

* Label noise GD cannot reduce the logistic training loss to a small value LY = Q(1), but

achieves small generalization error (0-1 loss), i.e., L(Dt) =o(1).
We make the following remarks on our main results.

* Improved Generalization due to Label Noise. The theorem provides an upper bound on the test
error of label noise GD, as well as a lower bound on the error of standard GD. This demonstrates
that incorporating label noise into the gradient descent updates improves generalization in the low
SNR regime. We note that our conditions on label noise GD learnability are weaker than those
required for SAM as specified in Chen et al. (2024), even though our studied algorithm is arguably
simplier and more computationally efficient — see Section 3 for more comparisons.

* Analysis of Feature Learning Dynamics. We establish the main theorem via a refined character-
ization of the training dynamics of label noise GD on a two-layer convolutional NN with squared
ReLU activation. A key observation in our analysis is that label noise introduces regularization
to the noise memorization process, preventing it from growing beyond a constant level; mean-
while, signal learning continues to exhibit a rapid growth rate, allowing the model to identify the
informative features and avoid harmful overfitting in low SNR regimes.

1.2 ADDITIONAL RELATED WORKS

Label Noise SGD. Recent works have empirically shown that label noise stochastic gradient de-
scent (SGD) through label smoothing exhibits favorable generalization properties due to the regu-
larization effect of the injected noise (Shallue et al., 2019; Szegedy et al., 2016; Wen et al., 2019).
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Furthermore it has been argued that label flipping approach adopted in this work can be cast as la-
bel smoothing methods (Li et al., 2020). From a theoretical standpoint, label noise SGD has been
primarily explored in the context of linear regression or shallow neural networks, particularly in re-
gression settings (Blanc et al., 2020; Damian et al., 2021; HaoChen et al., 2021; Huh & Rebeschini,
2024; Li et al., 2021; Vivien et al., 2022; Takakura & Suzuki, 2024); these studies have highlighted
the implicit regularization benefits of label noise in SGD. For instance, Takakura & Suzuki (2024)
illustrated the implicit regularization of label noise in mean-field neural networks, while Li et al.
(2021); Damian et al. (2021) proved that label noise introduces bias towards flat minima. In con-
trast to these existing literature, our work focuses on the binary classification setting specified by the
signal-noise model, providing a quantitative analysis of the training dynamics and the generalization
benefits of label noise GD in the low SNR regime.

Signal-Noise Data Models. Recent theoretical works have studied the signal-noise model in var-
ious contexts, including (¢) optimization algorithms, such as Adam (Zou et al., 2021), momentum
(Jelassi & Li, 2022), sharpness-aware minimization (Chen et al., 2023), large learning rates (Lu
et al., 2023); (ii) learning paradigms, such as ensembling and knowledge distillation (Allen-Zhu &
Li, 2020), semi-and self-supervised learning (Kou et al., 2023a; Wen & Li, 2021), Mixup (Zou et al.,
2023; Chidambaram et al., 2023), adversarial training (Allen-Zhu & Li, 2022), and prompt tuning
(Oymak et al., 2023); and (ii¢) neural network structures, such as convolutional neural network
(Cao et al., 2022; Kou et al., 2023b), vision transformer (Jelassi et al., 2022; Li et al., 2023a), graph
neural network (Huang et al., 2023; Li et al., 2024). Our work is in line with Chen et al. (2022);
Huang et al. (2023), with the goal of showing that a simple algorithmic modification (label noise
GD) facilitates feature learning in the challenging low SNR regime.

1.3 NOTATION

We use bold-faced letters for vectors and matrices. For a vector v, its £5-norm is denoted as ||v||o.
For a matrix A, we use || A||2 to denote its spectral norm and || A||  its Frobenius norm. We employ

standard asymptotic notations O(-), o(-), (), and ©(-) to track the limiting scaling, and O(-), Q(-),
and ©(-) to hide polylogarithmic factors. We denote [n] = 1,2,...,n,and [a,b] = a,a+1,...,b,
where b > a,a # 1,and a,b € N.

2 PROBLEM SETUP

In this section, we describe the signal-noise data model, the neural network architecture used for
training, and the label noise gradient descent algorithm considered in this work.

Data generating process. We consider the signal-noise data model from Cao et al. (2022); Chen
et al. (2023). Let pu € R< be a fixed signal vector, and for each data point (z, %), the feature x is
composed of two patches, denoted as * = {w(l), w(2)} € R2?, The target variable y is a binary
label, taking values in {£1}. Then the data is generated according to the following process.

Definition 2.1. We consider the following generating process for (x,y),
1. The true label y is drawn from a Rademacher distribution, i.e., Ply = 1] = Ply = —1] = 1/2.

2. One of the patches, V) or ) is randomly selected to be yu (representing the signal), while
the other is set to be & ~ N(0,07(I; — i ||pe)|5?)) (representing the noise). Here, o’
denotes the strength of the noise vector.

We make the following remarks on the data distribution.

* The data model simulates a setting where the input features are composed of both signal and
noise components. Specifically, each data point is divided into two patches, and one of these
patches contains meaningful information (signal) related to the classification label, while the other
patch only contains random noise that is independent of the label. The noise covariance ag(I 4 —

! ||ge]|5?) is set to ensure that the noise vector is orthogonal to the signal vector for simplicity.
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* This setup is designed to reflect real-world scenarios where data contains a mix of relevant and
irrelevant features (see (Allen-Zhu & Li, 2020, Appendix A) for discussions). Note that in high
dimensions (n < d), the NN can achieve small training loss just by overfitting to the noise
component. Therefore, the challenge for the learning algorithm in the low SNR regime is to
identify and learn the signal patch while ignoring the noisy patch.

* We use the minimum number of patches in the multi-patch model for concise presentation. Our

results can be extended to more general cases where the number of patches is greater than 2;
see Allen-Zhu & Li (2020); Shen et al. (2022) for such extension.

Neural network and loss function. Following Cao et al. (2022), we consider a two-layer convo-
lutional neural network with squared ReLU activation and shared filters applied separately to each
patch. The network is defined as f(W,x) = F11 (W41, x) — F_1(W_1, ), where

1 m 2 1 m
F %ZZO’ w]r,w() EZ( w]rvy“)+o'(<w]’-,7"’€>))’

r=1 p:l r=1

in which m denotes the size of the hidden layer, and o(z) = (max{0, z})2. Note that j € {—1,+1}
corresponds to the fixed second-layer. The symbol W) represents the collection of weight vectors
in the first layer, i.e.,

Wj = [’u}j’l, Wij2,... 7’LUj’m] S RdX"L7
where w;,. € R is the weight vector of the r-th neuron. Here, j € {—1,+1} indicates the fixed
value in the second layer. The initial weights W has entries sampled from A (0, o2).

Remark 2.1. Since we do not optimize the 2nd-layer parameters, we expect the 2-homogeneous
squared ReLU activation to mimic the behavior of training both layers simultaneously in a ReLU
network; such higher-order homogeneity amplifies feature learning (e.g., see (Chizat & Bach, 2020;
Glasgow, 2023)) and creates more significant gap between signal learning and noise memorization.
A similar effect can be achieved by a smoothed ReLU activation with local polynomial growth as in

Allen-Zhu & Li (2020); Shen et al. (2022).

We use the logistic loss computed over n training samples, denoted as .S = { (2, ¥s) }ic[n):

- % > Uyif (W, i),  where ((z) = log(1 + exp(—2)).
1€[n]

To evaluate the generalization performance of the trained network, we measure its expected 0-1 loss
on unseen data, defined as

Ly (W) = Ea,y)~p[L(y # sign(f (W, z))], (D

where D denotes the data distribution specified in Definition 2.1, and 1(-) is the indicator function.

Label noise GD for binary classification. We train the above neural network by gradient descent
on either (i) the original loss function (standard GD), or (ii) the loss function with label-flipping
noise defined as

W(t) i Z g W(t) ))

z€ [n]

()

Here ¢, ' is a random variable that takes value 1 with probability 1 — p and —1 with probability p,

represented by e ~ Rademacher(1 — p, p). In other words, the sign of the labels is flipped with
probability p mdependently at each step. The generalization benefit of this label-flipping strategy
has been studied both theoretically (Damian et al., 2021) and empirically (Xie et al., 2016; HaoChen
et al., 2021) as an extension of label noise GD to classification settings.

The label noise GD update is then given as follows:

1 n n
wy, ) = wlf) - ane“) (gt i)l e anW () &)e yisk @
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Algorithm 1 Label noise gradient descent

1: Initialize Wy, step size 7, flipping probability p € [0, 1]

2: fort=0,....,7T —1do

3:  Sample egt) ~ Rademacher(1 — p, p), Vi € [n].

4 WED = WO — Uy Ly(W®), where Ly(W®) = 25 0(eVy; f(W ), ).
5: end for

where 7 is the learning rate, and we defined Zi(t) =/ (egt)yi F(W® ;) as the derivative of the
loss function. This label noise GD training procedure is outlined in Algorithm 1. Observe that
the proposed algorithm is computationally efficient, as the introduced label noise does not modify
the original gradient descent framework. Hence this method is simple to implement, does not add
significant computational overhead, and requires no complex hyperparameter tuning.

3 MAIN RESULTS

In this section, we quantify the benefits of label noise gradient descent by comparing its generaliza-
tion performance against standard gradient descent (GD) training without label noise. We begin by
outlining the assumptions that apply to both label noise GD and standard GD.

Assumption 3.1. Define SNR = %.We consider the following setting for both algorithms:
(i) data dimension d = Q(max{n?, n||pl|3/02}); signal-to-noise ratio SNR = O(1//n).
(ii) network width m = Q(1); number of training samples n. = Q(1).
(iii) learning rate n < O(ap_zd_l).
(iv) initialization variance O(na;ld_3/4) < 0o < O(min{||p||5 'd—5/8, Uzjld_l/2}).
(v) flipping rate of label noise 0 < p < 1/C, where C is a sufficient large constant.

We make the following remarks on the above assumption.

* The high-dimensional assumption (4) is standard in the benign overfitting analysis of NNs (e.g.,
see Cao et al. (2022); Frei et al. (2022)). The low SNR condition is derived from the compari-
son between the magnitude of signal learning and noise memorization — see Section 4.1; similar
conditions has been established in Cao et al. (2022); Kou et al. (2023b) for different activations.

* The requirements on the hidden layer size m and the sample size n being at least polylogarithmic
in the dimension d ensure that certain statistical properties regarding weight initialization and the
training data hold with high probability at least 1 — 1/d.

* The upper bound on the learning rate 7 ensures that the iterates in (4-6) remain bounded, which is
required for standard GD to reach low training loss; see Proposition 4.1 for details.

* The upper bound on the initialization scale oy is used to ensure convergence of GD, whereas the
lower bound is used for anti-concentration upon initialization. Similar requirements on o can be
found in (Cao et al., 2022, Condition 4.2).

* The upper bound on label flipping rate p prevents the label noise from dominating the true signal.

We first state the negative result for standard gradient descent (GD) without label noise.

Theorem 3.1 (GD fails to generalize under low SNR). Under Assumption 3.1, for any € > 0, there
exists t = O(™ log(1/ (g0, V) 4 m’n ), such that with probability at least 1 —d—'/*, it holds that

no2d nesZd

* The training error converges, i.e., Ls(W®) < e.

o The test error is large, i.e., LD(W(t)) > 0.24.
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Theorem 3.1 indicates that even though standard GD can minimize the training error to an arbitrarily
small value, the generalization performance remains poor. This is mainly because the neural network
overfits to the noise components in the input data instead of learning the useful features.

Next, we present the positive result for label noise gradient descent.
Theorem 3.2 (Label Noise GD generalizes under low SNR). Under Assumption 3.1, there exists

t =0 log(;{f;;"l"/a)) + mlog(%ij‘rz\lullz))) and constants C' > 0, such that with probability at
P 2

least 1 — d—Y/4, it holds that

* The training error is at constant order; i.e., Ls(W®) = O(1).

o The test error is small, i.e., LD(W(t)) < 2exp (f%)
Theorem 3.2 shows that label noise GD achieves vanishing generalization error when the input
dimensionality is large (i.e., d = (n?)) despite the low SNR.

Remark 3.1. Theorems 3.2 and 3.1 present contrasting outcomes for standard GD and label noise
GD in the low SNR regime. In particular,

* Standard GD minimizes the training error effectively but does so by primarily overfitting to noise
in the training data. This significant noise memorization leads to harmful overfitting.

* In contrast, label noise GD introduces a regularization effect through label noise, which prevents
the network from fully memorizing the noise components. This allows the network to focus on
learning the true signal, resulting in a phase of accelerated signal learning. Consequently, the
model generalizes even though the training loss does not vanish (due to noise injection).

Comparison with sharpness-aware minimization (Chen et al., 2023). We briefly discuss the
differences between our findings and those in Chen et al. (2023) for the sharpness-aware minimiza-
tion (SAM) method, where the authors established conditions on the SNR under which SAM can
generalize better than stochastic gradient descent (SGD). However, their analysis requires the addi-
tional condition that the signal norm satisfies || ||2 > €2(1), indicating the necessity of a sufficiently
strong signal. In contrast, we show that label noise GD enjoys good generalization without this
strong signal condition. This highlights the robustness of label noise GD in low SNR regimes (even
when the signal strength is considerably weaker compared to the noise).

4 PROOF SKETCH

In this section, we give an overview of of our analysis of the optimization dynamics of standard GD
and label noise GD . Our key technical contributions are summarized as follows:

* Boundary characterization in low SNR regimes. Unlike previous studies Cao et al. (2022); Kou
et al. (2023b); Chen et al. (2024) that focus on the higher polynomial or standard ReL.U activa-
tion, we analyze the 2-homogeneous squared ReLU activation, leading to a different boundary
characterization of the low SNR regime for standard GD — see Section 4.2.

* Upper bound via supermartingale. We introduce a novel application of supermartingale argu-
ments combined with Azuma’s inequality to analyze the boundedness of noise memorization for
label noise GD. This probabilistic approach provides high-probability guarantees on the training
dynamics that were not previously established in this context.

4.1 SIGNAL-NOISE DECOMPOSITION

To analyze the training dynamics, we adopt a parameter decomposition technique from (Cao et al.,
2022; Kou et al., 2023b): there exist {7\")} and {p{") ;} such that

t 0 . (t — t _
wl’) =l + 7\l 2+ 3 A €12 (3)
=1
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This decomposition originates from the observation that the gradient descent update always evolves

in the direction of p and &; for i € [n]. In particular, *yj(»tz ~ (w 5 ), ) serves as the signal learning
coefficient, whereas pg.t?)_ ;= (w ](i), &;) characterizes the noise memorization during training.

Next we let pﬂl = pgz,zll(yz = j) and p(t) = pgz,zll(yz = —j). Combined with the gradient
descent update given by Equation (2), we obtaln the iteration rules for these coefficients:
X7
o = = S L (Gl i)l )
nm —
_ _  5( .
A =5 = L (w0l €I 3 1w = ), )
(t+1) _ (b) 7 5( t) / (_t) 2 (t _
BJT’L pj'rz+ TLTTLKZ ((wj,r7 > HEZH ( ]) (6)

where the initial values of the coefficients are given by 7(-0)

iy = 0 and p(.O)- = 0foralli € [n],
je{-1,1}andr € [m].

Jomyi

To analyze the optimization trajectory, we track the dynamics of signal learning coefficients (vj(fr),)

and noise memorization coefficients (p;tz’ ;) using the iteration rules in Equations (4-6). To facilitate
a detailed analysis, we first provide upper bounds on the absolute value of both the signal learning
and noise memorization coefficients throughout the entire training process.

Proposition 4.1. Given Assumption 3.1 and € > 0. Let § = 2max; , ;{|(w j(or),,u,}| |< () &)}

Wi
and o = 41og(T*). For 0 < t < T*, where T* = n~'poly(n,m,d, |||y * J(o2d)™! o ohe),
foralli € [n], r € [m]and j € {—1,1}, it holds that

0<) <a, 0<5\), <a, (7)
log(4n2/8
Ozﬁgtliz_ﬁ_m %naz— (8)

The proof can be found in the Appendix B. Proposition 4.1 indicates that during the entire training
stage, there is a logarithmic upper bound on the absolute values of both the signal learning and noise
memorization coefficients. This result is crucial for a detailed stage-wise characterization of the
training dynamics. Note that the upper bound provided in this proposition holds for both standard
GD and label noise GD.

4.2 PROOF SKETCH FOR THEOREM 3.1

We first establish the negative result for standard GD based on a two-stage analysis. As previously
mentioned, we consider the 2-homogeneous o'(z) = ReL.U?(z) which differs from Cao et al. (2022);
Kou et al. (2023b); Chen et al. (2023). This leads to a key difference in the boundary characterization
of the low SNR regime.

First stage. Notice that starting from small initialization, the loss derivative remains close to a con-
stant. Based on this observation, we establish the difference in magnitude between the coefficients
of signal learning and noise memorization.

According to the update rule for the signal learning coefficient given by Equation (4) and by setting

(t) = 1 for all ¢ and ¢ € [n] (i.e., no label flipping), the upper bound of signal learning can be

ach1eved as *yj( )+ [{(w j(or)7 w)| < exp (27’””"% t) [ (w (?27 p)]. Meanwhile, the bounds for the noise

memorization coefficients can be derived from the update rules (5) and (6). The results are given as
max; , |B§t 377:7;(1 V/log(8mn/4) anp\/& and max; pg 2 ; > €xp (ngimf t) Uodp\[/él —

0.6, for all i € [n], where we define 3 = min;e [, max, [y (wl(,?,)r, &), and use Mi(t)| > Cq. In

the low SNR setting, where 0,v/d is much larger than ||g||2, we observe that noise memorization
dominates the feature learning process during the first stage, as shown in the following lemma.
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Lemma 4.1. Under the same condition as Theorem 3.1, and let Ty = ©(~™ log(;{y(;;a‘"\/a)) ), the

ollowing results hold with high probability at least 1 — d=': (i) max; , 5(T) > 1, forall i € |n|;
8 8 75 P 7

7575

(ii) max; , ; |B§t3\ < O(a0o,Vd), for all t € [T1); (iii) max;. , 'yj(tz < O(oo||\pl|2), for all t € [Ty].

Lemma 4.1 indicates that when the SNR is sufficiently low, i.e., SNR = O(1/+/n), noise memo-
rization dominates the training dynamics during the early phase of standard GD optimization. We
highlight that this “low-SNR” condition differs from that of Cao et al. (2022); Kou et al. (2023b) due
to the choice of activation function. In particular, Cao et al. (2022) assumed o(z) = (max{0, z})?

with ¢ > 2 and established a low-SNR boundary n~'SNR™% = (1), whereas Kou et al. (2023b)

4
considered the ReLU activation and derived the condition n% <O0(1).
P

Second stage. After the first stage, the loss derivative is no longer bounded by a constant value. To
prove convergence of the training loss L(¢) < €, we build upon the analysis from the first stage and
define wj, = 'w](-?T) + 2mlog(2/€) Y1, ||&ill5 2€&i- We show that, as gradient descent progresses,
the distance between W) and W* decreases until L(t) < e |[W® — W*||2, — |[W(+D) —
W*||2. < nLg(t) — ne. Moreover, we show that the difference between signal learning and noise
memorization still holds in the second stage, as summarized below.

Lemma 4.2. Let Ty = 0~ "o, ?d™ 'nmlog(1/(o0pd)) + 0~ e 'm?no, ?d™". Under the same

assumptions as Theorem 3.1, for training step t € [T1,Ts], it holds that 'y§? < O(oo||pl]2),
|B§tzl\ < O(0go,Vd), and ﬁ(t) . > 1. Besides, there exists a step t € [T, Ts], such that Ls(t) < e.

Jyrii =
Lemma 4.2 shows that standard GD achieves low training error after polynomially many steps, and
noise memorization dominates the entire training process, which results in harmful overfitting.

4.3 PROOF SKETCH FOR THEOREM 3.2

We also divide the training dynamics of label noise GD into two phases. In the first phase, both
signal learning and noise memorization increase exponentially despite the presence of random label
noise. In the second phase, label noise suppresses the growth of noise memorization, causing it to
oscillate within a constant range; meanwhile, signal learning continues to grow exponentially until
stabilizing at constant value, which leads to beneficial feature learning and low generalization error.

First stage. Leveraging the fact that the derivative of the loss function remains within a constant
range due to small initialization, we demonstrate that both signal learning and noise memoriza-
tion exhibit exponential growth rates, even in the presence of label noise. According to the it-
erative update of the signal learning coefficient in Equation (4), the upper and lower bounds are

2
given as 71 + [(w), )| < exp (ZULLLE ) (0 )], and max, ep {73 + j(w), w)} >

f J
exp(%‘f”é)(max%[m] (wg?g, ), respectively. Here Cy is the lower bound for the absolute

loss derivative. These bounds indicate that signal learning grows exponentially with the number of
training iterations. On the other hand, from the update equation (5), we characterize the behavior
of noise memorization. Despite the injected label noise, we can show a lower bound on the noise
WC() g 2(1

S )|<'wj(0r)7 &;)|. The main results

memorization rate: maxjﬂ,{ﬁ;?,’i + 0.6|<w§?T) €T > exp(
for the first stage are summarized in the following lemma.
Lemma 4.3. Under the same condition with Theorem 3.2, and let T = @(%W). Then

the following holds with probability at least 1 — d~': (i) max; , ﬁ(-le > 0.1, for all i € [n]; (ii)

2575

max; .. IBS?‘ < O(0go,\/d), for all t € [Ty]. (iii) max; . ’yj(tr) > O(oo|p|2), for all t € [T].

Lemma 4.3 states that both signal learning and noise memorization grow exponentially during the
first stage. For the analysis of label noise GD, one additional technical challenge is the instability
of training dynamics caused by the injected random noise, which we address as follows. For signal
learning, we make use of the small label flipping rate p and aggregate information across all sam-
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ples via concentration. Whereas for noise memorization (which is tied to individual samples), we
leverage the broad range of time steps in the first stage to establish the overall increment rate.

Second stage. As shown in Lemma 4.3, at the end of the first phase, noise memorization has
reached a significant level, dominating the model’s output. However, label noise introduces ran-

domness in the labels, which affects the updates of noise memorization coefﬁcients. We track the

evolution of p( Zl via the following approximation. Define L )2 ZT 1 py i~ The evolution of

noise memorlzatlon under label noise GD can be appr0x1mated as

na2d (t) .
[ T th b1l —
LD ( (1+Cxp((L§t2))2))nm)[/ » Wiipro p
' (1- 175 )ti,  with prob p.

(1+exp(—(1{")2))nm

Unlike conventional approaches such as (Cao et al., 2022; Kou et al., 2023b), we analyze this pro-
cess using a supermartingale argument and apply Azuma’s inequality with a union bound over the
second-stage training period. Via a martingale argument, we show that noise memorization remains
at a constant level with high probability. While noise memorization stabilizes, signal learning con-
tinues to grow exponentially. This discrepancy enables signal learning to eventually dominate the
generalization. The analysis of the second stage is summarized by the following lemma.

Lemma 4.4. Under the same condition as Theorem 3.2, during t € [T1,Ts] with Ty, = Ty +

log(6/ (oo ||pell2))4m (1 4 exp(co))n~ Y| w|l5 2, there exist a sufficient large positive constant C,
and a constant 1] depending on sample index i such that the following results hold with proba-

bility at least 1 — 1/d: (i) |L£t) - < Oy (i) ’y(-t) < 0.1 forall j € {-1,1} and r € [m)]
)5 (S 7 € 10 € 2SI, 70,0 and () w0+ [0, ) >
exp (Y22 (¢ — 1)) mayepm 0 + (i), )],

Lemma 4.4 demonstrates that label noise introduces a regularizing effect preventing the noise mem-
orization coefficients from growing unchecked, while simultaneously allowing signal learning to
grow to a sufficiently large value. Building on this result, we show that both signal learning and
noise memorization reach a constant order of magnitude. Consequently, the population loss can be
bounded by Lp(W ) < 2exp (— —d) corresponding to the second bullet point of Theorem 3.2.

5 SYNTHETIC EXPERIMENTS

We conduct experiments using synthetic data to validate our theoretical results. The samples are
generated according to Definition 2.1. The number of training and test sample is n = 200 and
ntest = 2000, respectively, and the input dimension is set to d = 2000. The label noise flip rate is
p = 0.1. We train the two-layer network with squared ReL U activation using standard GD and label
noise GD for ¢ = 2000 steps. The network width is mm = 20 and the learning rate is = 0.5. The
signal vector is defined as p = [2,0,0,...,0] € R4 and the noise variance is set to 012, = 0.25.

Dynamics of signal and noise coefficients. In Figure 1, we present the feature learning coeffi-
cients defined in Section 4.1, the training loss and test accuracy for both algorithms. We observe
that GD successfully minimizes the training loss to a near-zero value; however, noise memoriza-
tion (p) significantly exceeds signal learning (), leading to poor test performance. In contrast, label
noise GD does not fully minimize the training loss, as it oscillates around 0.5; consistent with our
theoretical analysis, this behavior causes noise memorization to remain constant in the second stage,
while signal learning continues to grow rapidly. As a result, the test accuracy of label noise GD
steadily improves in the second stage.

Heatmap of generalization error. Next we explore a range of SNR values from 0.03 to 0.10 and
sample sizes n ranging from 100 to 700. For each combination of SNR and sample size n, we train
the NN for 1000 steps with 7 = 1.0 using standard GD or label noise GD. The resulting test error is
visualized in Figure 2. Observe that standard GD (left) fails to generalize when SNR = O(n~1/2),
which is consistent with our theoretical prediction in Theorem 3.1. On the other hand, label noise GD
(right) achieves perfect test accuracy across a broader range of SNR, which agrees with Theorem 3.2.
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Figure 1: Ratio of noise memorization over signal learning, training loss, and test accuracy, of standard GD
and label noise GD. See Section 4.1 for definitions of signal learning () and noise memorization (p).
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Figure 2: Test accuracy heatmap of standard GD (left) and Label Noise GD (right) after training.

6 CONCLUSION AND LIMITATION

We presented a theoretical analysis of gradient-based feature learning in the challenging low SNR
regime. Our main contribution is to demonstrate that label noise gradient descent (GD) can effec-
tively enhance signal learning while suppressing noise memorization; this implicit regularization
mechanism enables label noise GD to generalize in low SNR settings where standard GD suffers
from harmful overfitting. Our theoretical findings are supported by experiments on synthetic data.

Limitations. We highlight a few limitations and future directions. Our current analysis applies to
a specific choice of activation function (squared ReLU) and architecture (two-layer convolutional
neural network); it would be interesting to extend this framework to more complex architectures
such as deeper neural networks. Additionally, analyzing label noise GD under other optimization
schemes, such as stochastic gradient descent (SGD) and adaptive optimizers like Adam, could pro-
vide a deeper understanding of the implicit regularization effects in practical settings.
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A PRELIMINARY LEMMAS

Lemma A.1 (Cao et al. (2022)). Suppose that 6 > 0 and d = Q(log(4n/d))). Then with probability
1—4,

0pd/2 < ||&]3 < 30,d/2,
(&, &r)| < 207+/dlog(4n?/5),

foralli,i' #i € [n].
Lemma A.2 (Cao et al. (2022)). Suppose that d > Q(log(mn/d)), m = Q(log(1/9)). Then with
probability at least 1 — 0, it satisfies that for all v € [m],j € {£1},1 € [n],

(w2, )| < v/21og(8m/8)o0 | >
(%), &)] < 21/log(8mn/8)ooo,Vd

and for all j € {£1},i € [n]

oollpel2/2 < mﬁﬁﬂw;f?,m < /210g(8m/8)o0| 2,

ooopVd/4 < m?x]] ) < 2¢/log(8mn/d)ago,Vd.
€
Lemma A.3. Ler S(t) ={i:¢’ =x1}and S; = {i: y; = j}. Then ¥t > 0, we have following

with probability at least 1-— 5

||S(t)| n log 4T* and ||S( )| np| < [ n IOg 4T*

2. The size of set follows, Vj € {1}

) e (1 —p)n n 8T ‘ ®) ‘ < n 8T*
IS NS 72 < log( ) ST NS;| — < 2log( 3 )
Suppose n > 810g(§2T /0) > Sk)(gi(fz;,/ %) we have
2—3 2 — 3
S0 ngle [E2n Bopt] 5005 e [, 20

Proof of Lemma A.3. By independence, we have IE|S_(:) | = (1 —p)nand E|Sg) | = pn. By Hoeffd-
ing’s inequality, we have for arbitrary 7 > 0,

272 272
B(ISY] = (L =p)n| > 7) < 2exp (= =), B(ISY] = pn| > 7) < 2exp ().

Setting 7 = 4/ (n/2)log(4/6) and taking the union bound over [T*] gives

4T 4T*
I8 = (1 = p)nl </ Flog (=5=). 51— pnl < /5 log (=5~

which holds with probability at least 1 —

Similarly, by the same argument, we can show the result for |Sf) NS;| and \Sg’) nS;l.

8log (8T /5) 8log (8T /5)

Suppose n > S > — /=2 then we have with probability at least 1 — §, we have
I3 (1-p)
SV ns;| e [Etnn Bopn) 150 5| ¢ [Er B, O

Lemma A4. Let S(t) ={s<t: ( ) = = +1}. Then for any i € [n], t > 0, with probability at
least 1 — 0,
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LISY | = (1 - p)t] < 1/ §log(*2) and IS | — pt| < /% log(22).

210g1()§n/5) [(2 3p)t (2-p)t p 1, |S(t | e [pt Sﬂ]

2. In addition, suppose t > , we have |82(tl| € > o).

Proof of Lemma A.4. By independence, we have ]E|Sz(tl| = (1—p)tand E|Sl(tl\ = pt. By Hoeffd-
ing’s inequality, we have for arbitrary 7 > 0,

2 2
P(IS) |~ (1= p)t] > 7) < 2exp (= ), P(ISE |~ pil > 7) < 2exp (~ ).

Setting 7 = +/(t/2) log(4/6) and taking the union bound gives

1801~ = p)l < /s 10m (), IS il < 4/ 5108 (),

which holds with probability at least 1 — 4.

Suppose ¢ > 2 log(4n/ ) > 2 1?1g£4;;£6) , then we have with probability at least 1 — §, we have |Sl(t}r| €
2ot oy 560 ¢ (3t 330 O

B PROOF OF PROPOSITION 4.1

In this section, we provide a proof for Proposition 4.1, which establishes upper bounds for the
absolute values of the signal learning and noise memorization coefficients throughout the entire
training stage. Additionally, we present some preliminary lemmas that will be used in the proof of
Proposition 4.1 as well as in other results in the subsequent sections.

Lemma B.1. Suppose that inequalities (7) and (8) hold for all r € [m], j € {—1,1}, i € [n] and
t € [0,T*). Forany § > 0, with probability at least 1 — ¢, it holds that

2
! — % &) — o0, | < sy B,

[(w) — %w>ﬂ

(®

Proof of Lemma B.1. From the signal-noise decomposition of w; ., we have

t 0
(') —w @, &) — p0) | &

U%W&Mh+2& (&, &€ 1127
i £
(®) 2
2 log(4n /5)noz,
d
where (a) follows from the weight decomposition (see Equation 3), and inequality (b) is due to
(t)

7oyt

Lemma A.1 and the upper bound of p: . . based on inequalities (7) and (8).

Next, for the projection of the weight difference onto the signal vector, we have:

() —w), jp) vﬂl—@pmnang & m)| =0,

where the equality holds because (£;, u) = 0 for ¢ € [n] due to the covariance property of the noise
vector distribution. O

With Lemma B.1 in place, we are now prepared to prove Proposition 4.1. The general proof strategy
follows the approach outlined in Cao et al. (2022). However, we present a complete proof here for
the sake of clarity and to provide a unified analysis for both gradient descent and label noise GD.
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Proof of Proposition 4.1. The proof uses induction and covers both gradient descent and label noise
gradient descent.

Att = 0, it is straightforward that the results hold for all coefficients, as they are initialized to zero.
Now, assume that there exists a time step 7" such that for ¢ € [1, T the following inequalities hold:

OS’y(-t)Sa, O<p(t) < aq,

j,r PRI
O>p(t >—-p - Mnazfa.
To complete the induction, we need to show that the above inequalities hold for ¢ = T + 1. First,
we examine p(T“) for j = —y;, since Bf;jl) = 0 when j = y; by definition. Using Lemma B.1,
1f£§_?2i < —0.58 — 84/ Wna, we have
Wi € < o)+ 0 4wl 6 <0
Thus,
A0 = o0+ Do (), €)™
Bﬁ)z >—p5-16 Wna,

where we have used a’((wj(.?, &;)) = 0. On the other hand, if Bg,T;)Z. > —0.58—8 Wﬂ@,
the update function implies:

(a) n_ (D)
(T+1) > p( ) +%€i( < w; . a€Z>H€’L||2

7],7’ 7 —7,7, i
®) log(4n2 /4 3no2d log(4n2 /s
Y 055 gy l08Un?/0) 300y (0.5 + 8 Mna)
d 2nm d
(e) 2
SRS L CLTLI
d

where (a) is due to choosing e( ) _ = 1land( ;7;), &;) > 0, follows from Lemma A.1, and (c) holds
when 7 < 2””;

Next, consider p; Tt ) for J =y Let T} to be the last time that ﬁyz

have:

—(T+1 (T n )T T T n)
Pomi = Pot =~ (Gl el€Be™ — D0 L6 (), €)lI6l 3"

nm R R
Ty <t<T

(@) n (T n @
< 0.5a + %< L ENENE+ D A%@- N(w W€Z>||€ 13
Ty <t<T

log(4n2

og( ;l /5)na)

3nold log(4n2/9)
A2 P
+ E exp(—4a” + 1) Sy (a+ B+ 16 7 nao)

Ty <t<T

i < 0.5a. By propagation, we

(b) 3no2d
< 0.5a + 1%
2nm

(0.5a+ 3 4 16

(0
< 0.5a+ 0.25a + 0.25a = «,

where (a) holds since é;(Tl) > —1and egt) < 1forallt € [Tl, T], (b)isby Lemma A.1, Lemma B.1,

and —Zl.(t) < exp(—F,,+1) < exp(—4a?+1). Here we have used that 3+ 16 Wna <2«
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with the condition that d = Q(n?) and o9 < O(1) min{||||5 ", 0, *d~1/2}. The final inequality (c)
holds because 7 = O( 2d) and exp(—4a? + 1)a < 1 with a = 41og(T™).

(T+1)

Similarly, we can prove that ;. < ausing n = O mg ), which completes the induction

proof. O

C STANDARD GD FAILS TO GENERALIZE WITH LOW SNR

C.1 PROOF OF LEMMA 4.1

In this section, we provide a proof for the result obtained in the first stage of gradient descent
training. Several preliminary lemmas are established to facilitate the analysis.

Lemma C.1 (Upper bound on 'yj(?) Under Assumption 3.1, in the first stage, where 0 < t < Ty =

nmlog(;/(:c(l)a'p\f)) there exists an upper boundfor'y forall j € {—1,1},r € [m]:
‘ 0 20| 3 0
A0+ ) ) < exp (FEEZ ) (@00, ).

Proof of Lemma C.1. By the iterative update rule of signal learning, we have:

(a) =
t+1 t n i
7§,+ ) < 73(‘,3 + o E g (< ](g,yz >)||/1'||§
i=1
®) N <
t 0 ;
2404 — E o' (i (w'®, ) + jyir s el

© 0
<0 4 2 — (g ) sl

where (a) follows from |é;(t)\ < 1, (b) is derived using Lemma B.1, and (c) is due to the properties
of the squared ReLLU activation function.

Define A") := 77" O 4 | (w T,u)\ Then, we have:
A+ < (1_|_ 277“.“”2)14@) < (1_|_ QUHMH%)(”A(O) <e (277”“”2 )A(O
< S < E— <

where we use 1 + = < exp(z). This suggests:

D 4 11 2l ) o
P+ ) ] < exp (FEER 0wl )

O

Lemma C.2 (Upper bound on Bﬁti 1_). Under Assumption 3.1, in the first stage, where 0 <t < Ty =

nmlog(1/(coo,Vd))
no2d

, there exists an upper bound for |£§.t2 Z| forall 3,7, i:

) | = O(000,V/d).

=4,

Proof of Lemma C.2. The proof uses the induction method. By the iterative update rule for noise
memorization, we have:

'573” |§t3«z|+ o ('), €))1€2
2d log(4n2/0
101+ 0, -4 16y B i

3770
S |£§t3w| + m;; Viog(8mn/8)ooo,Vd,
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where the inequality (a) is by the upper bound on M;(t)| < 1; Inequality (b) is derived using Propo-
sition 4.1, Lemma A.1, and Lemma B.1. Finally, the inequality (c) uses the fact that Bﬁi < 0 and
Lemma A.2.

Taking a telescoping sum over ¢ form 0 to T}, we obtain:

3no
(1)) < i p \/log (8mn/d)ooo,Vd = O(oga,Vd),

=4

'

o 081/ (00, /)

where we substituted 7} = 5o%d ), thereby completing the proof. O

Lemma C.J3. Let f = Mmicp,) MaX,¢m] <wl(,?,)r, &) Suppose that o >
16On\/@(%\/{3)_1a. Then it holds that 3 > 4071@@,

Proof of Lemma C.3. The proof follows directly from Lemma A.2. With high probability, we have:
8> anp\/E/ 4. Substituting the condition on o, we obtain:

2
G4 log(4n /6)a.
d

O

Lemma C.4 (Lower bound on ﬁ;?i). Under Assumption 3.1, in the first stage, where 0 <t <T} =
nmlog(1/(00o,Vd))

no?d , there exists a lower bound for max; , ﬁ(t) . foralli € [n]:

]T’L’

C
7721% t)ooopVd/A4.

maxpgll+ﬁ>exp(
3,7

Proof of Lemma C.4. By the iterative update rule for noise memorization, we have:

(a) nC
maxpyl ! > maxpll); +max ol (wl), €)1&3

Jor g T
(®) 02dC log(4n2/0)
®) Nop A1 1002 (0) ¢ og —(t)
> rrjlfixpjrl+njlsixTU (w;,, &) — 16 Tna—l—pjm)
© no2dCh 2
—(t) P —(t)
> maxp; - (maxp; ., + gﬂ),

where the inequality (a) is by the lower bound on |€i(t)\ > (' in the first stage; Inequality (b) is by
Lemma A.1 and Lemma B.1. Finally, the inequality (c) is by Lemma C.3.

Define B := max;, '), + 0.6B. Then

J,7T5
CyoZd Cyo3d 2d
BV > (14 258 g0 5 (1 4 LT8O O 5 o (T%5) pl0)
nm nm 2nm
where we used 1 + = > exp(z/2) forx < 2. O

With the above lemmas in place, we are now ready to prove Lemma 4.1.

Proof of Lemma 4.1. We choose the end of stage 1 as T} = 4’”” % log(1/ (000,Vd)). Then by

Lemma C.4, we conclude that max; , pg ;2 > 1, foralli € [n] Besides, by Lemma C.2, we
directly obtain the result that

37]0 dT1

|p§7;l\ < =2\ /log(8mn/8)ogo,Vd = O(cpo,Vd).

Finally, Lemma C.1 yields

203 4nm |
! G ) < exp (SR loa (1 (ouoyd) . )] < 20w )

where we have used the condition of low SNR, namely nSNR? < 1 /log(ogopd). By Lemma A.2,

we conclude the proof for max; %( Tl) = O(oo||pl2)- O
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C.2 PROOF OF LEMMA 4.2

In this section, we provide a complete proof for Lemma 4.2 based on Lemma 4.1 and an it-
erative analysis of the training dynamics. We introduce several necessary preliminary lemmas

that will be used in the proof for t € [T1,T3] with To = n~'o,2d" nmlog(1/(c0o,Vd)) +

—1,.-1,,3, —2j—1
n-e meno,“d .

Lemma C.5 (Cao et al. (2022)). Under the same condition as Theorem 3.1, for all t € [Ty, T3] and
€ [n], the following properties hold:

IVLs(W)|% = O(opd) Ls(WH),
HW(T1 W ||F ( 3/2 1/2 71d 1/2)
Yy (VWD ;) W) > 2log(2/e).

With the above lemmas at hand, we are now ready to provide the complete proof for Lemma 4.2.

Proof of Lemma 4.2. We start by showing the convergence of gradient descent. The key idea is to
construct a reference weight matrix W* defined as w} . = (0) +2mlog(2/e) Y0, ||€z‘||2_251

Summing the above inequality from W) and W*:
WO — W% — (WD — w3
= W —w*|f — W —pVLs(WO) — W |3
= 2(VLs(WW), WO - W) - [VLs(W)| 3
@ 20 X~ :
= Ryt WO ) — (VWO @), W) [VLs (W)

i=1

b)2 n ,
SIS GOy (WO, 22) — 2l0g(2/e)] — | T Ls(W ) 3
1=
4n
n

1
C n (t
> f —¢/2] = ?|[VLs(WW)]|3

(d)

> 2n<Ls(W“>> ),
where in equation (a), we have applied the homogeneity property of the squared ReLU activation.
The inequality (b) is by (Vf(W® ), W*) > 2log(2/e) as stated in Lemma C.5, and the in-

equality (c) is due to the convexity of the logistic function. Finally, the inequality (d) is by Lemma
C.5 and the condition on the learning rate.

Taking a summation over the above inequality from 7} to 75, we have

Z Le(W®) HW(Tl) —WHZ +ne(Te — Ty + 1)
t=T, 2n
W we
n
< O~(77_1m3n052d_1), 9)

where in the second inequality, we have applied Lemma C.5. Finally, plugging in the Tb =

ntetmino, 2d=t + n~ o, 2d " 'nmlog(1/ (000, V/d)), we achieve Lg(W®) < e.

Next, we provide the lower bound for the noise memorization coefficient ﬁgtz, , and the upper bound
() s

for the signal learning coefficient Y-

using its update equation:

1 _ oy p
P =B = o (Gl €& > 750

in the second stage. For the noise memorization coefficient,
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Here, we have used él(t) > 0 and property of the squared ReLU activation. This implies that

pg ? , never decreases during training. Therefore, we have max; , p( 2 ; > 1, forall i € [n] and

J,
te [Tl, TQ]

For the signal learning coefficient, we use the induction method. From Lemma 4.1, we know that
max;,, fyj(-?;l) = O(0o||pll2) £ 3. Suppose that there exists T' € [T}, Tb] such that max; 'y](? <2p
forall t € [Ty, T)]. Then we analyze:

T+1 T n
T =l S S O

t=T1 i=1
(a) 2775 T n
T1) ' (t

< v Sl Y D16

t=T7 i=1
(©]
<~ (Tl) + ”2 Z LS W(t)

t=T4
(c) T _ o
<A+ 218 ||u||2 O(™ mno,?d ™)

~ (d) .
<A+ O(nSNRQ) < 28,

where the inequality (a) is due to Lemma B.1, the inequality (b) is by |¢;| < ¢; fori € [n], and
the inequality (c) is due to the inequality (9). Finally, the inequity (d) is by the condition that

n~1SNR™2 = Q(1). Similarly, with the induction method, we can show that | p(’) J< O(ogopV/d).
O

C.3 PROOF OF THEOREM 3.1

To complete the proof of Theorem 3.1, we provide a proof for the generalization result.

Lemma C.6. Define g(€) = Lj > iro({w; (t) )). Under Assumption 3.1, there exists a fixed
vector v with ||v]|2 < 0.020, such that

> [9(€ +v) = 9(8)] = 4Q(a|]3)-

Je{=x1}

Proof of Lemma C.6. To proceed with the proof, we construct the vector v = A > - &;, where
A = 0.01/v/nd. Then we show that

loll3= 1A Y &llE =X &, Y &)

iy =1 iy =1 1y; =1
=27 D0 &3 +2X° ) 0> (& €))
iy =1 e

< AanZd + 4n2)\2012, 2dlog(4n2/4)
< 4Nnold = 0.02%07,

where the first inequity is by Lemma A.1, the second inequality is by d > Q(n2), and the final
equality is by A = 0.01/v/nd, which confirms that ||v|» < 0.020,,.

By the convexity property of the squared ReL U function, we have that
o((w').& +v)) — o({wi),€)) = o (W)} &) (w]), v).
o((w). —€ +v) — o{w]), €) = o' (w]}), ~&) (w}’). v).

With the above inequalities, we have that almost surely for all &:

o((wi'), & +v)) — o((wi), &) + o((wi), —€ +v)) — o((w’), €))
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> 4(w!"), &) (w!), v).

On the other hand, using the properties of the squared ReL.U function and the triangle inequality, we
have:

(w € +v) —o((w,,€) +o((w!,,~&+v) —o((w"] . —€))
<<_hw> + w02+ (w8 + [(w), v))? — (w] ., €)?
< [(w €)% + 2w, v)[%

a(
<

Next, we compare |<w§ ., v)| and \(w 1.0 V)| with |<w§tl7 >| and |(w(ﬂ > &)|. We show that

(!, 0) =AY Pt W, 3 &)

1y, =1 y1 =1

< A(ny/log(12mn/b))ooo,Vd) < An/4,

where the first inequality is by Lemma A.2 and Lemma 4.2, and the second inequality is by the
condition on o from Assumption 3.1. Besides,

t —(t 0
(i) o) =MD 2+ w3 &)

2yi=1 iy1=1

> \(n — ny/log(12mn/8))ooo,Vd) > n /2,

where the first inequality is by Lemma A.2 and Lemma 4.2; and the second inequality is by the
condition on o from Assumption 3.1.

Finally, by Lemma A.2, Proposition 4.1, and Lemma A.1 it holds that
t 0
[(wl). &) = [(w}). &) +§jéwman (€.

S¢@E%W®m%ﬁ+sbwﬂm¢f

On the other hand, it is observed that <w§t)r - wgo) )

w = UZZ Zpg,m”&“z 51 k)

~ N(0,02), where the variance o, follows

k=1 i=1
@1, (t) —442
Z 50—]322 Pj Ty ||€ZH2 ik
k=111=1
1 2 S —2
= 501) Z(pjrz) ||€ ||

I\
-

3
n

1
>
= SdX;pJ” _6d

where (a) is by Lemma A.1 and condition on d from Assumption 3.1, (b) is due to Lemma A.1, and
(c) is by Lemma 4.2.

By the anti-concentration inequality of Gaussian variance, we have

V6d
P(|(w!t) — w(o), < 7) < 2erf(—— < 2erf(~
()~ wi,€)] < 7) < 2eni( ) < 2end(T20)

2
< 2\/1 - eXp(—12dT ).

™™
Then with probability at least 1 — 4, it holds that

® . (0 S |y 1 S o2
|<w1,r w17ra£>‘ = \/12d Og( o (5/2)2) - 96d )

22




Under review as a conference paper at ICLR 2025

where we have used log(1 + ) > % forz > —1and 6* < 1/8.

Together, we conclude that

37 9 +v) — 9(©)] > 4w, &) (w) v)| + [(w] ., &) + 2w . v)[?

—1,1”7
je{£1}
o2 ~
4(A/2)y/ S6d 2 4Q(og (| ull3),

where the final inequality holds by o2 < O(m) with & chosen as d~1/4, thus completing the
proof. O

Proof of Theorem 3.1. For the population loss, we expand the expression

LYY (WW) =E g plL(y # sign(f(W,z))] = P(yf(W", z) < 0)

~p(L Z:lo«w(j;,,«, ) ;Zlo«wy,%@) >

1 m m

> otlwlfhoum)) = 1 Dol om)

r=1

3

Recall the weight decomposition:

w!’) = w® + j3 ||y u+zpm|\sz||22a+zp<t> €15 %&:-

=4,

Then we conclude that:

t t
(w (_@)mym (w ﬂ;,r,ym 7(_fm

(w), yp) = (Wi yp) + 7).
First, we provide the bound for the signal learning part:

o((wfym)) — 13 ol y)

m
1 r=1

m 1 m
Z (i), yp) = = o((w), yp) +~{))
r=1 r=1

((w %, yp) +7)?
< O(%HN”z),

where the first and second inequalities follow from the properties of the squared ReL.U function, and
the last inequality is by Lemma A.2 and Lemma 4.2.

3=
NE

IA

S\Hﬁ'
S

IN

Denote that g(¢) = L >iro({w (t) £)). It follows that:

P(yf (W, x) <0)

=B( Y o), 8) ~ = > olwl.e) > S olwl)yu) — > ol ym)
> 0.5P(|g(¢)| = Hodlul3) ).
Define the set A = {€ : |g(&)| > Q(c3||w]|3)}. By Lemma C.6, we have:

> o0& +v) = 9(€)) > 49(0B | ul3).

je{x1}
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Thus, there must exist at least one of &, € + v, —& and —& + v that belongs to A and the probability
is larger than 0.25. Furthermore, we have:

[P(A) —P(A - v)| = |P§~N(o,agl) (EcA— P§~N(u,ogl)(€ c A

vl oo
20p

where the first inequality is by Proposition 2.1 in Devroye et al. (2018) and the second inequality
is by ||v]]2 < 0.010, according to Lemma C.6. Combined with that P(A) = P(—.A), we finally
achieve that P(A) > 0.24, corresponding to the second bullet result. Combined with Lemma 4.2,
which establishes the first bullet point, this completes the proof of 3.1

O

D LABEL NOISE GD SUCCESSFULLY GENERALIZES WITH Low SNR

D.1 PROOF OF LEMMA 4.3

Lemma D.1 (Lower bound on ~; )) Under Assumption 3. ] during the first stage, where 0 < t <

T, = nmlog(1/(coop

no2d V) , there exists an lower bound for fy ” for all j:

Conllul3,

e o+ )| = exp (SO

re[m] J r

where Cy is the lower bound on |{ (V)| > Cy is the first stage.

u) > 0, then

t+1 n - (t t
e = @Z (00 (w1, i) a3
t n 5t t 5t t
:75,2*%[ 700 (i) — > 000 () yap))| a3
ies(? ies®
t 2n 7 (t = (t t
:75,2*%[ PR DR A [ eI
iesns, iesns,
(t) Co S Sl — S(t) S (t) 2
—’YJT ( | m 1‘ | - m 1|)< jr?l’l’>Hl’l'||2'

Note that we have defined S(t) {i: ( ==l}and S; = {i:y; = j} in Lemma A 3.

On the other hand, when (w jr,m <0,
2 ~ ~
t+1 n t t t
A D DR /A D DR A S Ay hI 11
ies{ns_y iesYns

2n
>0+ =L (ColS N8| = 18U NS ) (—wl) ) 3.

By Lemma A.3, we have
ISP ns| [8Y NS _ (1—p)n— /2nlog(8T"/3)
1S9 NS 1SY NS | T pn+/2nlog(8T/9)

S A SLISE N S| = (1= p)n — /2n10g(8T+/3).

These hold with probability at least 1 — 6. This suggests that when p < Cy/6,n >
720, % log(8T* /§), we have:

)

) 2
S &> 88, 1sPnsa|> S18sYns |,
Co Co
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SO NS s s> 1
Hence, we have:
it 2 9 B 0y ) SO (40, (0, ) 2 0
,y(t+1) . %(tr) B Cozlitﬂgmgtz’ - J(tr) 3 Coﬂff”%« 503710 +ﬂ(t)) if (w §t3’u> 0.
When j = 1, due to the increase of 'yj(-fg, we have
A 5 40 4 QMBI (00 ) 1o 00),

® 4 + j(w (0)

Let B( ) = maxX,em) {7, w; ', 1)}, then we have

Conllell3 Conllpll3 |
1 oNHII2 Y\ »(t) 0NMIH12\ (t) 5(0)
Bf* > (1 + T)Bl > (1 + Am ) B

(0) )

C, 2
> exp (% t) max(w1 o

Conllpll3 ,\ oolleell2
t
p( 8m ) 2 7

where we use the fact that 1 + = > exp(z/2) for z < 2.

> ex

C 2
D >0 - Qo ((p©) |y — 4 ) and

Conl\qu)a)B 0)
im

Similarly when j = —1, we have vy

0077HN||2)

B(t+1) > (1+
-1 _( 4m

> (1+

Conllpll3
8m

(Conlll ol
8 2

2
Thus, we obtain BJ(.t) > exp (%)ﬁf”?t)%, Vj e {£1}. O

(0) )

> exp ( t) max(—w'] ., p
T

> exp

Lemma D.2. Let 3 =  minep) max ey (wé??r,£i>. Suppose  that og >

160ny/ 28Ur2/0) (5 \/d)=1ad'/4 . Then we have that 3/d/* > 40/ 28@r2/0) o
d P d

Proof of Lemma D.2. The proof follows from Lemma A.2. It is known that, with high probability,
we have 8 > g0, Vd /4. By substituting the condition for o, we obtain

— log(4n2/§
5/051/4 > 40n Og(g / )a
O
Lemma D.3 (Lower bound on pgtz.l) Let f = min;e maxre[m] <wl,ur,£z> and Az(;t)w =

Pivi + (w jr7£l> — 0.48/d"*. Under Assumption 3.1, if (w ]T,£Z> > B, then at time step

T, = nm log(;{f(goiop Vd))

, with high probability, it holds that

770()0' d A(O)

A(Tl)' > (1 ) Yi,Tyt”

Yi,Tt — 2nm

Proof of Lemma D.3. First, consider y; = j as the case of ﬁgtil By Lemma B.1 and Lemma C.3,
when y; = 7,

< 0.48/dY*. (10)

1 2/
() &) — (. &) ~ 7] < 16ny 2B
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From the update of 7 when eg ) =1and (w (*) i) >0,

7,70 7,r

— — 2n ~ . 770002(1 . _
D =0 = SR wl) &) €3 = 70, + 2 (A1), + (wl) &) — 0.4B/d ),
nm nm

1,752 ]” J,rt J7’

On the other hand, when e(t) —1 and <'w(»t) &) >0

7,77

7,75 j T

_377crd<

_(t+1) O) _(t
A = o - Ol &) &3 2 7)) O+ &) +0.45/d"1).

For simplification of notations, denote ¢ = 0.83/d"/*. Let Ay i = Pt (W) ©) ¢,y—0.48/d /4.
) _

Then when ¢,/ = 1, we have
2
(t+1) nCoo,d, (1)
Ay 2 (It — =) Ay s
and when egt) = —1, we have
2 2
A(ttll) > (1 B 3770'pd)A(t)TZ B 3770pd<
Here we prove when (w](.?r), &) > B, Ayt)r ; > C. The proof is by the induction method.

First it is clear that A(o) = (w (0) &) —0.5¢ > ( because d > O(1). Then we consider when

]7"

t < 21(”&1'# (where the COIldlthIl for Lemma A.4 does not hold). In this case, |S (¢ )| >(1-p)t—

\/ & log(42), |SQ5 | < pt+ /% log(%*). In addition, the worst case lower bound is achieved by the

case where all the S'") events happen at the first few iterations. This gives

2
AY > (Hi”%%dyl—pw—m(l 31 d)ptﬂ/WA(o

Yi,rt — nm nm Yi Tyt

2 pt+y/ % log(4¢) 2 2
4 1% e viese [y (g 20| o
nm = nm 3nm
2 2
> (1+ WCOUpd>(1—p)t—\/%log(%")((l _ 3napd)pt+\/élog(%")j4(0) o C)
- nm nm yiorse

2
> (1+ %)(1—@%\/?%(%)( > (,

where the last inequality follows from the fact that d > ©(1). To see this, suppose there exists a
t < w such that

2
(1- Bnapd)pth/%10g(47")A1(}??r7i <2,

nm

then we have

dn, _log(d/*/2)

5z
i

while ¢ < raises a contradiction by the choice of d. This proves for all ¢ <
have (1 — 227z d)p“rv §log(3) 4 () . >2¢ and thus Ay i 2 C

t
ty /=1
pt + 20g(

210g(4/5) 2log(4/6)
zlogl2/90) =R

, we

210g(4/0)

Then we consider the case when ¢t > where the condition for Lemma A.4 holds. Now

> (, which clearly holds for ¢t = M For all

suppose for all s < ¢ — 1, we have Ay ri
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s <t—1, we have A(‘:?m- > (1- 3n:md<)A; °)  when e( *) — _1. This leads to the following lower
bound for A"

Yi Ty
2 2
A;f)ri > (1+ ncoapd)(1—1.5p)t(1 _ Sngpd)LsptAng)”
nCooyd., . (0)
2 (L+— =) Ay i 2 €
where the second last inequality follows from the choice of
2
2 log(1 + nCoa, ) log(1 + ngxrfd)
3 log(1 + nCO pd) —log(1 — —SZZEL{)
We can verify that p = 52 satisfies the above 1nequahty This concludes the proof that, for all ¢, we
have Az(/i),ni > (and thus for all ¢. Finally, we conclude that
2 2
Ag)” > (14 "Coapd)(1f1.5p)t(1 _ 2;7‘7pd)1.5ptA;Q)”
i0Ts nm nm i0Ts
2
> (1 M)tA(Q) ~
2mm Y,y

With the above lemmas at hand, we are ready to prove Lemma 4.3:

Proof of Lemma 4.3. By Lemma D.3, at ¢ = T}, taking the maximum over r yields

Coo2d _
maxA;t)7 ;> 1+ %)to.()‘ﬂ
nCoo2d
>(1+ Tﬂj)to.waoop\/&
nCoogd

> eXp( T t)0.15000p\/g,

where the first inequality is by max,. <'wj(or) ,&)) > Band 0.48d~1/* < 0.43. In the last inequality,
we use (1 + z) > exp(z/2) for z < 2.
(yti)’m > 11in at least T}, = 280/ glacoj(f%\/f))Mm

AR = max;, [(w!) €)] + 0.4 > 1.

Yi,T,t

Then we see max, A

-
and because max; , Pjri >

Besides, by Lemma C.2, we directly obtain the result that
3770 dTy

| ﬁz\ < =2 \/log(8mn/8)ogo,Vd = O(0po,Vd).

Furthermore, Lemma C.1 ylelds

) 0 20||pe|3 4nm |
i+ g )| < exp (L0500 og(1/ (700, Vi) a3 ] < 2f. )
where we have used the condition of low SNR, namely nSNR? < 1/log(20/(cg0,V/d)). By
Lemma A.2, we conclude the proof for max; , 'yj( rl) = O(oo||]|2)-

Lastly, according to Lemma D.1, at the end of stagel, we have the lower bound on signal learning
coefficient

Conllpll3
ST) max |(w ]r’p’>|

max 'yj(tz + |<w§-?r), p)| > exp ( max

re[m]

e (Comlal Tou 0/ (oo, Dy o)
8m nCood re[m] Wi

> exp(nSNR?log(20/ (000, Vd))oo || pl|2 > ool g2
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D.2 PROOF OF LEMMA 4.4

The key idea is to show ﬁ(t)

;.r; Oscillates during the second stage, where the growth tends to offset the

drop over a given time frame. This would suggest the f(W ), @) is both upper and lower bounded
by a constant, which is crucial to ensuring that 7(-? increases exponentially during the second stage.

—t+1 i
]7‘7,

Without loss of generality, for each ¢ with < e l, &) > 0and j = y; = 1, the evolution of p’
written as

— —(t t
P = — L0l &) €]

~ (1+ nm(1+exp(f;t))))pjﬂ“,z’ if 1
(1 —2nled?
nm(1+exp(_fi(t>))

where we denote fi(t) = f(W® x;). Note that f(t) ~ % Zm:1(ﬁ$)1,m) when 7( )< 1.

it

m

To simplify the notation, we define that ¢{") £ L el SR +1 ri

mated to

Then the dynamics can be approxi-

_ 2nlElE ) - _
L) 1+ nm(1+exP((L<.”)2)))Li with prob 1 —p

; ~ 3
i 1— 2nl€ll3 ()
0 o)
Lemma D.4 (Restatement of Lemma 4.4). Under the same condition as Theorem 3.2, during t €
[Ty, To) with Ty = T1 + log(6/(00||u|\ N4m(1 + exp(cz))n =" ||pell5 % there exist a sufficient large
positive constant C, and a constant v} depending on sample index i such that the following results

hold with high probability at least 1 — 1/d:

with prob p

.|(t) L‘<C
T) <O0.1jorallj € {-1,1} andr € [m]

D D N L A ) Dy

0 2 T 0
o max e () + (W, 0)]) > exp (ML (¢ — 7)) max,epm) 75 + (w0, ).

Proof of Lemma D.4. The proof is based on the method of induction. Without loss of generality, we
consider all 7 with y; = 1. We first check that at time step ¢t = 77, by Lemma 4.3, there exists a
constant C' such that
m
‘l —(T1)

p+17‘2_L |<O

r=1
Besides, by Lemma 3.2, it is straightforward to check that 'y]( 1) < 1forallj € {—1,1}andr € [m)],
and max; 7( ) > 0. Next, we can show the following result at time ¢ = T7:

= P (Wi ey - F_1<W<?>,mz>

1 m m i &
EZU(<w'(Sl)’T7N>+7f;1T Z ( +1r7£2 + +Tll)rz+z g&ﬁg +1rz)

r=1 r=1
(Ty 51,51 Tl)
(w280 4 o0 3 e )

r=1 i i

T log(4n2/6
Qo3| l3) ~ ovo,Vd Zpim— ~ 16/ B0 2

m

1 _(Ty) \2
> %(ZP+LM) )

r=1

m
L Y (L BP SC D S
m lr’ —lr m

Ms

I \/
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where the first inequality is by Lemma 4.4, Proposition 4.1, and Lemma A.1, The second inequality
follows from the condition on o and d in Assumption 3.1. Similarly, we have

f_(T1) _ F+1(W_~(_71“1)7wi) _F (W(Tlﬁ),wi)

log(4n?/6)

< O(ap||pl3) + O(ooo,Vd Zp(ffm +6+16 =% na)

2 T
< 1S

S

Next, we assume that all the results hold for 77 < ¢t < T'. By the induction hypothesis, we can bound
c < fi(T) < ¢y for all ¢ € [n]. Then we can show that 7( +1) continues to exhibit exponential

growth:
ST U N G S A D DI A 107 ) P
ies{Mns, iesPns,
> o0 4 o (8 e — 1 ) (el
™ 2"(2‘43pl+eip(02) S S e (OSSO
_ (m—%”)« w®, ) + 247 |l
(s ry Rt

2m(1 + exp(c2))

where the last inequality is by 2 sp<3 m Next, define B() = MAaX,¢ ] (fyj ~+( ](?T), w),
we have:

BT+ > B(T)(1+ 77HNH%
- 2m(1 + exp(c2))

B 4m(1 + exp(c2))

2
> exp (%(t - Tl))B(Tl).

At the same time, there exists an upper bound on the signal learning:

2n||p
T Yl ) < exp (LS ) Tl ) < 0,01

where we used the condition that T' < T5.

To show that L(TH)

is a sufficiently large constant depending on ¢. Using the relation ﬁ(z
2 (5o 7T )2 we have:

2n||&:(13
]E[LZ(T+1)|L§T)] > (1— p)(l + 1+ 2exz|(|(£b(|l?))2))nm)L

V2 (D )2 where o

m (T T
r= 1pg(;,)rl)2 S fz( ) S

. ey . t
remains within a constant range, we define Mi(

T)

&L~

2n]|&:l3 (1)
+a(1- caemy L0
(141/2exp(—(¢; ')?))nm
At the same time,

L(T+Dy2),(T) B 2n|1&:l3 2 (D)2
Bl < 1 -p) (14 (HUQGXP((LET))QDW) (o)
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2n|&:13 20 (D)2
1— L .
+p( (1+2exp(—(L§T>)2))nm) (™)

Then we show that

EMT 0] = BI0TY)280) — 2BV ] + (1)

2n|1&:13 2
<-p(1+ ” & JRCRE

(14 1/2exp((¢;"7)2))nm

2n||€&; 2 2

_|_p<1 - nll ZH(?F) ) (%(‘T))Q
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(), 2nll&ll? 1 VAT (2
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Subtracting M yields

E[M§T+1)|L(T)] Vi)

K3

4nl|&ll3 2nl1&ill3 2] ()2
1- (
<( P) [(1 +1/2 exp((LgT))2))nm * (1+1/2 exp((LET)P))nm) }(Lz )
B An||&:|3 2n]|&:ll3 2], (1)2
p[ (1+ Qexp(—(Ll(-T))Q))nm - (1+ 2exp(—(L§T))2))nm }(LZ )
o 2nll&l”? 1 (1)
2 nm <1+2€Xp(( (T)) ) p)
B U 31 (C 00 G PR 1 LGl &
(1+ 2exp(—(:{")2))nm (1+1/2exp(({")2))nm
o< 2nll&l”? 1 )DL o2
2 <1+2exp((( D)) )"+ o)

D) .

_ a3 [1 (7)) ),
Dy

2
nm +0(n°)

—p(1+1/2exp((¢; (T )) ) (L(-T))2 ~ 1—p(1+2exp(
1+1/2exp((:{7)2) ’ 1+ 2exp((s!

<0

b

where the final inequality is by LET) < 4*and p < 1/ ( + 2exp((¢; (r )) )) and condition the

learning rate from Assumption 3.1, which confirms that {Ml }te[Tl,T—s—l] is a super martingale. By
one-sided Azuma inequality, with probability at least 1 — §, for any 7 > 0, it holds that

2
P 2 ) <o (),
D k=1
where,
= |M(’“> N G R Gl e
= 16" =@+l —2) <0G
Taking the upper bound of ¢, < nC5 yields

2
T+1 * T
P((LE +1) —Li)g—Cg > 7) < exp <_t772022>7

where we define C,y £ (LETI)

— [,2()2 > 0. Therefore, we conclude with probability at least 1 — 9,
T — ) < J C3 + \/nPtC3log(1/9) < C,,
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where the last inequality is by 7 < O(0,2d™ ) and T < T.
Finally, we check that
fi(T+1) _ F+1(W£11ﬂ+1), wz) o F_l(W(T+1)7 wz)

1 0 T+1 1 & —(T+1 (€i &) (111
= — Y o(@f ) ) + = Yol e + (+1m)+§ )
mi= m = A
Ny 1\ (& &)
T+1 L (T+1) iy Qi’ (T+1?)
ol =) = DS o (w6 m+Z B
r:l r=1
R S log(1n?/3) .,
> - 0.01 + (— B—16y =1~
- (UOHI‘L” + m —~ +1rz d na)
> l(i S 7(T+1_))2
= 92'm +1,r4/

r=1

where the first inequality is by Lemma 4.3 and the induction claim, and the second inequality is by
condition on d from Assumption 3.1. Similarly, by the same argument, we conclude that:

f(TH) F+1(W+1)7wz) Ffl(WEa)awi)

log(4n?/6)

- 1 &
< O(ag||pl3) +0.01 + O(og0,Vd %Zpﬂ”—kﬁ—i—m = na)

1™
EE : +1r7,

Let Ty = Ty + log(6/(ool|p]|2))4m(1 + exp(ca))n || w]|3 %, then by lemma 4.3 we can show that
L“”%t) (1)
4m(1 + exp(eq)) ~ 7"
lll13
4m(1 + exp(cz2))

= Co/(o0| ull2)7
> 0.01.

i) > exp(

= exp( 0g(6/ (0|l l2))4m(1 + explea))n [l )75

D.3 PROOF OF THEOREM 3.2

Proof of Theorem 3.2. For the population loss, we expand the expression as follows:

LY WD) =Eoply # fFWD, @) =Pyf(WH, z) <0)

:P(%z ((w® . €)) - % o((w!!), &) >

1 m m
EZJ w(trayp’ 720 (tg)/,rayp’ ))
r=1

~ 10 =

3

Recall the weight decomposing

t 0 t
w) = wi) + j7\) |l u+2p§,”| 1 a+2pj,l|a||

From this, we obtain:

(w® Ly = (w yp) -~
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(Wi yp) = (WP, yp) + .

By Lemma 4.4, we conclude that

(wll),yp) = O0(1), (W) yu) =—-6(y{!)) <0.
Therefore, it holds that

m 1 m
ZU wy) ) = — > o w') | yu))
7‘:1 r=1
1 m
=—> o((wff),ym)
r=1
1 m

m

=0(1),

where the last inequity is by Lemma 4.4.

=—> o({wy)yp) +74)
r=1

Next, we provide the bound for the noise memorization part.  Define that g(§) =
> a(<w@w, £)). By Theorem 5.2.2 in Vershynin (2018), for any 7 > 0, it holds

CT2

P(g(&) —E[g(§)] = 7) < exp(—m

)7

where c is a constant and || g||vip is the Lipschitz norm of function g(&), which can be calculated as
follows:

|g(£) - 9(5/” = |ZO‘< 7y A ZU 71/,1"76 |

<> o), ) — o), €))]

r=1

<2Z| (w® &) [(w") &€
< 22 o' 112 1€l - 1€ — €']l2

< 3lewfyr|\20—pf e — €],

where the first inequality is by the triangle inequality, the second inequality follows from the the
convexity of the activation function, the third inequality is by the Cauchy-Schwarz inequality, and
the last inequality follows from A.1. Therefore we conclude that

t
gl <3 w30, Vd.
r=1

Furthermore, given that <w(_tl)/7r, ) ~ N(0,02 ng;rﬂg) we have:

Elg(¢)] = > Elo((w") ¢ 202/2||w

To obtain the the upper bound of g(&), we show that:

t t _
lw') 2= ng ) €723

32



Under review as a conference paper at ICLR 2025

Zp]rz ||£’L||2 £ +2ZZP]rzp]r,]||£’b||22‘£J”2 <€Z>£J>

i=1 j#i
< 3nC(opd) ™" + 2n*(0pd) 20 +/dlog(4n?/6)
< 4nC(02d)_1

where the first inequality is by Lemma A.1, and the second inequality is by the condition on d in
Assumption 3.1. With the results above, we conclude that

Ly (W) = E@,yw ly # fWW, z))] =Pyf(W, z) <0)
Z (w"),.€) > o((wl), yu)))
— P(g(€) —Elg(&)] = 3 o((w!), yp)) er?/mlw‘fir B

o (_c@:; o((wyr, yp)) = 102/2||wyr||%>2>
) EHa 1|\w,y,T||gop¢a>2

=

C1—02/2-4nC(o2d) ™!
<exp | — 5 > 1
30p\/g4n0(apd)
1 C2d
<
< exp(350) XP(— 157,507

c2d
< Zexp <_1znc> )

which corresponds to the second bullet point of Theorem 3.2. Combined with Lemma 4.4, which
establishes the first bullet point, this completes the proof of Theorem 3.2. O

E ADDITIONAL EXPERIMENTS
In this section, we provide additional experiments to further support our theoretical findings.

E.1 DEEPER NEURAL NETWORK

Feature Learning Feature Learning Ratio (p/y) Train Loss Test Accuracy
—— Label Noise GD —— Label Noise GD
81 i L«I o :'.‘!"Tﬁ[f-: 25 — GD 0.6 — GD
== MaXp; . (GD)
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S—

0 2000 4000 0 2000 4000 0 2000 4000 0 2000 4000
t t t t

Figure 3: Performance of a 3-layer ReLU neural network: The ratio of noise memorization to signal learning,
along with training loss and test accuracy, for standard GD and label noise GD.

We have conducted additional experiments using a 3-layer neural network with ReLU activation.
The network is defined as f(W,x) = F1 (W11, W, x) — F_1(W_1, W, &), where

F;(W;, W,x) = %Zza«wj’mz@)»’ 20 — J(WTw(p)%

in which o(-) is the ReLU activation, W € R¥*™ denotes the weight in the first layer, and W, €
R™*™ are weights in the second layer. The last layer is fixed.
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Specifically, we train the first two layers. The number of training samples is n = 200, and the
number of test samples is ntest = 2000. The input dimension was set to d = 2000. We set the
width to m = 20, the learning rate to n = 0.5, and the noise flip rate to p = 0.1. The data
model follows our theoretical setting, where g = [1,0,0, - -, 0] and the noise strength is o, = 1.
The experimental results, shown in Figure 3, are consistent with our original findings: compared
to standard gradient descent, label noise GD boosts signal learning (as shown in the first plot) and
achieves better generalization (as shown in the last plot).

E.2 REAL WORLD DATASET

Feature Learning Feature Learning Ratio (p/y) Train Loss 0 Test Accuracy
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Figure 4: Performance on the modified MNIST dataset: The ratio of noise memorization to signal learning,
along with training loss and test accuracy, for standard GD and label noise GD.

We conducted an experiment using the MNIST dataset, in which Gaussian noise was added to the
borders of the images while retaining the digits in the middle. The noise level was set to o, = 5.
Moreover, the original pixel values of the digits ranged from 0 to 255, and we chose a normalization
factor of 80. In this setup, the added noise formed a “noise patch” and the digits formed a “signal
patch”. We focused on the digits ‘0" and ‘1°, using n = 100 samples for training and 200 samples for
testing. The learning rate was set to n = 0.001, and the width was set to m = 20, with a label noise
level of p = 0.15. The results, shown in Figure 4, were consistent with our theoretical conclusions,
reinforcing the insights derived from our analysis.

To assess the sensitivity of the methods to the choice of noise parameters and signal normalization,
we conducted additional experiments on a modified MNIST dataset. The signal normalization values
were varied from 60 to 140, while the noise levels ranged from 4 to 8. For each combination of noise
level and signal normalization, we trained the neural network for 200,000 steps with a learning rate
1 = 0.001, using either standard gradient descent (GD) or label noise GD.

The resulting test errors are visualized in Figure 5. Notably, label noise GD (right) consistently
achieves higher test accuracy than standard GD (left) across all configurations. This demonstrates
the robustness of label noise GD to variations in noise and signal normalization parameters.

The motivation behind using MNIST was its clearer signal, which allows us to more directly ob-
serve the effects of label noise without other confounding factors. However, we also conducted
experiments on a subset of CIFAR-10, using two classes: airplane and automobile. Gaussian noise
was added to a portion of the images, following a similar setup to MNIST. For these experiments,
we set ¢ = 2, the number of neurons m = 20, the learning rate = 0.001, the signal norm
signal_norm = 64, the noise level noise_level = 5, the number of samples n = 100, the label noise
probability p = 0.15, and the input dimension d = 6144.

The results shown in Figure 6 indicate that label noise GD continues to provide benefits in terms
of generalization compared to standard GD. We believe these extended experiments help establish a
broader applicability of our findings to more complex benchmarks.

E.3 DIFFERENT TYPE OF LABEL NOISE

To validate the robustness of label noise GD under different noise forms, we varied p across different
values. For example, we show the results for p = 0.3 in Figure 7 and p = 0.4 in Figure 8. The results
consistently indicate that label noise helps reduce overfitting and boost generalization, especially in
low SNR settings.

34



Under review as a conference paper at ICLR 2025
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Figure 5: Test accuracy heatmap of standard GD (left) and Label Noise GD (right) after training on modified
MNIST dataset.
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Figure 6: Performance on the modified CIFAR-10 dataset: The ratio of noise memorization to signal learning,
along with training loss and test accuracy, for standard GD and label noise GD.

In addition, we extended our empirical analysis to include Gaussian noise and uniform distribution

noise added to the labels. For Gaussian noise, we used two examples, namely el(t) ~ N(1,1) and
egt) ~ N(1,1), with the results shown in Figures 9 and 10, respectively. Furthermore, for the
uniform distribution, we simulated the noise with egt) ~ unif[—1, 2] and egt) ~ unif[—2, 3]. The
results are shown in Figures 11 and 12, respectively.

Our results indicate that label noise GD still performs effectively, achieving better generalization
compared to standard GD, providing further evidence of the robustness of label noise GD under
different noise forms.
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Figure 7: Performance with flip noise p = 0.3: The ratio of noise memorization to signal learning, training

loss, and test accuracy of standard GD and label noise GD.

E.4 HIGHER ORDER POLYNOMIAL RELU
In this work, we set the activation function as squared ReL.U. This choice makes ¢ = 2 a particularly

interesting and challenging case to analyze, as it allows us to study the interaction between signal
and noise in a setting that closely resembles practical two-layer ReLU networks.
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Figure 8: Performance with flip noise p = 0.4: The ratio of noise memorization to signal learning, training
loss, and test accuracy of standard GD and label noise GD.
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Figure 9: Performance with Gaussian noise N'(1,1): The ratio of noise memorization to signal learning,
training loss, and test accuracy of standard GD and label noise GD.
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Figure 10: Performance with Gaussian noise A (0.6, 1): The ratio of noise memorization to signal learning,
training loss, and test accuracy of standard GD and label noise GD.
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Figure 11: Performance with uniform distribution noise unif[—1, 2]: The ratio of noise memorization to signal
learning, training loss, and test accuracy of standard GD and label noise GD.

For higher values of ¢, we also conducted experiments with ¢ = 3 and ¢ = 4. For ¢ = 3, we set the
learning rate 7 = 0.5, the number of neurons m = 20, the number of samples n = 200, the signal
mean i = [2,0,0,---,0], and the noise strength ¢, = 0.5. The results are shown in Figure 13. For
g = 4, the parameters were set as n = 0.1, m = 20, n = 50, u = [5,0,0,---,0], and o, = 0.5.
The results are shown in Figure 14.

In all these cases, the experimental results consistently show that using a higher polynomial ReLU
activation helps label noise GD suppress noise memorization while enhancing signal learning. This
ultimately leads to improved test accuracy compared to standard GD.

36



Under review as a conference paper at ICLR 2025

Feature Learning Feature Learning Ratio (po/y) Train Loss Test Accuracy
_____________ 1.0
8 T 0.6
2= maxg,, (D) 09
61 | \
T M GD) —— Label Noise GD | 0.4 — Label NoiseGp | 08
4{ | -= MaXp,, (Label Noise GD) — GD — GD 0.7
| —— maxy, , (Label Noise GD) 0.2
1 br . g
2 ,: 0.6 // —— Label Noise GD
L e — GD
0 0.0 05

0
0 250 500 750 1000 0 250 500 750 1000 0 250 500 750 1000 0 250 500 750 1000
t t t

Figure 12: Performance with uniform distribution noise unif[—2, 3]: The ratio of noise memorization to signal
learning, training loss, and test accuracy of standard GD and label noise GD.
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Figure 13: Performance with ¢ = 3 for polynomial ReLU: The ratio of noise memorization to signal learning,
training loss, and test accuracy of standard GD and label noise GD.
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Figure 14: Performance with ¢ = 4 for polynomial ReLU: The ratio of noise memorization to signal learning,
training loss, and test accuracy of standard GD and label noise GD.
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