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ABSTRACT

Reinforcement Learning (RL) has achieved significant milestones, however its
safety remains a concern for real-world applications. Safe RL solutions focus on
maximizing environment rewards while minimizing cost. In this work, we extend
the Multi-Agent Constrained Policy Optimisation (MACPO) approach that main-
tains policy consistency using Kullback-Leibler (KL) divergence. We find that
Jensen-Shannon (JS) Divergence, a symmetric measure, serves as a better alter-
native to KL divergence; its symmetric nature is more forgiving of extreme dif-
ferences in policies. Our results demonstrate that JS divergence improves rewards
and reduces costs, enhancing safety and performance in multi-agent systems.

1 INTRODUCTION

In Reinforcement Learning, the primary goal for agents involves maximizing a predetermined re-
ward signal. However, if this reward signal lacks precision or clarity in its design, it can lead the
agent to learn unintended actions, potentially resulting in undesirable or even harmful behavior. The
challenge lies in the intricate nature of crafting these reward functions, which proves to be funda-
mentally difficult Gu et al. (2022). This difficulty in designing optimal reward functions serves as a
pivotal driving force behind the adoption of constraints within RL frameworks when deploying it in
real-world scenarios as you need safety within the environment as well as safety and coordination
amongst agent in a multi-agent setup.

Constrained Policy Optimization (CPO) by Achiam et al. (2017) is a cornerstone work in Safe
Reinforcement Learning. MACPO by Gu et al. (2021) extends it to the more complex Multi-Agent
settings. It has a Local Policy Search for Constrained RL that builds upon TRPO by Schulman
et al. (2015) and enforces safety in every policy update. It operates within the framework of Markov
Decision Processes (MDPs) to ensure policy consistency via average Kullback-Leibler (KL) Shlens
(2014). However, the rigidity of KL divergence and the need for fine-tuning its maximum value
throughout training have limitations.

Since in MACPO each new policy has to be close to the old one in terms of average KL and drawing
inspiration from the success of Wasserstein distance in Generative Adversarial Networks (GANs)
by Arjovsky et al. (2017) and Weng (2019), known for its superior performance in capturing dif-
ferences between low-dimensional manifolds, we propose a novel approach of incorporating JS to
better capture policy divergence. Given the intractability of Wasserstein distance and its issues with
continuous settings, we find JS to be a middle ground.

2 METHODOLOGY

The JS Divergence between two probability distributions P and Q is defined as the average of the
KL Divergence of P from the average distribution M, and the KL Divergence of Q from M. If we
denote the KL Divergence as DKL, the JS Divergence DJS can be mathematically represented as:

DKL(P ||Q) =
∑
x

P (x)ln
P (x)

Q(x)
(1)
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DJS(P,Q) =
1

2
DKL(P ||M) +

1

2
DKL(Q||M) where M =

1

2
(P +Q) (2)

KL divergence (see 1) gives higher penalty when the probability of an event is high in one distribu-
tion and low in the other. The sensitivity of KL divergence to regions of near-zero probability sup-
presses exploration compared to JS. JS divergence being symmetric in nature (see 2) makes it more
forgiving to extreme differences in probability distributions and also makes it smooth.(Ghasemipour
et al. (2020), Miret et al. (2020)). This allows room for exploration for the new policy to be con-
sidered which helps multi-agent coordination as it requires broader exploration of policy spaces to
discover complex dependencies. Since, JS Divergence is smooth during training it stabilizes the
training better than KL (Nielsen (2020)).

Our work thus explores the potential of JS Divergence in enhancing both the performance (rewards)
and safety (costs) of multi-agent systems.

3 EXPERIMENTS

(a) Rewards: MA - 2x4 Ant (b) Rewards: MA - 2x3 Cheetah (c) Rewards: MA - 3x1 Hopper

(d) Cost: MA - 2x4 Ant (e) Cost: MA - 2x3 Cheetah (f) Cost: MA - 3x1 Hopper

Figure 1: The graphs in the top line compares the rewards over epochs with the Baseline of MACPO
and the bottom line shows the cost over epochs, where MA stands for Multi-Agent.

We have tested our approach in 3 different environments of Safety2x4AntVelocity-v0,
Safety2x3HalfCheetahVelocity-v0 and Safety3x1HopperVelocity-v0 from Safety-gym by Ray et al.
(2019). We can see in 1 our approach (JS) gives better or comparable rewards to MACPO in 3 dif-
ferent environments but with a significantly lower cost which shows that our methodology performs
well on task objective while being safer in a multi-agent setup.

4 CONCLUSION

In conclusion, our work presents an alternative approach to KL divergence to enhance safety and
performance in multi-agent systems by using Jensen-Shannon Divergence in MACPO. Our findings
indicate that this symmetric divergence measure leads to improved rewards and reduced costs. Thus
we believe that this work can be further explored in similar paradigms.
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A APPENDIX

A.1 COMPUTE COMPLEXITY

This section demonstrates the computational complexity associated with the JS and KL Divergence
methodologies. We present an analysis of memory utilization, as monitored via memory-profiler1,
accompanied by the average computational time incurred per iteration by each method. As seen in
figure 2, we can see that both the JS and KL Divergence methods use around 1000 MiB memory for
1 environment run.

(a) Memory Profile KL (b) Memory Profile JS

Figure 2: The plot shows the amount of memory usage across the iterations. The red line denotes
the peak memory usage.

Following are the details of the time required for both the methodologies:
Macpo:
Mean time of 1 iteration: 12.491843749773922
Standard Deviation of time: 0.6253396397894774

Macpo JS:
Mean time of 1 iteration: 44.2813022100951
Standard Deviation of time intervals: 7.711076688983893

We can see JS Divergence method requires a higher time during the training phase, which can be
attributed to its additional calculations as seen in 1 when compared with 2. Despite this increased
time the JS based method leads to improved performance in terms of rewards and cost.

1Memory Profiler, Python Package Index - PyPI. Available at: https://pypi.org/project/memory-profiler/
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