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Abstract

While Large language models (LLMs) have001
demonstrated considerable capabilities across002
various natural language tasks, they often fall003
short of the performance achieved by domain-004
specific state-of-the-art models. One potential005
approach to enhance domain-specific capabili-006
ties of LLMs involves fine-tuning them using007
corresponding datasets. However, this method008
can be both resource and time-intensive, and009
not applicable to closed-source commercial010
LLMs. In this paper, we propose Preference011
Adaptation for Enhancing Domain-specific012
Abilities of LLMs (PANDA), a method de-013
signed to augment the domain-specific capabil-014
ities of LLMs by leveraging insights from the015
response preference of expert models without016
requiring fine-tuning. Our experimental results017
reveal that PANDA significantly enhances the018
domain-specific ability of LLMs on text clas-019
sification and interactive decision tasks. More-020
over, LLM with PANDA even outperforms the021
expert model that being learned on 4 tasks of022
ScienceWorld. This finding highlights the po-023
tential of exploring tuning-free approaches to024
achieve weak-to-strong generalization.025

1 Introduction026

Large language models (LLMs) have shown excep-027

tional performance across a broad spectrum of tasks028

via prompting (Brown et al., 2020; Ouyang et al.,029

2021; OpenAI, 2023; Touvron et al., 2023; Jiang030

et al., 2024), suggesting they possess advanced031

general-purpose capabilities. Despite this, when032

tested on specific tasks, the effectiveness of these033

general-purpose LLMs often falls short of special-034

ized state-of-the-art models (Kocoń et al., 2023;035

Zhong et al., 2023; Lin et al., 2023). Therefore,036

improving the domain-specific abilities of general-037

purpose LLMs remains a critical challenge.038

To address this challenge, one straightforward039

method is Knowledge Distillation (Hinton et al.,040

2015, KD), where the LLM acts as the student041

Conventional Knowledge Distillation

PANDA (Ours)

Inferior models Superior models

Gradient-based

Tuning-free

Figure 1: PANDA aims to enhance domain-specific ca-
pability of LLMs, which possess superior general capa-
bility, by learning from domain expert models that have
inferior general capability with a tuning-free way. While
conventional knowledge distillation usually leverage
superior models to teach inferior models via gradient-
based methods. The direction of the arrow represents
the direction of knowledge transfer.

model and the domain expert model acts as the 042

teacher model. However, it can be both resource- 043

intensive and time-consuming. It might also in- 044

evitably reduce the original capabilities of the LLM, 045

and in severe cases, could significantly impair them, 046

as noted by Qi et al. (2023). Moreover, some of the 047

most sophisticated LLMs (OpenAI, 2023; Gemi- 048

niTeam et al., 2023) either do not offer a fine-tuning 049

interface or provide only a limited set of fine-tuning 050

options, rendering KD impractical. Therefore, KD 051

is not an effective solution for this challenge. 052

Fortunately, tuning-free methods shed light on 053

resolving the problem. Two notable classes of 054

tuning-free methods are Retrieval-Augmentation- 055

Generation (RAG) and self-reflection. RAG re- 056

trieves context information from a database during 057

inference to enhance the prompt, thereby improv- 058

ing the performance of LLMs (Gao et al., 2023). 059

However, previous RAG methods are not specifi- 060

cally designed to learn from expert models and do 061

not fully utilize the capabilities of these models. On 062

the other hand, self-reflection-based methods uti- 063

lize LLMs to refine their outputs based on feedback 064
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from the environment (Shinn et al., 2023; Wang and065

Li, 2023), ground-truth via self-reflection (Yang066

et al., 2023), or feedback from domain expert mod-067

els (Lin et al., 2023; Lu et al., 2023). Despite their068

cost-efficiency due to being tuning-free, these meth-069

ods often fall short of achieving the same level of070

performance as state-of-the-art (SOTA) models in071

specific domains (Lin et al., 2023; Zhong et al.,072

2023; Lai et al., 2023). Additionally, the need073

to deploy an extra expert model during inference074

and the LLMs’ limited ability to understand ex-075

pert knowledge impose limitations on the potential076

performance improvement. Therefore, effectively077

leveraging expert models to fully equip LLMs with078

the capacity for specific tasks remains a critical079

issue to address.080

To this end, we propose the Preference081

Adaptation for Enhancing Domain-specific082

Abilities of LLMs (PANDA) method, a tuning-free083

approach for enhancing the domain-specific084

capabilities of LLMs. To achieve this, we initially085

task a domain expert model to infer on the training086

data and extract their output samples, which serve087

as expert preferences. Subsequently, we prompt088

the LLM to generate explanations (referred to089

as “insights”) for the preferences of the expert090

model and gather these queries and insights into091

an “insight pool”. This approach allows the LLM092

to develop a deeper understanding of the implicit093

knowledge provided by the expert model beyond094

mere surface behavior. During inference, PANDA095

retrieves the most relevant insights from the insight096

pool to assist in completing the current query,097

followed by standard inference using the retrieved098

insights. Compared to RAG, our work focuses099

on constructing a comprehensive knowledge base100

to better support LLMs in completing specific101

tasks. In contrast to self-reflection, our work102

emphasizes leveraging expert knowledge more103

effectively, rather than directly relying on the104

expert model, with the goal of achieving a higher105

ceiling performance.106

We conduct comprehensive experiments on inter-107

active decision making and text classification tasks108

to evaluate the effectiveness of PANDA. Our exper-109

imental results demonstrate that PANDA enhances110

the domain-specific capability of LLMs across 16111

tasks in ScienceWorld (Wang et al., 2022) and 7112

tasks in TweetEval (Barbieri et al., 2020). In sum-113

mary, our contributions are as follows:114

• To the best of our knowledge, we are the first115

to explore how to assist LLMs in effectively 116

learning from expert models. 117

• We propose PANDA as a tuning-free approach 118

that enhances the domain-specific capabilities 119

of LLMs by adapting their preferences to align 120

with the expert. 121

• Extensive experimental results demonstrate 122

that PANDA significantly improves the 123

domain-specific capabilities of LLMs across 124

16 tasks in ScienceWorld and 7 tasks in 125

TweetEval. Particularly, LLMs with PANDA 126

even outperforms the expert model that being 127

learned on 4 tasks in ScienceWorld, reveal- 128

ing the potential of tuning-free approaches to 129

achieve weak-to-strong generalization (Burns 130

et al., 2023). 131

2 Preference Adaptation for Enhancing 132

Domain-Specific Abilities of LLMs 133

2.1 Overview 134

As shown in Fig. 2, PANDA consists of two main 135

stages: the learning stage and the inference stage. 136

The learning stage aims to capture the expert knowl- 137

edge comprehensively. During this stage, the ex- 138

pert model is utilized to generate samples on the 139

training dataset. PANDA then constructs prefer- 140

ence pairs for each data instance based on specific 141

preference heuristics. The preference heuristics 142

may vary depending on the type of expert model 143

being used. For a classification model, the prefer- 144

ence rank can be determined based on the output 145

logits distribution of each class, where higher logits 146

may indicate that the expert model favors consider- 147

ing the specific query as belonging to that class.. 148

Next, the LLM is prompted with the preference 149

information to generate explanations. These expla- 150

nations, derived from the training dataset, form the 151

insight pool. During inference, the insight pool is 152

utilized to retrieve relevant insights that can guide 153

the LLM in adapting its preferences to align with 154

those of the expert model. The goal is to enhance 155

the domain-specific capability of the LLM by align- 156

ing its preferences with those of the expert model. 157

Meanwhile, it is worth noting that although 158

PANDA and conventional KD differ significantly 159

in terms of implementation techniques, they share a 160

similar essence in each stage. We show discussion 161

details in Section 2.4. 162
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Figure 2: PANDA consists of two main stages: (a) the learning stage acquires insights from expert preferences
and forms an insight pool; (b) the inference stage retrieves relevant insights from the insight pool and perform
preference adaptation via in-context learning.

2.2 Learning from Expert Preferences163

When it comes to how to let LLMs learn from the164

domain expert models, a naive approach involves165

merely memorizing the behavior demonstrated by166

the expert models. A better approach involves not167

only memorizing the desired behavior but also con-168

sidering the undesirable behaviors that the expert169

avoids in order to avoid making mistakes. Morever,170

the optimal approach goes beyond mere memoriza-171

tion of behavior; it also seeks to understand the172

underlying rationale behind actions of the expert.173

Drawing inspiration from this optimal learning pro-174

cess, we propose to learn from expert to boost the175

domain-specific performance of LLMs.176

Inspired by the success of RLHF (Ziegler et al.,177

2019), which firstly trains a reward model using178

human preference data and then leverage it to per-179

form reinforcement learning for LLMs to reach180

good alignment with humans. As Fig. 2-(a) shows,181

we propose to learning from expert preferences as182

well since preferences information represents more183

comprehensive expert knowledge compared to soly184

behavior information.185

Leveraging the powerful language understanding186

and generation ability, we prompt LLMs to gener-187

ate the explanation of the preferences of the expert,188

which is a process of learning expert knowledge.189

The simplified prompt template is as follows:190

Prompt for PANDA-Learning

{Query}
The expert prefer {A} rather than {B}. Ex-
plain the reason why the expert holds on
this preferences.

191

Note that A and B here represent a pair of re- 192

sponses from the expert and its confidence in A is 193

greater than it in B, which indicates the expert has 194

a stronger preference for responding with A rather 195

than B when presented with the Query. We refer 196

to the response of LLMs to the prompt for learn- 197

ing as Expert Insight, which is then utilized to 198

adapt the preferences of the LLMs towards better 199

performance in completing the specific task. 200

2.3 Preference Adaptation during Inference 201

Motivated by the intuition that strategies employed 202

for similar problems often result in mutual bene- 203

fits, we consider the problems with similar con- 204

text as similar problems and insights from sim- 205

ilar problems are considered relevant. As illus- 206

trated in Fig. 2-(b), when encountering a new query, 207

PANDA firstly retrieves related insights from the 208

insight pool using the current query context as 209

the retrieval key. In contrast to self-reflection- 210

based methods, LLMs equipped with PANDA can 211

achieve improved performance without the need 212

for trial-and-error, thereby reducing the potential 213

interaction cost. 214

Benefiting from the in-context learning ability of 215

LLMs, we then incorporate the retrieved insights 216

as part of the prompt, as described below: 217

Prompt for PANDA-Inference

{prompt Context}
These are some insights that may be helpful
for you to improve success rate:
{retrieved insights}
{prompt Context}

218
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Compared to vanilla RAG-based methods that219

retrieve in-context examples, PANDA leverages220

insights from the expert preferences generated by221

LLMs, resulting in improved generalization.222

2.4 Connection between PANDA and223

Conventional Knowledge Distillation224

PANDA and conventional knowledge distillation225

(KD) differ significantly in terms of implementa-226

tion details. PANDA is a tuning-free approach,227

whereas conventional KD typically requires per-228

forming gradient descent to enable the student229

model to mimic the capabilities of the teacher230

model. Additionally, in conventional KD, the231

teacher model is usually superior to the student232

model, which is the opposite of PANDA’s problem233

setting. PANDA aims to enhance domain-specific234

capability of LLMs by leveraging the expertise of235

the expert model, while benefiting from the strong236

foundational capabilities of LLMs.237

Despite these differences in technical details, we238

can demonstrate that PANDA and conventional KD239

share conceptual similarities at each stage. During240

the learning stage, conventional KD employs gradi-241

ent descent to minimize the KL divergence between242

the output distributions of the student and teacher243

models:244

θ = argmin
θ′

∑
D

KL(pθ′ , pt),245

where θ and θ′ are the weights of the student model246

learned from the teacher model. KL(·, ·) is the KL247

divergence. pθ′ and pt represent the output dis-248

tribution of the student model and teacher model249

respectively. This minimization aims to reduce the250

knowledge gap between the student and teacher251

models, implicitly enhancing the capability of the252

student model. In contrast, PANDA achieves a sim-253

ilar goal but in a more direct manner. To compre-254

hensively capture the expert knowledge, PANDA255

leverages insights derived from the expert, rather256

than relying solely on the raw responses, to gain257

a deep understanding of the expert’s knowledge.258

By incorporating insights from expert preferences,259

PANDA aims to enhance the knowledge compre-260

hensiveness, going beyond capturing the expert’s261

behavioral patterns alone.262

PANDA also shares a similar essence with con-263

ventional KD during the inference stage. In con-264

ventional KD, the student model, with updated265

weights, is utilized for inference to achieve good266

performance. Similarly, leveraging the in-context 267

learning capability of LLMs, PANDA incorporates 268

relevant insights obtained from the expert prefer- 269

ences into the prompt context. This integration 270

aims to enhance the capability of LLMs to effec- 271

tively complete the given task. 272

3 Experiments 273

To validate effectiveness of PANDA, We evalu- 274

ate it on interactive decision making and text clas- 275

sification tasks. In all experiments, we utilize 276

SentenceBERT (Reimers and Gurevych, 2019) to 277

calculate sentence embeddings and retrieve rele- 278

vant insights base on cosine similarity. We set the 279

number of retrieved insights to 1 in ScienceWorld 280

and 6 in TweetEval. All of the experiments take 281

gpt-3.5-turbo-1106 as the LLM in PANDA. 282

3.1 Interactive Decision Making 283

Benchmark. In order to evaluate the effective- 284

ness of PANDA in interactive decision-making 285

tasks, we selected ScienceWorld (Wang et al., 286

2022) as the benchmark, which is an interactive text 287

simulation of a laboratory environment, consisting 288

of 10 sub-rooms such as Green House, Foundry, 289

and Workshop. It provides a rich set of actions, 290

with approximately 200k possible actions per step, 291

including actions like moving to the greenhouse 292

or picking up a jug, thereby posing challenges for 293

LLMs in terms of their capabilities in reasoning, 294

planning and gounding to the embodied environ- 295

met. The ScienceWorld benchmark encompasses 296

30 tasks across 10 distinct classes. Each task ex- 297

hibits significant variations, including differences 298

in environment configurations (e.g., objects present 299

in different rooms), specific task goals, and scien- 300

tific domains (e.g., growing a plant, measuring the 301

boiling point of substances). The number of steps 302

required to complete each task varies, ranging from 303

under 10 steps to over 100 steps. To ensure fairness 304

and manage cost constraints, we randomly sampled 305

2 tasks from each task class, resulting in a total of 306

20 tasks for our evaluation. 307

Baselines. We compare PANDA with three base- 308

lines: ReAct (Yao et al., 2022), Reflexion (Shinn 309

et al., 2023) and SayCan (Ahn et al., 2022), which 310

have been proposed for grounding LLMs in agent 311

tasks and enhancing their performance in com- 312

plex interactive tasks. ReAct combines reason- 313

ing and acting in LLMs to enhance their ability to 314

solve complex interactive tasks. Reflexion prompts 315
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Task Expert ReAct ReActp Reflexion Reflexionp SayCan SayCanp

Task10-2 17.0 0.2 2.1 4.3 10.2 25.3 32.4
Task10-1 16.9 21.7 38.9 44.6 39.4 29.9 33.5
Task9-3 66.5 10.0 12.8 14.4 18.9 13.8 18.0
Task9-2 41.5 16.5 21.7 31.7 38.5 21.6 24.1
Task8-2 36.6 0.0 2.3 2.4 6.2 9.1 9.2
Task8-1 8.0 4.0 7.0 6.2 6.4 12.6 12.8
Task7-3 69.9 46.4 81.0 61.4 75.2 50.6 48.8
Task7-1 85.0 50.0 95.5 82.5 72.0 62.0 54.0
Task6-3 13.7 7.2 10.4 10.4 11.5 7.8 8.6
Task6-1 22.9 18.0 26.4 29.3 27.3 17.4 18.1
Task5-2 17.0 36.2 23.7 52.5 49.4 42.8 50.1
Task5-1 28.5 3.7 5.5 6.0 6.3 8.3 8.4
Task4-2 96.7 64.1 72.5 81.4 85.0 79.8 80.7
Task4-1 100.0 15.1 26.6 16.4 28.4 10.7 14.3
Task3-4 72.0 64.8 76.3 85.1 75.5 40.7 46.7
Task3-1 73.8 15.4 22.8 27.4 19.6 32.0 25.0
Task2-3 5.8 33.3 37.7 73.8 77.6 29.5 26.3
Task2-1 8.7 11.3 9.6 22.2 9.2 27.9 27.2
Task1-4 30.7 0.1 0.0 0.0 0.0 2.0 1.8
Task1-1 44.8 0.0 0.2 0.0 0.1 0.7 1.0

#n improvement / / 16 / 9 / 10

Table 1: Comparative results on ScienceWorld. The expert model is a fine-tuned flan-t5-large. ReActp,
Reflexionp and SayCanp represent the methods employed with PANDA. The term “#n improvement” refers to the
count of tasks achieving improved result when implementing PANDA. PANDA boosts ReAct to achieve “weak-to-
strong generalization” on 4 tasks (7-3, 7-1, 6-1, 3-4). We mark scores that achieve “weak-to-strong generalization”
in bold, and scores that show improvement with PANDA in underline.

LLMs to generate reflections on their failure trajec-316

tory, providing verbal reinforcement feedback to317

aid in their self-improvement. SayCan leverages318

a value function that implicitly serves as a pol-319

icy, utilizing grounding information about the en-320

vironment to guide LLMs in task completion. We321

adopted the same implementation details as (Lin322

et al., 2023), with the exception that all our ex-323

periments utilize the gpt-3.5-turbo-1106 model.324

Furthermore, while maintaining rationality, we ex-325

tended the original observation from the environ-326

ment by concatenating it with information about327

the current rooms and inventory.328

As the expert model, we utilize a fine-tuned329

flan-t5-large (Lin et al., 2023), which is the330

state-of-the-art single-model on ScienceWorld. It331

was fine-tuned using a multi-hop behavior cloning332

strategy, and the original dataset was downsampled333

to achieve good multi-task performance.334

Prompt of PANDA-Inference for ScienceWorld

{Init Prompt}
These are some insights that may be helpful
for you to improve the success rate:
{Retrieved Insights}
{Current Trajectory}

335

For PANDA, we performed beam search and se- 336

lected the top-2 responses from the expert model to 337

construct the preference pair and learning prompt. 338

The observation of the environment served as the 339

retrieval key for the insight pool, inspired by the 340

intuition that strategies employed for similar prob- 341

lems often yield mutual benefits. 342

Results. Since PANDA is agnostic to the under- 343

lying agent, we evaluate PANDA in comparison to 344

each baseline. As shown in Table 1, even powerful 345

agents like ReAct and SayCan fail to surpass the 346

expert model. PANDA improves upon the ReAct 347

baseline in 16 out of 20 tasks, the SayCan baseline 348

in 10 tasks and even improves Reflexion in 9 tasks 349

out of 20 tasks, which is an extremely strong base- 350

line agent. Notably, ReAct with PANDA achieves 351

a performance that surpasses the expert model in 352

4 tasks, demonstrating a similar phenomenon of 353

weak-to-strong generalization observed in (Burns 354

et al., 2023). Moreover, PANDA achieves these 355

results without requiring any tuning, making it a 356

promising approach towards achieving superalign- 357

ment with LLMs. In Task 5-2 and Task 2-1, where 358

ReAct outperforms the expert model, PANDA, in 359

its effort to align the preferences of ReAct with 360

the expert model, leads to a degradation in the per- 361

formance of ReAct. It suggests that PANDA ad- 362
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Emoji Emotion Offensive Abortion Atheism Climate Sentiment

Expert 29.7 80.7 81.6 52.2 72.0 54.3 71.6

Zero-Shot 8.4 65.7 69.6 55.6 35.4 63.6 63.0
w/ PANDA 10.6 61.1 68.9 60.1 48.3 65.2 65.8

Few-Shot 8.8 74.1 74.2 58.4 25.6 50.3 65.9
w/ PANDA 10.3 77.9 72.9 61.1 55.4 69.1 67.1

ZS-CoT 15.1 53.4 44.9 39.9 23.7 48.9 48.6
w/ PANDA 20.1 61.1 47.1 47.7 42.5 47.5 50.1

FS-CoT 18.3 52.6 48.1 61.7 22.4 58.3 48.4
w/ PANDA 19.0 57.5 48.8 66.3 28.2 63.2 48.5

Table 2: Main results on 7 tasks from TweetEval. The expert model is fine-tuned RoBERTa-base models. The
introduction of PANDA significantly enhances the performance of GPT-3.5-turbo across almost all tasks in four
different settings: zero-shot, few-shot, Chain-of-Thought, and few-shot CoT. We mark scores that show improvement
with PANDA in underline.

justs the preferences of ReAct to better conform to363

the preferences of the expert model, even in cases364

where the expert model may not perform well.365

3.2 Text Classification366

Benchmark. TweetEval (Barbieri et al., 2020)367

is a benchmark that consists of 11 heterogeneous368

Twitter-specific classification tasks, including Sen-369

timent, Emoji, Emotion, Hate, Irony, Offensive and370

Stance. These tasks encompass both pragmatic and371

semantic aspects of tweet classification. It is worth372

noting that the distribution of samples across differ-373

ent classes in TweetEval tasks can be imbalanced.374

In our evaluation, we utilized the macro-averaged375

F1 score as the performance metric. Since PANDA376

aims to enhance the domain-specific capabilities377

of LLMs through learning from domain experts, in378

this section we primarily focus on presenting the379

results of tasks where the expert model consistently380

outperforms LLMs. This allows us to showcase the381

potential of PANDA in addressing the performance382

gap between LLMs and domain-specific fine-tuned383

models in these challenging tasks.384

Baselines. As LLMs have strong instruction-385

following ability, we take zero-shot as a baseline386

and few-shot with 3 exemplars serving as a stronger387

baseline. We additionally test PANDA upon Chain-388

of-Thought (Wei et al., 2022) within zero-shot and389

few-shot settings, which output intermediate ratio-390

nales to boost reasonning capability of LLMs.391

We utilize the fine-tuned RoBERTa-base mod-392

els 1, which has been tuned on the training data for393

each task, as our domain expert model for GPT-3.5-394

turbo to learn from. We take the top-2 classes as395

1https://huggingface.co/cardiffnlp/roberta-base-emotion

the preference pairs data to learn from. To facilitate 396

this learning process, we extract preference pairs 397

data by sampling the top two classes for each task. 398

Prompt of PANDA-Inference for TweetEval

These are some insights that may be helpful
for you to improve the success rate:
{Retrieved Insights}
{Zero-shot/ Few-shot/ CoT Prompt}

399

Results. As indicated in Table 2, GPT-3.5-turbo 400

falls short of achieving the same level of perfor- 401

mance as the fine-tuned roberta-base models 402

on 7 tasks within the TweetEval dataset. Even 403

when employing powerful prompt techniques like 404

few-shot or Chain-of-Thought, the performance 405

of the fine-tuned RoBERTa-base models still sur- 406

passes that of GPT-3.5-turbo on 5 tasks. How- 407

ever, the introduction of PANDA significantly en- 408

hances the performance of GPT-3.5-turbo across 409

almost all tasks in four different settings: zero-shot, 410

few-shot, Chain-of-Thought (CoT), and few-shot 411

CoT. It is noteworthy that PANDA improves the 412

performance of GPT-3.5-turbo on the climate and 413

abortion stance classification tasks, where the ex- 414

pert model initially performed worse than GPT-3.5- 415

turbo. This implies that PANDA not only incorpo- 416

rates the strengths of other models but also extracts 417

valuable knowledge from their weaknesses, which 418

can aid in self-improvement. 419

4 Ablation and Analysis 420

PANDA elicits generalizable knowledge from 421

preferences data. We conducted an ablation 422

study on 10 tasks of ScienceWorld benchmark to 423
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Task Expert ReAct PANDA 3 PANDA 2 PANDA 1 Raw 1 Raw 2

Task10-2 17.0 0.2 4.1 2.1 6.4 0.1 2.2
Task9-3 66.5 10.0 29.4 12.8 12.1 10.2 10.0
Task8-2 36.6 0.0 1.2 2.3 1.1 1.5 0.6
Task7-3 69.9 46.4 76.7 81.0 77.3 68.1 59.8
Task6-3 13.7 7.2 9.7 10.4 9.2 9.4 9.4
Task5-1 28.5 3.7 6.0 5.5 5.9 5.3 5.9
Task4-2 96.7 64.1 73.2 72.5 74.7 75.2 76.7
Task4-1 100.0 15.1 28.5 26.6 36.2 22.8 33.4
Task3-4 72.0 54.4 79.9 76.3 73.9 67.6 61.4
Task1-4 30.7 0.1 0.0 0.0 0.0 0.0 0.0

Table 3: Ablation results on ScienceWorld. “PANDA n” means learning from top-n responses generated from the
expert model. “Raw 1” ablates PANDA insights to raw behavior of expert model (e.g., “the expert prefers A”).
“Raw 2” ablates PANDA insights to raw preferences of expert model (e.g., “the expert prefers A rather than B”). We
mark the best score except for the expert model in bold for each task.

examine the effectiveness of PANDA. As shown in424

Table 3, PANDA consistently outperforms the abla-425

tion cases of “Raw 1” or “Raw 2”, which consider426

raw preferences (e.g., “the expert prefers A rather427

than B”) without additional reasoning. This demon-428

strates that the learning process of PANDA, which429

involves gathering insights by reasoning about the430

preferences of the expert in specific contexts, leads431

to improved performance, except for only one ex-432

ceptional case. We further explore the impact of in-433

corporating preference data from the expert model434

by conducting ablation experiments on “PANDA435

n”, where n represents the learning process utiliz-436

ing preference data of the top-n responses. We437

observed that “PANDA 2” achieves better perfor-438

mance than “PANDA 1”. Although the perfor-439

mance improvement of “PANDA 2” may appear440

to be marginal, our additional results on 20 tasks441

in Appendix B.1 further validate this conclusion.442

This indicates that learning from data that contains443

more comprehensive information about the pref-444

erences of the expert elicits more useful insights,445

which can effectively enhance the performance of446

language models. Ideally, having more preferences447

information from the expert would elicit more ex-448

pert knowledge. However, our experimental results449

show no significant difference between “PANDA450

3” and “PANDA 2”. This could be attributed to451

the difficulty for language models to reason and ex-452

tract informative insights from multi-hop questions.453

Therefore, we decided to leverage “PANDA 2” for454

all our main experiments, as it demonstrated strong455

performance and captured valuable insights from456

the preferences data.457

Improvement derived from PANDA is not the458

substitution of more shots in the prompt. We459

Figure 3: Ablation results on sentiment classification.
For ablation study, we replace the retrieved insights with
the corresponding few-shot examples (“w/ Ablation”),
whose label is provided by the expert model.

conducted an additional experiment on the sen- 460

timent classification task to demonstrate that 461

PANDA can surpass the performance ceiling of 462

few-shot learning. In Fig. 3, we observe that the 463

few-shot baseline achieves its highest performance 464

when the number of shots is set to 15. Interest- 465

ingly, PANDA consistently outperforms the few- 466

shot baseline across all settings of shot numbers, 467

indicating that improvement of PANDA cannot be 468

substituted by adding more few-shot examples. To 469

further investigate this, we performed an ablation 470

where we replaced the retrieved insights with the 471

corresponding few-shot examples (“w/ Ablation”), 472

whose label is provided by the expert model. The 473

results show that the ablation consistently performs 474

worse than the baseline when the number of shots 475

is greater than zero. This degradation in perfor- 476

mance may be due to the pseudo labels generated 477

by the expert model, as the expert model is not 478
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perfect and its predictions may not always be ac-479

curate. In contrast, PANDA achieves consistent480

improvement by leveraging summary insights from481

the preferences of the expert. These insights better482

represent the expert’s understanding of the specific483

task compared to raw prediction results, leading to484

better generalization and improved performance.485

5 Related Work486

Knowledge Distillation. Knowledge Distilla-487

tion (Hinton et al., 2015, KD) is a learning488

paradigm that involves training a inferior model to489

learn from a superior model in order to enhance the490

capabilities of the inferior model. Some work (Gu491

et al., 2023) proposes reverse KL divergence for492

generative language models to alleviating the prob-493

lem caused by the distribution gap between teacher494

and student model. There is also work (Hsieh et al.,495

2023) leveraging LLMs to generate intermediate496

rationales that facilitates small language model to497

better handling the knowledge from large teacher498

model. Morever, (Huang et al., 2022) implements499

Meta In-context Tuning and Multitask In-context500

Tuning to transfer few-shot learning ability of pre-501

trained language models to small language mod-502

els. However, all of these methods are not only503

gradient-based that cannot be used on close-source504

models but also computation-intensive. As a con-505

trast, our proposed PANDA leveraging the strong506

language understanding ability of LLMs is tuning-507

free. Meanwhile, most of works in KD leverage508

inferior models to learn from superior models, our509

work explores a new paradigm that leverages LLMs510

to learn from domain-specific expert models that511

may be much smaller than LLMs.512

Boosting LLMs with Small Language Models.513

Lots of works leverage small language model to514

boost the performance of LLMs. Some methods515

focus on extending the task-specific capabilities516

of LLMs by utilizing small language models to517

enhance in-context examples (Xu et al., 2023) or518

by incorporating post-process modules (Vernikos519

et al., 2023). Retroformer (Yao et al., 2023) em-520

ploys reinforcement learning to fine-tune a lan-521

guage model as a reflection-specific module, gener-522

ating high-quality reflections in a loop that involves523

frozen LLMs. Another approach (Lu et al., 2023)524

employs small language models as decoding-time525

tailors for LLMs, aiming to improve task-specific526

performance. Some work (Liu et al., 2024) lever-527

age the output distribution gap between pre- and528

post-tuning of small language models as a heuristic 529

to adjust the output distribution of LLMs, improv- 530

ing task-specific performance. Although PANDA 531

also aims to leverage small models to enhance 532

LLMs, there is a significant distinction that PANDA 533

enables LLMs to learn from small models directly 534

with a tuning-free manner, similar to the weak-to- 535

strong paradigm proposed by OpenAI (Burns et al., 536

2023), thus being more flexible. 537

Self-improvement of LLMs. Building upon the 538

strong foundational capabilities of LLMs, several 539

approaches (Chen et al., 2024; Yuan et al., 2024; 540

Qiao et al., 2024; Aksitov et al., 2023) have been 541

proposed to enhance LLMs without the need for hu- 542

man supervision. To be specific, SPIN (Chen et al., 543

2024) treats LLMs as both opponents and main 544

players to train LLMs using a bootstrapping way. 545

Some work (Yuan et al., 2024) proposes to enable 546

LLMs to generate both their training data and re- 547

ward signals, allowing them to fine-tune themselves 548

using the generated data. There are also works that 549

tune language models with trajectory data gener- 550

ated by their own to boost themselves (Qiao et al., 551

2024; Aksitov et al., 2023). Morever, weak-to- 552

strong generalization proposed by (Burns et al., 553

2023) is another potential paradigm for boosting 554

LLMs capabilities, which shares similarities with 555

PANDA. A key difference is that PANDA leverages 556

LLMs to learn from small domain-expert models 557

in a purely tuning-free manner. 558

6 Conclusion 559

We propose PANDA, a tuning-free method that 560

aims to improve the task-specific capability of 561

LLMs. In PANDA, we leverage LLMs to learn 562

from preferences of expert model and form an in- 563

sight pool during learning stage. At inference time, 564

PANDA firstly retrieved relevant insights to cur- 565

rent query and boost the performance of LLMs 566

by adapting its preference to align with the ex- 567

pert model with the guidance of relevant insights. 568

Through extensive experiments on 20 tasks in Sci- 569

enceWorld and 11 tasks in TweetEval, we verify 570

that PANDA improve LLMs in most cases. No- 571

tably, PANDA achieves the weak-to-strong gen- 572

eralization on 4 tasks in ScienceWorld based on 573

ReAct, which highlights the potential of exploring 574

tuning-free approaches to achieve weak-to-strong 575

generalization. 576
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Limitations577

PANDA has two main limitations. Firstly, it relies578

on the retrieval process, where relevant insights579

need to be retrieved from the insight pool during580

inference. As the complexity of the task increases,581

retrieving the appropriate insights becomes more582

challenging, potentially causing the retrieval stage583

to become a performance bottleneck for PANDA.584

Secondly, PANDA is dependent on the powerful585

instruction-following capability of LLMs during586

the learning stage. This requirement restricts the587

usage of PANDA to LLMs with robust language un-588

derstanding and instruction-following capabilities,589

limiting its applicability to open-sourced LLMs.590
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A Experimental Setup772

In all experiments, we take gpt-3.5-turbo-1106773

as the LLM in PANDA. Due to the observed vari-774

ability in results within the ScienceWorld bench-775

mark, even when the temperature is fixed at 0.0,776

we conducted each experiment for 5 rounds and777

recorded the average score as the final measure-778

ment.779

A.1 ScienceWorld780

A.1.1 Dataset Statistics781

To save time and cost while conducting extensive782

experiments in ScienceWorld, we adopted the same783

settings as (Lin et al., 2023). Without loss of gen-784

erality, we randomly select 2 tasks from each task785

type, resulting in a total of 20 tasks. For tasks with786

more than 50 variations in the training set, we ran-787

domly sampled 50 variations as the training set.788

Additionally, we randomly sampled up to 10 varia-789

tions from the test set for performance evaluation.790

In Table 5, we provide detailed dataset statistics for791

ScienceWorld based on the aforementioned sam-792

pling approach.793

A.1.2 Prompt Template794

In this section, we present the prompt templates795

when implementing PANDA in ScienceWorld in796

Table 6 and 7.797

A.2 TweetEval798

A.2.1 Dataset Statistics799

Due to time and cost constraints, and without sac-800

rificing generalization, we randomly sampled up801

to 1000 samples as the test data. As our goal with802

PANDA is to be a sample-efficient method, we use803

the same size for the training data. Detailed statis-804

tics for the dataset we use are presented in Table 8.805

806

A.2.2 Prompt Template807

In this section, we provide the prompt tem-808

plates when implementing PANDA in TweetEval.809

We present prompt templates for both PANDA-810

Learning, PANDA-Inference and baselines in811

Fig. 9 to 12.812

B Additional Experimental Results813

B.1 ScienceWorld814

We conduct additional experiments to validate the815

effectiveness of learning from preferences com-816

pared to learning from individual behavior. As817

shown in Table 4, PANDA with learning from 818

preference pair outperforms PANDA with learn- 819

ing from individual behavior. 820
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Task Expert ReAct ReActp2 ReActp1
Task10-2 17.0 0.2 2.1 6.4
Task10-1 16.9 21.7 38.9 43.5
Task9-3 66.5 10.0 12.8 12.1
Task9-2 41.5 16.5 21.7 23.3
Task8-2 36.6 0.0 2.3 1.1
Task8-1 8.0 4.0 7.0 6.0
Task7-3 69.9 46.4 81.0 77.3
Task7-1 85.0 50.0 95.5 91.5
Task6-3 13.7 7.2 10.4 9.2
Task6-1 22.9 18.0 26.4 21.7
Task5-2 17.0 36.2 23.7 22.3
Task5-1 28.5 3.7 5.5 5.9
Task4-2 96.7 64.1 72.5 74.7
Task4-1 100.0 15.1 26.6 36.2
Task3-4 72.0 64.8 76.3 73.9
Task3-1 73.8 15.4 22.8 32.9
Task2-3 5.8 33.3 37.7 17.0
Task2-1 8.7 11.3 9.6 7.0
Task1-4 30.7 0.1 0.0 0.0
Task1-1 44.8 0.0 0.2 0.1

Table 4: Ablation results on ScienceWorld. ReActp2 and ReActp1 represents PANDA learning from preference pair
and individual behavior respectively. We mark the best score except for the expert model in bold for each task.

Task Type Topic Name #Vars: Train #Vars: Test # Actions

Task10-2 Biology mendelian-genetics-unknown-plant 50 10 1370
Task10-1 Biology mendelian-genetics-known-plant 50 10 1377
Task9-3 Forces inclined-plane-friction-unnamed-surfaces 50 10 382
Task9-2 Forces inclined-plane-friction-named-surfaces 50 10 395
Task8-2 Biology identify-life-stages-1 (animal) 6 5 37
Task8-1 Biology identify-life-stages-2 (plant) 4 4 109
Task7-3 Biology lifespan-longest-lived-then-shortest-lived 50 10 228
Task7-1 Biology lifespan-longest-lived 50 10 205
Task6-3 Chemistry chemistry-mix-paint-tertiary-color 18 9 325
Task6-1 Chemistry chemistry-mix 16 8 136
Task5-2 Biology grow-fruit 50 10 2137
Task5-1 Biology grow-plant 50 10 2728
Task4-2 Classification find-non-living-thing 50 10 278
Task4-1 Classification find-living-thing 50 10 1013
Task3-4 Electricity test-conductivity-of-unknown-substances 50 10 1437
Task3-1 Electricity power-component (circuit) 10 5 189
Task2-3 Measurement measure-melting-point-unknown-substance 50 10 285
Task2-1 Measurement use-thermometer 50 10 227
Task1-4 Matter change-the-state-of-matter-of 14 9 233
Task1-1 Matter boil 14 9 273

Table 5: The statistics of ScienceWorld benchmark we use. We present the variations number of train-test splits for
each task and the number of resulted actions in the training data.

Prompt Template of PANDA-Inference for ScienceWorld
{Init Prompt}
These are some insights that may be helpful for you to improve the success rate:
{Retrieved Insights}
{Current Trajectory}

Table 6: Prompt template of PANDA-Inference for ScienceWorld.
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Prompt Template of PANDA-Learning for ScienceWorld
{Current Trajectory}
Now it’s time to act again, the expert prefers {most preferred action} rather than
{second preferred action}. Please explain the reason why the expert holds on this preference.

Example of PANDA-Learning in ScienceWorld
#prompt here#
The expert’s trial up to now is as follows:
Here is the task.
This room is called the kitchen. In it, you see: the agent a substance called air a chair. On the chair is:
nothing. a counter. On the counter is: a bowl (containing a red apple, a banana, an orange, a potato),
a drawer. a cupboard. The cupboard door is closed. a freezer. The freezer door is closed. a fridge.
The fridge door is closed. a glass jar (containing a substance called sodium chloride) a lighter
a oven, which is turned off. The oven door is closed. a painting a sink, which is turned off.
In the sink is: nothing. a substance called soap a stopwatch, which is deactivated. a stove,
which is turned off. On the stove is: nothing. a table. On the table is: a glass cup
(containing nothing). a thermometer, currently reading a temperature of 10 degrees
celsius You also see: A door to the bathroom (that is open) A door to the hallway (that is open) A door
to the outside (that is open) Your task is to find the animal with the longest life span, then the
shortest life span. First, focus on the animal with the longest life span. Then, focus on the animal
with the shortest life span. The animals are in the ’outside’ location.
> go to outside
You move to the outside.; In your inventory, you see: an orange ; This outside location is called the
outside. Here you see: the agent a substance called air an axe a chameleon egg a fire pit
(containing nothing) a fountain (containing a substance called water) a giant tortoise egg
the ground a baby rabbit a substance called wood You also see: A door to the foundry (that is open)
A door to the greenhouse (that is open) A door to the kitchen (that is open)
>
Now it’s time to act again, the expert prefers to focus on egg giant tortoise rather than to focus on
chameleon. Please explain the reason why the expert holds on this preference.
Expert_insight:
#response here#
INSIGHT: The expert prefers to focus on the giant tortoise egg rather than the chameleon egg because
the giant tortoise is known to have a significantly longer lifespan compared to the chameleon.
Giant tortoises are known to live for over 100 years, with some species even reaching ages of 150
years or more. On the other hand, chameleons have a relatively shorter lifespan, typically ranging
from 2 to 10 years depending on the species. Therefore, the expert believes that investigating
the giant tortoise egg would be more likely to yield information about the animal with the longest lifespan.

Table 7: Prompt template and an example of PANDA-Learning for ScienceWorld.
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Task # Train Data # Test Data # Class

Emoji 1000 1000 20
Emotion 1000 1000 4
Offensive 860 860 2
Sentiment 1000 1000 3
Hate 1000 1000 2
Irony 784 784 2
Stance-Abortion 280 280 3
Stance-Atheism 220 220 3
Stance-Climate 169 169 3
Stance-Feminist 285 285 3
Stance-Hillary 295 295 3

Table 8: Dataset statistics of TweetEval we use.

Prompt Template of PANDA-Inference for TweetEval
These are some insights that may be helpful for you to improve the success rate:
{Retrieved Insights}
{zero-shot/few-shot/cot prompt}

Table 9: Prompt template of PANDA-Inference for TweetEval.
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Prompt Template of PANDA-Learning for TweetEval
#prompt here#
Output the {task name} of the given text.
Choose your answer from provided list and map your answer with following {mapping in task}
and return an integer as a result.
{Text}
Answer ({candidate answer}):
The expert prefers {most preferred answer} rather than {second preferred answer}.
Please explain the reason why the expert holds on this preference.
To determine the {task name} of a given text,
#response here#
INSIGHT:

Example of PANDA-Learning in TweetEval
#prompt here#
Output the sentiment of the given text. Choose your answer from provided list
and map your answer with following negative: 0, neutral: 1, positive: 2
and return an integer as a result.
Text: Today is Amazon Prime Day. Today is the best day to buy. July 15th only. #savemoney
Answer (0 or 1 or 2):
The expert prefers positive(2) rather than neutral(1).
Please explain the reason why the expert holds on this preference.
To determine the sentiment of a given text,
#response here#
INSIGHT: To determine the sentiment of a given text,
the expert looks for words and phrases that convey a positive or negative tone.
In this text, the use of words like "best day" and "save money" convey a positive sentiment,
indicating that today is a good day to make purchases and take advantage of deals.
Therefore, the sentiment of the given text is positive (2).

Table 10: Prompt template and an example of PANDA-Learning.
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Prompt Template of Zero-shot for TweetEval
Output the {task name} of the given text.
Choose your answer from provided list and map your answer with following {mapping in task}
and return an integer as a result.
{Text}
Answer ({candidate answer}):

Prompt Template of Few-shot for TweetEval
Output the sentiment of the given text. Choose your answer from provided list
and map your answer with following negative: 0, neutral: 1, positive: 2
and return an integer as a result.
Text: Dark Souls 3 April Launch Date Confirmed With New Trailer: Embrace the darkness.
Answer (0 or 1 or 2): 1

Output the sentiment of the given text. Choose your answer from provided list
and map your answer with following negative: 0, neutral: 1, positive: 2
and return an integer as a result.
Text: "National hot dog day, national tequila day, then national dance day... Sounds like a Friday night."
Answer (0 or 1 or 2): 2

Output the sentiment of the given text. Choose your answer from provided list
and map your answer with following negative: 0, neutral: 1, positive: 2
and return an integer as a result.
Text: When girls become bandwagon fans of the Packers because of Harry.
Do y’all even know who Aaron Rodgers is? Or what a 1st down is?
Answer (0 or 1 or 2): 0

Output the {task name} of the given text.
Choose your answer from provided list and map your answer with following {mapping in task}
and return an integer as a result.
{Text}
Answer ({candidate answer}):

Table 11: Prompt template of Zero-shot and Few-shot for TweetEval.
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Prompt Template of Zero-shot CoT for TweetEval
Output the {task name} of the given text.
Choose your answer from provided list and map your answer with following {mapping in task}
and return an integer as a result. Before output the answer, think it step by step firstly.
{Text}
Let’s think step by step (end your answer with "the answer is #integer#"):

Prompt Template of Few-shot CoT for TweetEval
Output the sentiment of the given text. Choose your answer from provided list
and map your answer with following negative: 0, neutral: 1, positive: 2
and return an integer as a result. Before output the answer, think it step by step firstly.
Text: Dark Souls 3 April Launch Date Confirmed With New Trailer: Embrace the darkness.
Let’s think step by step (end your answer with "the answer is #integer#"):
1. The text mentions the launch date being confirmed for Dark Souls 3, which is likely to be exciting news for fans of the game.
This could indicate a positive sentiment.
2. The phrase "Embrace the darkness" could be interpreted as a call to action or a thematic element of the game,
which may not necessarily indicate a negative sentiment.
3. Overall, the text seems to convey a sense of anticipation and excitement for the upcoming release.
Based on this analysis, the sentiment of the given text can be categorized as neutral.
Therefore, the answer is 1.

Output the sentiment of the given text. Choose your answer from provided list
and map your answer with following negative: 0, neutral: 1, positive: 2
and return an integer as a result. Before output the answer, think it step by step firstly.
Text: "National hot dog day, national tequila day, then national dance day... Sounds like a Friday night."
Let’s think step by step (end your answer with "the answer is #integer#"):
Step 1: Identify key words and phrases
- "National hot dog day" - "national tequila day" - "national dance day" - "Sounds like a Friday night"
Step 2: Analyze the tone and context
- The text seems to be expressing excitement or anticipation for the events mentioned.
- The mention of "Friday night" suggests a positive and fun atmosphere.
Step 3: Determine the sentiment - The overall sentiment of the text is positive.
Step 4: Map the sentiment to the provided list - Positive: 2
So, the answer is 2.

Output the sentiment of the given text. Choose your answer from provided list
and map your answer with following negative: 0, neutral: 1, positive: 2 and
return an integer as a result. Before output the answer, think it step by step firstly.
Text: When girls become bandwagon fans of the Packers because of Harry.
Do y’all even know who Aaron Rodgers is? Or what a 1st down is?
Let’s think step by step (end your answer with "the answer is #integer#"):
Step 1: The text seems to be mocking girls who become fans of the Packers because of Harry,
implying that they may not actually know much about football.
Step 2: The tone of the text is somewhat negative and condescending.
Step 3: Based on the above analysis, the sentiment of the text is negative.
Step 4: Mapping the sentiment "negative" to the provided list, we get negative: 0.
Step 5: Therefore, the integer result for the sentiment of the text is 0.
So, the answer is 0.

Output the {task name} of the given text.
Choose your answer from provided list and map your answer with following {mapping in task}
and return an integer as a result. Before output the answer, think it step by step firstly.
{Text}
Let’s think step by step (end your answer with "the answer is #integer#"):

Table 12: Prompt template of Zero-shot and Few-shot CoT for TweetEval.
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