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Abstract
In UAV applications, dense haze severely obscures small ground-
level objects, hindering the recovery of fine details. Existing visible-
only dehazing methods struggle with such dense occlusions, while
infrared imaging lacks color and fine texture information. To ad-
dress these limitations, we propose the Haze Distribution-aware
Cross-modal Fusion Network (HDCFN). HDCFN features two key
components: (i) an infrared-guided multiscale feature enhance-
ment framework that integrates haze-resistant structural cues from
infrared modality with visible features across coarse to fine, im-
proving the recovery of small objects, and (ii) a haze distribution-
aware cross-modal fusion module that adaptively prioritizes rel-
evant information from each modality according to haze density.
This framework effectively combines the complementary strengths
of visible and infrared imaging for dense haze removal. Extensive
experiments on multiple public datasets show that HDCFN out-
performs state-of-the-art dehazing and fusion methods, yielding
higher-quality and more detailed images.
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Figure 1: Comparison of existing methods and the proposed
method. (a) Single-image dehazings [3] using visible-only
model struggles with dense haze due to the lack of struc-
tural guidance. (b) Visible-infrared fusion [47] integrates
both modalities but focuses on general-purpose fusion, re-
sulting in inadequate color and details restoration for haze
removal. (c) The proposed infrared-guided dehazing method
leverages the strengths of both modalities, achieving supe-
rior restoration with clearer, more accurate outputs.

1 Introduction
In high-humidity weather, visual imagery is degraded by haze,
resulting in reduced visibility and clarity [12]. This issue is partic-
ularly pronounced in UAV scenarios, such as aerial surveillance
and remote sensing, where precise visual representation is critical
for decision-making [33, 40]. In these scenarios, ground targets
are often small and distant, while the surrounding environment is
cluttered [14, 37]. Dense haze can completely obscure these targets,
complicating tasks such as feature reconstruction and detection.

Visible light imaging is less effective in such conditions, as dense
haze significantly reduces contrast and increases scattering [11, 19].
Recent deep learning-based dehazing methods have shown promise
in restoring haze-free images from degraded visible light inputs [8].
Most of these methods rely on prior assumptions or generative mod-
els [9]. However, in dense haze, these methods struggle to recover
details due to the lack of reliable visual cues, resulting in incomplete
restoration and visible artifacts as shown in Fig. 1(a) [28, 39]. These
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limitations are particularly challenging in drone-captured aerial
imagery, where small, fully obscured objects are difficult to infer
from surrounding cues.

Thermal infrared imaging offers advantages in haze penetration
and the preservation of structural cues, but it lacks fine texture and
color fidelity [1]. These limitations highlight the need for multi-
modal fusion, which combines visible and infrared data to leverage
the complementary strengths of both modalities [43]. However, ex-
isting visible-infrared fusion methods (Fig. 1(b)) typically optimize
for general-purpose fusion objectives, rather than addressing the
specific challenges related to haze removal [21, 35]. This misalign-
ment between general fusion objectives and the specific demands
of dehazing limits their effectiveness in real-world UAV operations,
where the dynamic nature and spatial variability of haze necessitate
adaptive, context-aware fusion techniques.

To address the above challenges of small-scale object recovery
and the removal of dynamic haze with varying spatial distribution,
we propose a haze distribution-aware cross-modal fusion network.
Specifically, we design amultiscale feature enhancement framework
that leverages infrared structural features to guide the refinement
of visible features from coarse to fine. This hierarchical framework
improves small object recovery and enhances fine details. Further-
more, we propose a cross-modal fusion module that adaptively
integrates content from different modalities based on the density
of haze spatial distribution. In regions with high haze density, the
model prioritizes infrared features to better preserve structural
information, effectively mitigating haze-induced degradation in
visible images. This adaptive fusion improves the network’s robust-
ness to varying haze conditions, ensuring clearer and more accurate
outputs for UAV applications as shown in Fig. 1(c).

We conducted extensive experiments on publicly available UAV-
captured datasets, demonstrating that the integration of infrared
maps significantly enhances visible image dehazing. Our method
achieves 8.1% and 7.9% PSNR improvements on the VTUAV and
CART datasets, respectively, compared to state-of-the-art meth-
ods. Notably, integrating infrared maps yields more pronounced
improvements in dense haze conditions. Furthermore, validation
on our real-world UAV-captured data further demonstrates the
effectiveness and robustness of the proposed method.

Our contributions can be summarized as follows:
• To the best of our knowledge, it is the first work to utilize infrared
features to guide visible light dehazing in UAV scenarios, where
small objects are prone to dense occlusions and dynamic haze.
• We propose the Haze Distribution-aware Cross-modal Fusion
Network (HDCFN), incorporating an infrared-guided multi-scale
feature enhancement framework and a haze distribution-aware
cross-modal adaptive fusion module.
• Extensive experiments on multiple public datasets demonstrate
substantial performance improvements over SoTA dehazing meth-
ods. Furthermore, we validate the method using real-world data
captured by our drones, highlighting its practical applicability.

2 Related Works
2.1 Image Dehazing
Image dehazing aims to recover clear images from haze-degraded
inputs. Early methods relied on physical priors such as dark channel

prior [10] and atmospheric scattering models [24]. While effective
in certain scenarios, these approaches often fail under complex haze
conditions due to their reliance on fixed assumptions [7]. Recent
advances in deep learning have significantly improved dehazing per-
formance by learning representations directly from data [2, 22, 38].
Notable models, such as DehazeFlow [15], IR-SDE [23], Dehaze-
Former [29], and DCMPNet [44], demonstrate enhanced perfor-
mance through advanced network architectures and learning strate-
gies. However, single image dehazing typically relies on generative
models, which struggle in extremely hazy conditions, as haze se-
verely obscures key scene details.

The integration of infrared modality to assist in dehazing visible
light images remains in its early stages [6]. Yu et al. [41] propose
an encoder-decoder framework utilizing infrared data to enhance
hazy RGB images, but it faces limitations in dense haze and UAV
scenarios. This highlights the need for more robust and adaptive
methods for extreme haze conditions.

2.2 Visible-Infrared Fusion
Visible-infrared fusionmethods leverage the complementary strengths
of visible and infrared images, with deep learning-based approaches
becoming prominent for refining cross-modality features [30, 32,
36]. Recent advancements in deep learning-based fusion meth-
ods [16, 31, 43] primarily focus on feature-level integration, aiming
to combine the strengths of both modalities. These approaches gen-
erally emphasize feature extraction or contrast enhancement, with
limited exploration in dehazing [17]. In contrast to existing visible-
infrared fusion methods, this work introduces infrared guidance
for haze removal, particularly in UAV scenarios.

3 Preliminary
The visible light imaging process can be modeled using the at-
mospheric scattering model [26], as illustrated in Fig. 2(a), and is
formulated as:

𝐼RGB (𝑥) = 𝐽 (𝑥) · 𝑡RGB (𝑥) +𝐴 · (1 − 𝑡RGB (𝑥)), (1)

where 𝐼RGB (𝑥) represents the observed hazy image, 𝐽 (𝑥) is the clear
image to be recovered, 𝑡RGB (𝑥) = 𝑒−𝛽RGB𝑑 (𝑥 ) denotes the transmis-
sion map indicating the fraction of light reaching the camera, and
𝐴 is the global atmospheric light. Here, 𝛽RGB is the atmospheric
scattering coefficient and 𝑑 (𝑥) is the scene depth.

The thermal infrared imaging process, as depicted in Fig. 2(b)
and described in [20], can be expressed as:

𝐼IR (𝑥) = 𝐼s (𝑥) · 𝑒−𝛽IR𝑑 (𝑥 ) +𝐴 · (1 − 𝑒−𝛽IR𝑑 (𝑥 ) ), (2)

where 𝐼IR (𝑥) denotes the observed infrared intensity, 𝐼s (𝑥) rep-
resents the intrinsic infrared reflectance of the scene, 𝛽IR is the
infrared scattering coefficient.

The difference in scattering between visible and infrared light
arises from Rayleigh scattering [27], which occurs when light in-
teracts with particles smaller than its wavelength. As summarized
in Tab. 1, shorter wavelengths (e.g., visible light, 400∼780 nm) ex-
perience significantly stronger scattering than longer wavelengths
(e.g., thermal infrared, 8∼14 µm). Consequently, the relationship
between the scattering coefficients is:

𝛽IR ≪ 𝛽RGB . (3)
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Figure 2: Comparison of visible and thermal infrared imaging in dense haze condition. (a) Atmospheric scattering model
illustrates the severe attenuation of visible light due to scattering and absorption. (b) Thermal infrared imagingmodel highlights
the reduced impact of scattering on longer wavelengths, providing complementary structural details to assist in dehazing.

Table 1: Transmittance of visible light and thermal infrared
across different levels of atmospheric haze.

Modality Wavelength Transmittance at various haze levels

Visible Light 400∼780 nm 1.00 0.80 0.60 0.40 0.20
Thermal Infrared 8∼14 µm 1.00 0.97 0.96 0.93 0.80

This wavelength-dependent behavior leads to rapid attenuation
of visible light in dense hazy conditions. We calculate the trans-
mittance of both visible light and thermal infrared at the same
haze levels, with the results recorded in Tab. 1. The corresponding
haze effect visualizations are presented in Fig. 3. The comparison
shows that infrared imaging maintains a higher transmission rate,
enabling clearer capture of structural details.

4 Methodology
4.1 Formulation
Our objective is to enhance aerial image dehazing by leveraging the
complementary properties of visible and infrared images. Visible
images contain essential color and texture features for naturalistic
outputs, but suffer from severe degradation under dense haze, losing
crucial visual cues. Conversely, infrared images, while resistant to
haze and capable of capturing object shapes and contours, lack
color fidelity and texture details.

To leverage these strengths, we propose an infrared-guided cross-
modal network to fuse features from both modalities for robust
dehazing. Our goal is to produce a dehazed visible image 𝑉 from a
spatially aligned input pair consisting of a visible image 𝑉 and an
infrared image 𝐼 . We formulate this as the following optimization:

𝑉 = argmin
𝜃

L(F𝜃 (𝑉 , 𝐼 ),𝑉gt), (4)

where F𝜃 represents our network parameterized by 𝜃 , and 𝑉gt is
the ground-truth dehazed image. The loss function L is designed to
guide𝑉 to retain structural features from infrared while preserving
visible color and texture.

4.2 Infrared-guided Multiscale Feature
Enhancement (IMFE)

As illustrated in Fig. 4, this framework extracts multiscale features
from both visible and infrared inputs to capture details at various

Transmittance = 1.00 Transmittance = 0.80 Transmittance = 0.60 Transmittance = 0.40 Transmittance = 0.20
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Figure 3: Visualization of visible light and thermal infrared
images at different transmittance levels.

resolutions, facilitating the recovery of small targets in UAV sce-
narios. By combining color and texture cues from visible images
with the structural robustness of infrared features, it ensures robust
feature representation under haze conditions, which is critical for
detecting small, distant, or obscured objects.

The initial feature extraction is performed as:

𝐹 0𝑉 = 𝑓𝑉 (𝑉 ), 𝐹 0𝐼 = 𝑓𝐼 (𝐼 ), (5)

where 𝑓𝑉 and 𝑓𝐼 are convolutional blocks, and 𝐹 0𝑉 , 𝐹
0
𝐼
∈ R𝐶×𝐻×𝑊

represents the initial visible and infrared features. These features
are progressively downsampled:

𝐹 𝑙+1𝑉 = 𝑑𝑠 (𝐹 𝑙𝑉 ), 𝐹 𝑙+1𝐼 = 𝑑𝑠 (𝐹 𝑙𝐼 ), 𝑙 = 0, 1, .., 𝐿, (6)

where 𝑑𝑠 (·) denotes a downsampling operation (e.g., max-pooling).
At each scale 𝑙 , the infrared features guide the visible features
through a channel attention module. The attention weights are
computed as:

𝛼𝑙𝑐 = 𝜎 (𝑊 𝑙
3 · [ReLU(𝑊 𝑙

1 · 𝑔𝑙𝑖 ), ReLU(𝑊
𝑙
2 · 𝑔𝑙𝑣)]), (7)

where 𝑔𝑙
𝑖
(𝑔𝑙𝑣) ∈ R𝐶 is the global average pooling of 𝐹 𝑙

𝐼
(𝐹 𝑙
𝑉
), and

𝑊 𝑙
1 ,𝑊

𝑙
2 ∈ R𝐶×𝐶 ,𝑊 𝑙

3 ∈ R𝐶×2𝐶 are learnable parameters, 𝜎 (·) is the
sigmoid activation, and [ , ] denotes the concatenation operation.
The enhanced features at each scale are obtained by applying the
channel attention to infrared features and integrating them with
visible features as:

𝐹 𝑙𝐸 = 𝐹 𝑙𝑉 + 𝛼𝑙𝑐 · 𝐹 𝑙𝐼 , (8)

where 𝛼𝑙𝑐 denotes the channel attention weights. In the upsampling
stage, transposed convolutions restore spatial resolution, while
skip connections integrate high-resolution features from earlier
downsampling layers. This hierarchical fusion framework enhances
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Figure 4: Illustration of the proposed network. The inputs are from an RGB-IR dual-camera UAV. The hierarchical framework
enhances the recovery of small objects and fine-grained details by using infrared structural features to guide the improvement
of degraded visible features across multiple scales. The haze distribution estimator adapts the weighting of visible and infrared
features based on regional haze densities, ensuring effective fusion in dynamic UAV motion scenarios.

small target recovery by effectively complementing visible details
with infrared structural features at each scale.

4.3 Haze Distribution-aware Cross-Modal
Adaptive Fusion (CMAF)

As illustrated in Fig. 4, the haze distribution-aware Cross-Modal
Adaptive Fusion (CMAF) module integrates visible and infrared
features by adaptively accounting for spatial haze variations in UAV
scenarios. The module leverages a haze density map estimated by
the Haze Distribution Estimator (HDE), guiding the feature fusion
process across different modalities for context-aware processing.

The haze density mapM is computed by the HDE, which utilizes
multilayer deformable convolutions to extract haze-related features
from the visible image𝑉 , enabling adaptive focus on spatially vary-
ing and irregular haze patterns. Given a deformable kernel of 𝐾
sampling locations, the weight and offset for the 𝑘-th location
are denoted as 𝜔𝑘 and 𝒛𝑘 , respectively. The output feature map
𝐹𝐷 ∈ R𝐶×𝐻×𝑊 at each position 𝒛 = (ℎ,𝑤) can be obtained by:

𝐹𝐷 (𝒛) =
𝐾∑︁
𝑘=1

𝜔𝑘 ·𝑉 (𝒛 + 𝒛𝑘 + Δ𝒛𝑘 ) · Δ𝑚𝑘 , (9)

where Δ𝒛𝑘 and Δ𝑚𝑘 are the learnable offset and modulation scalar
for the 𝑘-th location, respectively.

Multiscale convolutions are applied to capture features at various
spatial resolutions, allowing the model to effectively process both
fine-grained details and larger-scale structures in 𝐹𝐷 . The feature
map is obtained by:

𝐹𝑀 = [Conv𝑑1 (𝐹𝐷 ), Conv𝑑2 (𝐹𝐷 ), Conv𝑑3 (𝐹𝐷 )], (10)

where 𝑑𝑛 represents convolution kernels with different sizes.
Spatial attention is adopted to emphasize relevant features by

combining global average pooling (GAP) and global max pooling
(GMP) along the channel axis, allowing the model to focus on the
most informative regions:

M(𝐹𝑀 ) = 𝜎 (Conv( [GAP(𝐹𝑀 ), GMP(𝐹𝑀 )])) . (11)

The generated haze density map M is then used to guide the
fusion of visible, infrared, and enhanced features, adapting the
fusion weights based on haze intensity:

𝑉 = Conv( [M·𝐹 0𝐼 , (1−M)·𝐹 0𝑉 , 𝜂 ·𝐹𝐸 ]) , (12)

where 𝐹 0
𝐼
, 𝐹 0
𝑉
, and 𝐹𝐸 are the initial infrared, visible, and enhanced

feature maps, and 𝜂 is a scalar factor.
The CMAF module uses the haze density map from the HDE to

adaptively guide feature fusion, adjusting fusion weights according
to haze distribution. This enables the model to handle spatially
varying haze, enhancing feature fusion robustness in UAV imagery.

4.4 Model Training
Our model is trained with a composite loss function L, designed to
retain structural fidelity and fine details. The total loss combines a
reconstruction loss Lrec and a cross-modal perception loss Lperc:

L = Lrec (𝑉 ,𝑉gt) + 𝜆 · Lperc (𝐹 0𝑉 , 𝐹
0
𝐼
) , (13)

where 𝜆 is set to 0.1. The Lrec is defined as the Mean Absolute Error
(MAE) between the predicted dehazed image 𝑉 and the ground-
truth image 𝑉gt:

Lrec = ∥𝑉 −𝑉gt∥1 . (14)

The Lperc is defined as the Mean Squared Error (MSE) between
initial visible and infrared feature maps 𝐹 0

𝑉
and 𝐹 0

𝐼
, promoting

alignment of structural content from infrared features with visible
representations at an early stage:

Lperc = ∥𝐹 0
𝑉
− 𝐹 0

𝐼
∥22 . (15)

This combined objective guides the model to generate a dehazed
output 𝑉 that retains details from visible input while integrating
structural guidance from infrared features, enhancing dehazing
robustness and perceptual coherence.
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Figure 5: Visualization of partial experimental results on the VTUAV dataset.

Table 2: Comparative results on the VTUAV dataset with SoTA dehazing methods (best results in bold, second-best underlined).

Method Citation Modality Bike Street Car Excavator Pedestrian Train Truck Average

PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑

CSNet IJCAI’24 RGB 25.21 0.884 25.48 0.865 25.36 0.831 25.36 0.865 27.43 0.894 25.15 0.889 27.47 0.903 25.92 0.876
ConvIR TPAMI’24 RGB 28.07 0.891 28.29 0.869 28.16 0.832 29.13 0.872 29.32 0.892 27.45 0.891 30.16 0.907 28.64 0.879
SFSNiD CVPR’24 RGB 26.41 0.885 25.07 0.859 26.38 0.828 26.68 0.863 27.38 0.893 24.49 0.881 26.05 0.890 26.07 0.871
DCMNet CVPR’24 RGB+Depth 28.53 0.893 29.13 0.871 28.79 0.835 29.08 0.874 29.14 0.895 29.46 0.889 28.52 0.907 28.95 0.880
VIFNet NeuroComp’24 RGB+IR 28.79 0.896 29.04 0.871 29.15 0.843 28.67 0.864 28.72 0.895 31.06 0.894 29.03 0.912 29.21 0.881
Ours ACM MM’25 RGB+IR 30.56 0.905 31.69 0.913 31.25 0.914 31.42 0.921 31.51 0.916 33.32 0.925 31.24 0.933 31.57 0.918
Gain (%) – – 6.1% 1.0% 8.8% 4.8% 7.2% 8.4% 7.9% 5.4% 7.5% 2.3% 7.3% 3.5% 3.6% 2.3% 8.1% 4.2%

5 Experiment
5.1 Experimental Settings
Datasets The experiments are conducted on two publicly available
real-world synchronized RGB-T datasets and our original UAV-
captured dataset. The haze generation algorithm is based on the
depth-assisted atmospheric scattering model [19]. A key advantage
of using depth information in haze synthesis is that it introduces
spatial variation in haze density, which is essential for generating
realistic hazy images. Below is an overview of the datasets.

(i) The VTUAV [42] dataset provides visible and thermal imagery
for UAV-based vision across diverse environments. The dataset en-
compasses a wide range of scenes featuring objects such as excava-
tors, pedestrians, streets, bikes, cars, trucks, and trains.

(ii) The CART [13] dataset offers high-resolution paired RGB-T
images captured in natural environments, covering a diverse range
of terrains such as rivers, bridges, rocks, and lakes.

(iii) The CityUAV dataset is collected using our UAV equipped
with a Zenmuse H20T in foggy urban environments, covering di-
verse city scenes such as streets, buildings, vehicles, parks, bridges,
and lakes. The H20T features a visible-light camera with a resolu-
tion of 1920×1080 at 30 fps and a thermal infrared camera with
a resolution of 640×512 at 30 Hz. The two data streams are time-
synchronized, and spatial alignment is achieved using registration
software, with both RGB and infrared images resized to 512×512.
Implementation The proposed method is implemented using Py-
Torch, with experiments conducted on NVIDIA A100 GPUs. The
models are optimized using the Adam optimizer (𝛽1 = 0.9 and

𝛽2=0.999). The initial learning rate is set to 2e-4 and gradually re-
duced to 1e-6 with the cosine annealing. Batch size is configured to
2. For both the baselines and our models, training images (including
RGB and infrared maps) are resized to 512×512 as inputs.

5.2 Comparison with SoTA Dehazing Methods
We conducted comparative experiments with five advanced image
dehazing methods: CSNet [4], ConvIR [5], SFSNiD [3], DCMNet
[44], and VIFNet [41]. Among them, VIFNet and DCMNet are mul-
timodal methods. VIFNet utilizes both RGB and infrared data for
joint dehazing, while DCMNet leverages RGB images with cor-
responding depth maps for haze removal. Each of the methods
was retrained on the VTUAV and CART datasets under the same
settings as ours, with hyperparameters adopted from the official
implementations. The performance of these methods was evaluated
using two standard metrics: PSNR and SSIM. Quantitative results
are presented in Tab. 2 and Tab. 3, respectively. Qualitative visual
results are shown in Fig. 5 and Fig. 6.

(i) On the VTUAV dataset, experimental results demonstrate a
clear performance advantage of our method over SoTA methods
across all categories, as visualized in Fig. 5. Our proposed method
achieves the highest PSNR and SSIM values for each category, with
an average PSNR of 31.57 and SSIM of 0.918, substantially outper-
forming the second-best method, VIFNet, which achieved 29.21
(PSNR) and 0.881 (SSIM). This corresponds to an improvement of
8.1% in PSNR and 4.2% in SSIM. Notably, the improvements are
more evident in complex scenarios such as Street and Car, where
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Figure 6: Visualization of partial experimental results on the CART dataset for dense and light haze conditions.

Table 3: Comparison of PSNR/SSIM results on the CART dataset with SoTA dehazing methods (Dense vs. Light haze).

Method Modality
Bridge Lake River Rock Average

Dense Light Dense Light Dense Light Dense Light Dense Light

CSNet RGB 20.80/0.795 22.74/0.865 20.87/0.821 25.42/0.907 17.32/0.807 22.24/0.882 19.93/0.756 23.68/0.867 19.73/0.795 23.52/0.880
ConvIR RGB 21.39/0.805 26.15/0.872 21.42/0.831 27.20/0.910 19.85/0.830 25.25/0.891 21.48/0.768 26.65/0.875 21.04/0.808 26.31/0.887
SFSNiD RGB 21.23/0.802 26.43/0.873 22.13/0.830 27.41/0.908 18.97/0.829 23.31/0.886 20.95/0.765 25.99/0.871 20.82/0.806 25.78/0.884
DCMNet RGB+Depth 21.43/0.803 26.48/0.881 22.39/0.832 27.82/0.915 21.41/0.842 25.30/0.896 20.76/0.769 27.19/0.875 21.49/0.810 26.69/0.891
VIFNet RGB+IR 22.12/0.809 26.54/0.881 23.14/0.837 28.25/0.917 21.37/0.833 25.84/0.897 22.79/0.773 28.53/0.879 22.36/0.813 27.29/0.893
Ours RGB+IR 23.51/0.834 28.15/0.894 24.86/0.896 29.43/0.935 23.78/0.869 27.98/0.907 24.37/0.837 29.40/0.911 24.13/0.859 28.74/0.912
Gain (%) – 6.3%/3.1% 6.1%/1.5% 7.4%/7.0% 4.2%/2.0% 11.0%/3.2% 8.3%/1.1% 6.9%/8.3% 3.0%/3.6% 7.9%/5.7% 5.3%/2.1%

our method achieves PSNR gains of 8.8% and SSIM gains of 8.4%,
respectively. As shown in the first row of Fig. 5, in areas with dense
haze occlusion, other methods fail to recover small ground targets
(e.g., the blue sedan). In contrast, our method not only restores the
object contours but also recovers its color. These results highlight
the robustness of our method in reconstructing fine details and
preserving structural integrity, even in challenging conditions.

(ii) On the CART dataset, our method consistently surpasses
competing approaches, with notable improvements observed in
dense haze scenarios, as shown in Fig. 6. In dense haze conditions,
our method achieves an average PSNR of 24.13 and SSIM of 0.859,
surpassing the second-best method, VIFNet, which attains 22.36
(PSNR) and 0.813 (SSIM). This leads to an improvement of 7.9%
in PSNR and 5.7% in SSIM. In light haze conditions, our method
also demonstrates superior performance, achieving PSNR and SSIM
values of 28.74 and 0.912, respectively, compared to VIFNet’s 27.29
(PSNR) and 0.893 (SSIM). These results highlight the effectiveness
of our approach, with the notable improvements in dense haze con-
ditions suggesting that the integration of infrared signals enhances
the model’s ability to capture essential structural and textural de-
tails obscured by haze.

5.3 Real-World Evaluation and Analysis
To evaluate the real-world performance of the proposed method, we
conducted experiments on the CityUAV dataset, which is captured
under foggy weather across various urban scenes. The models were
pretrained on the VTUAV and CART datasets and then applied to
the CityUAV dataset without further fine-tuning. Qualitative results
are presented in Fig. 7, while quantitative results are summarized
in Tab. 4 and visualized in Fig. 8.

For the quantitative evaluation, we employed two no-reference
image quality metrics: the Natural Image Quality Evaluator (NIQE)
[25] and the Perception-based Image Quality Evaluator (PIQE) [34].
NIQE quantifies perceptual quality by measuring statistical devia-
tions from natural scene statistics, offering an objective assessment
of image quality. PIQE evaluates local and global image character-
istics to estimate perceptual distortions, providing a quantification
of perceptual impairments in image structure and content.

Experimental findings can be summarized as follows:
(i) Quantitative Analysis: The proposed HDCFN achieves the

best performance on NIQE and PIQE metrics, as detailed in Tab. 4.
Specifically, HDCFN outperforms the second-best method with a
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Figure 7: Visualization of representative dehazing results from the CityUAV dataset, captured by a UAV in foggy urban.

Table 4: NIQE and PIQE score comparison across methods.

Metric CSNet ConvIR SFSNiD DCMNet VIFNet HDCFN Gain

NIQE ↓ 19.824 18.335 19.640 17.527 16.983 15.379 9.4%
PIQE ↓ 42.532 39.682 41.168 37.419 36.926 34.407 6.8%

.

Figure 8: Evaluation results on the CityUAV dataset.

9.4% reduction in NIQE score (15.379 vs. 16.983) and a 6.8% reduc-
tion in PIQE score (34.407 vs. 36.926). These results demonstrate
that HDCFN produces perceptually superior images by reducing
statistical deviations and perceptual distortions.

(ii) Qualitative Analysis: The visual results visualized in Fig. 7
highlight the superior dehazing performance of HDCFN. Compared
to other dehazing methods, HDCFN restores fine details such as
building textures and small cars more clearly, avoiding the over-
smoothing and artifacts observed in competing approaches. Fur-
thermore, HDCFN maintains structural coherence and contrast,
effectively mitigating haze artifacts while preserving realistic color
tones, resulting in dehazed images that are visually appealing and
accurate to the original scene.

(iii) Robustness Analysis: We further evaluated the robustness
of different methods. Fig. 8 (a) and (b) show the statistical distribu-
tions of NIQE and PIQE scores on the CityUAV dataset. The results
indicate that, under dense haze conditions, our method exhibits the
lowest variance in both NIQE and PIQE, while methods like VIFNet
and DCMNet exhibit higher variability. These findings highlight the
robustness of HDCFN in dehazing aerial images and its promising
generalization to real-world data for practical UAV applications.

Table 5: Evaluation results on object detection task.

Metric IGNet CDDF EMMA DCMNet VIFNet HDCFN Gain

mAP ↑ 0.364 0.417 0.433 0.575 0.607 0.732 20.5%
Recall ↑ 0.411 0.448 0.472 0.609 0.634 0.755 19.1%

5.4 Evaluation on Object Detection Task
We compare HDCFN with SoTA Visible-Infrared Fusion (VIF) meth-
ods and dehazing methods on downstream visual tasks, specifically
object detection, to investigate whether enhanced image clarity
and accuracy can improve performance in high-level vision tasks.
The experiments were conducted on the VTUAV dataset, a UAV-
captured dataset comprising infrared and visible light images with
precise bounding box annotations.

Fig. 9 presents the output results from different VIF methods
(IGNet [18], CDDF [46], and EMMA [47]) as well as dehazing meth-
ods (DCMNet, VIFNet, and our HDCFN) on the VTUAV dataset.
The visual results demonstrate that, while VIF methods recover
the general shape of objects obscured by dense haze, they fail to
preserve fine details and color accuracy. Other dehazing algorithms,
such as VIFNet and DCMNet, struggle with residual haze and blurry
contours in areas with heavy haze. In contrast, HDCFN effectively
integrates haze-resistant infrared features with visible light, pro-
ducing sharper boundaries and more natural color tones.

For the object detection task, we applied a pre-trained YOLOv8m
model to both VIF and dehazed images without further fine-tuning.
As shown in Fig. 9, HDCFN demonstrates superior detection accu-
racy (mAP) and higher Recall, indicating fewer false positives and
missed detections compared to the VIF and other dehazing methods.
Quantitative results recorded in Tab. 5 further highlight HDCFN’s
superiority, leading to improved performance in downstream tasks
such as object detection.

6 Ablation Study
The ablation studywas conducted on the VTUAV andCART datasets,
incorporating five distinct test cases: IR-only (infrared input), RGB-
only (RGB input, baseline), and three variations of the proposed
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Figure 9: Visualization of object detection results on the outputs generated by VIF methods and dehazing methods.

Table 6: Ablation study results on the VTUAV and CART
datasets, evaluating the impact of loss functions and algo-
rithmic modules on dehazing performance.

Case Loss Module VTUAV CART

Lrec Lperc IMFE CMAF PSNR SSIM PSNR SSIM

IR-only ✓ 23.24 0.819 18.86 0.779
RGB-only ✓ 25.47 0.802 20.03 0.764
(A) ✓ ✓ 28.01 0.863 22.07 0.820
(B) ✓ ✓ ✓ 30.74 0.906 23.35 0.846
(C) ✓ ✓ ✓ ✓ 31.57 0.918 24.13 0.859

model: (A) baseline with IMFE, (B) IMFE combined with CMAF,
and (C) the full model. We evaluated reconstruction fidelity using
PSNR and structural similarity with SSIM.

As shown in Tab. 6, eachmodel component contributes incremen-
tally to overall performance. Compared to baseline model, IMFE
(Case A) improves PSNR by 2.54 dB on VTUAV dataset and 2.04 dB
on CART dataset, and increases SSIM by 0.61 and 0.56, respectively,
demonstrating its effectiveness in extracting multi-scale features
crucial for recovering fine details. Adding CMAF (Case B) further
enhances PSNR by 2.73 dB and SSIM by 0.43 on VTUAV dataset,
highlighting its effectiveness in adaptively adjusting features fusion
across modalities. The full model (Case C), which integrates the
perception loss term Lperc, achieves the highest performance with
PSNR values of 31.57 dB on VTUAV dataset and 24.13 dB on CART
dataset, emphasizing the contribution of the perception loss in re-
fining visual quality and initial feature alignment. These results
validate the cumulative benefits of each component.

Tab. 7 summarizes the performance of the CMAF module in
comparison with other feature fusion methods, including element-
wise addition (Addition), channel-wise concatenation (Concat), and
cross-attention fusion (Cross-Atten.) [45]. On the VTUAV dataset,
CMAF outperforms the other methods by 9.5% in PSNR and 5.3%
in SSIM. Similarly, on the CART dataset, CMAF achieves a 7.1%
improvement in PSNR and 3.9% in SSIM. These results highlight
the effectiveness of CMAF in dynamic feature fusion according to
haze distribution from both visible and infrared inputs, effectively
capturing the complementary information from each modality.

Table 7: Performance comparison of feature fusion methods
and the proposed CMAF module.

Dataset Metric Addition Concat Cross-Atten. CMAF Gain

VTUAV PSNR 27.94 28.01 28.83 31.57 9.5%
SSIM 0.859 0.863 0.872 0.918 5.3%

CART PSNR 21.85 22.07 22.54 24.13 7.1%
SSIM 0.816 0.820 0.827 0.859 3.9%
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Figure 10: Adaptive weighting of visible and infrared features
under various haze densities.

Fig. 10 illustrates the haze density map generated by the Haze
Distribution Estimator (HDE) in CMAF. During UAV flight, both the
UAV and haze are dynamic, with uneven haze density leading to spa-
tially varying occlusions. Based on the predicted haze density map,
CMAF assigns greater weight to infrared features in heavily hazy
areas and more weight to visible features in regions with lighter
occlusion, as formulated in Eq. (12). This dynamic weighting effec-
tively leverages the complementary strengths of both modalities,
enhancing the perceptual quality and preserving fine details.

7 Conclusion
This paper proposes an infrared-guided image dehazing method
for UAV scenarios, which exploits the complementary strengths of
visible and infrared modalities. This approach integrates a multi-
scale feature enhancement framework with a cross-modal adaptive
fusion module, facilitating recovery of fine-grained details and
dynamic adaptation to varying haze distributions. Extensive ex-
periments demonstrate the method’s effectiveness and robustness,
achieving SoTA performance, particularly in dense haze scenarios.
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