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ABSTRACT

In recent years, the development of pre-trained language models (PLMs) has
gained momentum, showcasing their capacity to transcend linguistic barriers and
facilitate knowledge transfer across diverse languages. However, this progress has
predominantly bypassed the inclusion of very-low resource languages, creating
a notable void in the multilingual landscape. This paper addresses this gap by
introducing four tailored PLMs specifically finetuned for Angolan languages, em-
ploying a Multilingual Adaptive Fine-tuning (MAFT) approach. In this paper, we
survey the role of informed embedding initialization and synthetic data in enhanc-
ing the performance of MAFT models in downstream tasks. We improve baseline
over SOTA AfroXLMR-base (developed through MAFT) and OFA (an effective
embedding initialization) by 12.3 and 3.8 points respectively.

1 INTRODUCTION

Significant advancements have marked the progress of language models and evaluation datasets
across various global languages (Devlin et al., 2019; (Conneau et al., [2020; Workshop et al., 2023}
Xue et al 2021)). Nevertheless, this progress has often bypassed numerous African languages,
creating a significant gap. Simultaneously, the majority of African-centric language models have
overlooked the inclusion of Angolan languages (Dossou et al., 2022} |Alabi et al., [2022; | Ogueji
et al., 2021). Efforts within the AfricaNLP community have been commendable in broadening
downstream evaluation datasets (Adelan1 et al.| 2021} 2022; Muhammad et al., [2023; Ma et al.,
2023)). However, despite these initiatives, Angolan languages still lack representation.

In the pursuit of developing a multilingual pre-trained language model (PLM), there are two pri-
mary approaches. The first entails building a model from scratch, training it directly on multiple
languages, employing a specific self-supervised learning such as masked language modeling (Devlin
et al.,|2019). An alternative approach is multilingual adaptive fine-tuning (MAFT) which involves
adapting an existing multilingual pretrained language model to a new set of languages (Alabi et al.,
2022 Wang et al., 2022} [[maniGooghari et al.| 2023). MAFT gains favor for its resource efficiency,
especially in scenarios where computational budgets pose constraints amid the escalating model
sizes (Tay et al), 2022} |Gupta et al., [2023). The performance of MAFT can be further enhanced
by introducing new vocabulary tokens for the additional languages and employing non-Gaussian
embedding initialization (Minixhofer et al.||2022; Dobler & de Melo} 2023} |Liu et al.| 2023a).

In this paper, we introduce the first set of multilingual PLMs tailored for five Angolan languages
using the MAFT approach. We compare PLMs developed through MAFT with and without in-
formed embedding initialization, denoted as ANGOFA and ANGXLM-R , respectively. Leveraging
OFA approach to perform embedding initialization before performing MAFT, our findings reveal
that ANGOFA significantly outperforms ANGXLM-R and OFA, underscoring the substantial per-
formance improvements achievable through the incorporation of informed embedding initialization
and synthetic data.
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Bantu No. NLLB Synthetic Combined Combined
Language Zone Speakers | Corpus (MB) Corpus (MB) Corpus (MB) No. Sentences
Chokwe (cjk) Zone K 0.5M 11.3 108.2 119.5 878,824
Kimbundu (kmb) Zone H 1.7M 10 98.5 108.5 800,603
Kikongo (kon) Zone H 2M 112.1 107.9 220 2,189,413
Luba-Kasai (lua) Zone L 0.06M 133.2 113.9 247.1 2,415,794
Umbundu (umb)  Zone R 6M 15.1 98.5 113.6 902,961
Total 10.2M | 281.6 527 808.6 7,187,595

Table 1: Language Information and Statistics: Summary of language, language family, number
of speakers, number of sentences. All languages belongs to the Niger-Congo/Bantu group, we state
the Bantu Zones according to (Smithl [1949). Synthetic corpus was generated using NLLB-600M
machine translation model

2 ANGOLAN LANGUAGES

Boasting a rich linguistic landscape comprising more than 40 languages and a population of 32
million people, Angolan languages include Portuguese, some Khoisan languages, and mostly Bantu
languages from the Niger-Congo family. Despite this linguistic diversity, there is a notable scarcity
of literature, radio, or television programming in native Angolan languages. All languages in Angola
are written using the Latin script, and many share common digraphs. Due to data scarcity, our
focus will primarily revolve around the five most spoken Angolan languages: Umbundu, Kimbundu,
Kikongo, Chokwe, and Luba-Kasai. See Table E] for more details.

3 APPROACHES TO IMPROVE MAFT

3.1 VOCABULARY EXPANSION

PLMs are proned to Out-of-Vocabulary (OOV) tokens for languages or scripts uncovered during
pre-training. The situation is more pronounced for unseen scripts (Adelani et al.| |2021; |Pfeiffer
et al.| [2021)), one of the most effective way of dealing with this is to expand the vocabulary of the
PLM to cover new tokens (Wang et al.;, [2019). Glot-500 (ImaniGooghari et al., 2023) was created
by first expanding the vocabulary of XLM-R from 250K to 400K before MAFT. However, the new
tokens added were randomly initialized.

3.2 OFA: EMBEDDING FACTORIZATION

OFA addresses two problems of adapting PLMs to new languages (1) the random initialization of
embeddings for new subwords fails to exploit the lexical knowledge encoded in the source model
(2) the introduction of additional parameters poses potential obstacles to the efficient training of the
finetuned model (Liu et al., 2023a). OFA solves these problems by leveraging both external mul-
tilingual embeddings and embeddings in the source PLM to initialize the embeddings of new sub-
words. In its approach, OFA factorizes the embeddings matrix of the source PLM into two smaller
matrices as replacements. Within a lower-dimensional space, the embeddings of non-overlapping
new subwords are expressed as combinations of source PLM subword embeddings. These combi-
nations are weighted by similarities derived from well-aligned external multilingual embeddings,
i.e., ColexNet+ (Liu et al., 2023b)), covering more than one thousand languages. Overlapping sub-
word embeddings are directly copied. This approach ensures that embeddings for subwords shared
between the source PLM and the extended vocabulary are integrated, preserving continuity in repre-
sentation. To complete the process, OFA duplicates all non-embedding parameters from the source
PLM model, and the source tokenizer is substituted with the target tokenizer post-vocabulary exten-
sion.

3.3 SYNTHETIC DATA FOR LANGUAGE MODELING

For languages lacking sufficient pre-training data, synthetic data can be generated through dictionary
augmentation (Reid et al.| |2021) or machine translation (MT) model—an approach very popular in
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MT research known as back-translation is an effective way to improve MT model for low-resource
languages (Sugiyama & Yoshinaga, 2019} Xia et al., 2019). In this paper, we utilize synthetic
data obtained through machine translation as described in (Adelani et al., 2023). The authors
generated machine-translated data for 34 African languages(including Angolan languages) with less
than 10MB of data, using the English news commentary dataset (Kocmi et al.,|2022)), which contains
over 600K sentences.

4 DATA

4.1 TRAINING DATA

We leveraged the NLLB dataset (NLLB-Team et al., [2022), excluding English translations, and
focused solely on Kimbundu, Umbundu, Kikongo, Chokwe, and Luba-Kasai. These languages
were concatenated into a single file as our pre-training corpus. Additionally, we added synthetic
data generated through NLLB. shows the details of the monolingual data.

4.2 EVALUATION DATA

In our work, we evaluated on SIB-200 (Adelani et al.}[2023)), a text classification dataset that provides
train/dev/test sets with 7 classes in more than 200 African languages and dialects. The distribution
of the classes are: science/technology (252), travel (198), politics (146), sports (122), health (110),
entertainment (93), geography (83). SIB-200 is the only benchmark dataset that covers Angolan
languages. We evaluated only on the subset of Angolan languages covered in this work.

5 EXPERIMENTAL SETUP

We utilized the cross-lingual capabilities of XLM-R (Conneau et al., 2020) for training, resulting
in the creation of a novel set of PLMSEI: ANGXLM-R and ANGOFA. These models, underwent
distinct fine-tuning processes. Specifically, ANGXLM-R underwent fine-tuning using the MAFT
approach outlined in |Alabi et al.|(2022)), with two variants—one trained solely on monolingual data
(281.6 MB), and the other incorporating both monolingual and synthetic data (808.7 MB).

Similarly, ANGOFA also underwent two variations of fine-tuning, utilizing the datasets in the
same manner as ANGXLM-R . However, ANGOFA followed the configurations outlined for
ofa-multi-768, as described in (Liu et al., [2023a). We opted to maintain 768 as the only
latent dimension in our experiments based on insights from (ImaniGooghari et al. 2023} [Liu et al.,
2023a)) and further supported by preliminary results from our own experiments. These findings re-
vealed evidence of information loss in lower dimensions, particularly noticeable in tasks such as text
classification. This dataset partitioning approach aimed to investigate the effects of the MAFT and
OFA approaches, both with and without synthetic data, on model performance.

We compared our new models to the following baseline models:

1. XLM-R (Conneau et al} [2020): an encoder-only model that underwent pre-training on
100 languages through a masked language model objective. XLM-R does not cover any
language evaluated in this work.

2. Serengeti (Adebara et al., 2023): trained on 500 African languages, including 10 high-
resource ones. It includes Kimbundu, Umbundu, and Chokwe.

3. Glot-500 (ImaniGooghari et al., [2023)): derived from XLM-R, was extended to cover 500
languages by expanding its vocabulary from 250K to 400K, thus accommodating new to-
kens representing 400 languages previously absent in XLM-R. Glot-500 covers all Angolan
languages used in our evaluation.

4. AfroXLMR-base (Alabi et al., 2022): developed using the MAFT approach, it covers 20
languages with a monolingual corpus of at least SOMB. Angolan languages are not in-
cluded.

"Models available athttps://github.com/zuela-ai/ANGOFA
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Pre-trained (scratch) MAFT MAFT + syn. data OFA OFA + syn
Glot Afro ANG Afro ANG | ANG OFA

Lang. XLM-R Serengeti | 500 XLMR XLM-R | XLMR76 XLM-R | OFA 500 | ANGOFA
cjk 41.3 432 | 429 513 43.6 55.6 51.7 | 463 528 58.4
kmb 44.8 46.9 | 435 50.6 50.2 58.5 56.6 | 585 632 64.7
kon 67.8 69.1 | 72.6 65.7 72.5 77.2 76.1 | 788 769 82.4
lua 54.5 579 | 54.7 62.5 65.4 64.4 732 | 69.1 68.6 73.5
umb 50.4 51.7 | 40.3 50.5 54.9 61.0 56.8 | 543 618 63.3
Ave. 51.8 53.7 | 50.7 56.1 57.3 63.3 628 | 614 64.6 68.4

Table 2: Benchmark results: comparing the effectiveness of OFA to random initialization before
multilingual adaptive fine-tuning (MAFT)

5. AfroXLMR-base-76L (Adelani et al., 2023): developed using the MAFT approach, it cov-
ers languages with at least 10MB of data on the web. It expands coverage to include
more languages, notably those listed in the NLLB-200 MT model. Synthetic data was also
generated for approximately 30 languages with limited data, including all five Angolan
languages. In total, it covers 76 languages.

6. OFA (Liu et al., |2023a): integrates OFA embedding initialization alongside MAFT us-
ing Glot500-c (ImaniGooghari et al., [2023), thus including all languages addressed in this
work.

6 RESULTS AND DISCUSSION

Table2] shows the performance of our baseline models using the weighted F1 metric. We discuss
our key findings below:

Region-specific PLMs are better than those pre-trained from scratch with many languages
Our results shows that ANGXLM-R created with MAFT performed better than XLM-R, AfroX-
LMR, Serengeti and Glot-500 with +5.5, +1.2, +3.6, +-6.6 points respectively. The last two PLMs
have been pre-trained on 500+ languages with few Angolan languages but performed worse than
AfroXLMR (adapted through MAFT to 20 languages), and ANGXLM-R (adapted to five Angolan
languages). This shows that region-specific PLMs covering related languages within the same lan-
guage family can be more effective.

MAFT results can be boosted by leveraging synthetic monolingual data By incorporating
additional synthetic data, ANGXLM-R (+SYN data) performance improved by +5.5 over the
ANGXLM-R without synthetic data. However, it failed to beat the performance of AfroXLMR-
base-76L that has been trained on 76 African languages including all Angolan languages except for
Luba-Kasai with the largest data. Our experiment showed that the adapted PLM to 76 languages
performed better than Serengeti pre-trained on 500 languages, which further shows that we can
create better PLMs to cover more languages through adaptation without the expensive process of
pre-training from scratch.

OFA embedding initialization with larger data is more effective Models initialized with OFA
demonstrated a consistent improvement compared with other baselines. This indicates that OFA,
which explicitly leverages information encoded in the embeddings of the source model and external
multilingual embeddings, is superior to random initialization. Notably, ANGOFA’s advantage over
OFA is accentuated by its access to a significantly larger corpus of data for the respective languages
through the use of synthetic data. Without the additional synthetic data ANGOFA performed worse
than OFA pre-trained on 500 languages with a drop of —3.2. However, when we trained on the
synthetic data, ANGOFA achieved the best overall performance with +16.6 over XLM-R, +12.3
over AfroXLMR, and +5.6 over ANGXLM-R (with synthetic data).
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7 CONCLUSION AND FUTURE WORK

This paper introduces four multilingual PLMs models tailored for Angolan languages. Our exper-
imental findings illustrate that employing informed embedding initialization significantly enhances
the performance of a MAFT model in downstream tasks. While models initialized with OFA exhibit
superior results compared to their counterparts, even in the case where ANGXLM-R finetuned on
a larger corpus of data for the respective languages performs poorly as compared to OFA finetuned
on a smaller corpus. Nevertheless, the specific factors contributing to ANGXLM-R ’s superiority
over OFA, especially in the context of Luba-Kassai, raise intriguing questions about the primary
determinants influencing the performance of models in downstream tasks, including considerations
like dataset size versus informed embedding initialization. These questions are left for future in-
vestigation. Furthermore, we aim to expand the application of OFA to more African languages for
further exploration.
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