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Abstract

Benefiting from diverse instruction datasets,001
contemporary Large Language Models (LLMs)002
perform effectively as AI assistants in collabo-003
rating with humans. However, LLMs still strug-004
gle to generate natural and colloquial responses005
in real-world applications such as chatbots and006
psychological counseling that require more007
human-like interactions. To address these limi-008
tations, we introduce NICO, a Natural Interac-009
tive COnversation dataset in Chinese. We first010
use GPT-4-turbo to generate dialogue drafts011
and make them cover 20 daily-life topics and012
5 types of social interactions. Then, we hire013
workers to revise these dialogues to ensure that014
they are free of grammatical errors and unnat-015
ural utterances. We define two dialogue-level016
natural conversation tasks and two sentence-017
level tasks for identifying and rewriting un-018
natural sentences. Multiple open-source and019
closed-source LLMs are tested and analyzed020
in detail. The experimental results highlight021
the challenge of the tasks and demonstrate how022
NICO can help foster the natural dialogue capa-023
bilities of LLMs. The dataset will be released.024

1 Introduction025

The development of large language models (LLMs)026

has received much attention over the past few years,027

demonstrating their potent potential across numer-028

ous fields (Zhao et al., 2023). In particular, in the029

field of dialogue, these models have been widely030

used in areas such as chatbots (Zheng et al., 2023)031

and virtual assistants (Liu et al., 2023).032

Many researchers have sought to enhance033

the performance of LLMs by designing instruc-034

tion datasets. Existing datasets for fine-tuning035

LLMs can be categorized into those that improve036

instruction-following abilities (He et al., 2024),037

planning abilities (Dagan et al., 2023), reasoning038

abilities (Wang et al., 2023), etc. These datasets039

have indeed improved the performance of LLMs040

on benchmarks such as MMLU (Hendrycks et al.,041

2020) and MMLU-Pro (Wang et al., 2024). How- 042

ever, when engaging in dialogue with humans, the 043

responses generated by LLMs are often unnatural 044

and insufficiently colloquial (Guo et al., 2023; Yi 045

et al., 2024). LLMs can only act as AI assistants 046

rather than human beings. It has led to the failure 047

of the LLMs for applications such as psychologi- 048

cal counseling and accompanying children. Jones 049

and Bergen (2024) showed that the success rate of 050

the best-performing GPT-4 in acting as a human 051

was only 50%. The main reasons for the failure in- 052

cluded unnatural and too informal responses, weird 053

tones, and so on. 054

To address these issues, we are committed to 055

constructing a multi-turn daily dialogue dataset in 056

Chinese. We aim to evaluate the ability of LLMs to 057

simulate natural human conversations in daily life, 058

and improve their abilities by fine-tuning with the 059

constructed dataset. 060

We ensure that the dialogues in this dataset are 061

related to daily life and conform to human speaking 062

habits. We first define 20 broad topics, which are 063

basically involved and discussed in human daily 064

life. For each topic, we construct 200 specific con- 065

cepts or items. We also draw inspiration from the 066

five types of interactions in sociology. To make 067

the constructed dialogs resemble real human con- 068

versations, we ensure that the dataset covers all 069

interaction types. Then, we utilize GPT-4-turbo 070

to generate 4,000 dialogs, which contains 22.1 ut- 071

terances per dialog on average. We name the con- 072

structed dataset NICO. We also perform a human 073

evaluation, and the results show that NICO is better 074

than the current representative datasets in fluency, 075

coherence and naturalness. 076

Subsequently, we define four tasks, two of which 077

are used to test the daily conversation capabilities 078

of LLMs. The other two are used to test the capa- 079

bilities to identify and rewrite unnatural sentences. 080

We have selected several representative LLMs for 081

testing and also conducted supervised fine-tuning. 082
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The results indicate that mimicking human-like083

daily conversation poses a challenge for LLMs.084

The dialogs we constructed can enhance the per-085

formance of LLMs. At the sentence level, LLMs086

can rewrite unnatural sentences but are almost inca-087

pable of identifying them. Further analysis of the088

results reveals that LLMs perform much worse in089

conflict-type dialogues than in other types of dia-090

logues, with limited improvement from fine-tuning.091

In summary, enabling LLMs to mimic human-092

like fluent and natural daily conversations remains093

a challenge. The contributions of our paper are as094

follows:095

• We construct a multi-turn natural interactive096

conversation dataset in Chinese named NICO,097

covering 20 daily topics and 5 interaction098

types. Human annotation ensures that NICO099

is free of grammatical errors and unnatural100

utterances.101

• We define four tasks, including two dialogue-102

level tasks to test the natural dialog abilities103

of LLMs and two sentence-level tasks of iden-104

tifying and rewriting unnatural sentences. We105

test several representative LLMs on the four106

tasks and report their results.107

• We conduct a detailed analysis of the results,108

pointing out the deficiencies of existing LLMs109

in conducting natural conversations and iden-110

tifying unnatural sentences. We validate that111

NICO can help LLMs to generate responses112

that are more human-like rather than resem-113

bling AI assistants.114

2 Related Work115

In recent years, open-domain dialog systems have116

witnessed tremendous progress as the number of117

model parameters keeps growing. Representative118

dialog systems include ChatGPT (Achiam et al.,119

2023), Gemini (Reid et al., 2024), Mixtral-Instruct120

(Jiang et al., 2024), LLama3-Instruct (Meta, 2024),121

and so on (Cai et al., 2024; Gan et al., 2023; Wei122

et al., 2023; Yang et al., 2023a).123

Many scholars have been working on construct-124

ing dialog data to help dialog systems evolve. Some125

datasets focus on human emotions. DailyDialog126

(Li et al., 2017) is an English conversation dataset127

containing various daily conversation scenarios.128

This dataset especially emphasizes the communi-129

cation intention and emotion information of the130

conversations. Persona-chat (Zhang et al., 2018a)131

is an English conversation dataset that focuses on 132

daily communication. It makes conversations more 133

like human-to-human communication by establish- 134

ing background information about different users. 135

Other datasets focus on strategy and behavior. The 136

Ubuntu Dialogue Corpus (Lowe et al., 2015) is 137

a multi-turn dialog dataset in English. It is col- 138

lected from technical support conversations on the 139

Ubuntu forums. MultiWOZ (Budzianowski et al., 140

2018) is also a large-scale English conversation 141

dataset. Each of its conversations is labeled with a 142

sequence of conversation states and the respective 143

system dialog behavior. 144

Apart from the above English conversation 145

datasets, many researchers working on proposing 146

high-quality Chinese conversation datasets and de- 147

veloping Chinese conversation systems. Some Chi- 148

nese conversation datasets such as Douban Con- 149

versation Corpus (Wu et al., 2017), LCCC (Wang 150

et al., 2020) are mined and cleaned from Chinese 151

social media. Some datasets such as E-commerce 152

Dialogue Corpus (Zhang et al., 2018b), JDDC cor- 153

pus (Chen et al., 2020) are constructed from e- 154

commerce service stuff and customer conversation 155

data. There are also datasets such as DuConv (Wu 156

et al., 2019), Mutual (Cui et al., 2020), KdConv 157

(Zhou et al., 2020), Corecode (Shi et al., 2024) an- 158

notated using knowledge bases including news and 159

exams. 160

Despite the above efforts, existing dialog sys- 161

tems are still considered to be inconsistent with 162

human speaking habits (Jones and Bergen, 2024). 163

Natural dialogue datasets, especially those in Chi- 164

nese, are still scarce. High-quality Chinese dialog 165

datasets are essential to advance the progress of 166

Chinese dialog systems. 167

3 The NICO Dataset 168

We have built a Natural Interactive COnversation 169

dataset named NICO based on daily topics and the 170

social interactions. In this section, we will detail 171

how we build and annotate the dialogues, as well 172

as ensure the quality of the data. 173

3.1 Data Construction 174

We aim to construct dialogues that are as relevant 175

as possible to real life. We start by defining 20 176

broad topics, including culture, technology, and 177

so on. These topics are fundamentally ones that 178

humans frequently engage with and discuss in their 179

daily lives. The complete broad topics are shown 180
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in Table 1. Then, we give prompts for GPT-4-181

turbo (Achiam et al., 2023) to generate 200 specific182

items or concepts under each broad concept, e.g.,183

sweaters, artificial intelligence, etc. We carefully184

check and modify these generations to ensure their185

alignment with the broad topics.186

Topics

动物(Animal),艺术和手工艺品(Art and Craft Supplies),
图书和文具(Books and Stationery),衣服(Clothing),文
化(Culture),教育和学习(Education and Learning),金融
产品和服务(Financial Products and Services),饮食
(Food and Drinking),杂货和家庭必需品(Groceries and
Household Essentials),健康和美容(Health and Beauty),
历史和事件(History and Events),音乐和乐器(Music
and Instruments),植物(Plant),不动产(Real Estate),体
育运动(Sports),科技(Technology),玩具和游戏(Toys
and Games),交通运输(Transportation),旅行(Travel),
工作和职业(Working and Occupation)

Table 1: The 20 defined broad topics.

In sociological terms, the process of communi-187

cation between members of a society is known as188

social interaction. It describes the way people be-189

have when they cross paths with others. Social190

interaction is consistent with the definition of be-191

havioral intelligence proposed by Li et al. (2024).192

and has significant ramifications for human-AI in-193

teractions. We argue that high-quality daily dialog194

datasets need to cover all types of social interac-195

tions. There are many types of interactions be-196

tween humans, and in the paper we accommodate197

the widely accepted types of social interactions198

proposed by Nisbet (1970).199

Five modes or types of social interaction200

are probably the most basic and univer-201

sal ones: exchange, cooperation, confor-202

mity, coercion, and conflict.203

— (Nisbet, 1970), p.63204

We construct dialogs based on the five interac-205

tion types and give the definition of each interaction206

type as follows:207

• Exchange refers to the process in which an208

individual or a group takes action with the209

explicit purpose of receiving a return.210

• Cooperation is a collaborative behavior to211

achieve a certain goal of common interest.212

• Conformity is the process in which an individ-213

ual’s behavior adapts to a pre-existing norm,214

in which the influence of the social group is215

either evident or subtle.216

• Coercion is a behavior that is produced by 217

compulsion of any form, often accompanied 218

by threats. 219

• Conflict refers to the process in which indi- 220

viduals struggle with each other to compete 221

for a scarce, commonly desired return. 222

Then, we write three example dialogues for each 223

interaction type. Benefiting from the powerful GPT- 224

4-turbo, we provide the definitions of the interac- 225

tion types, the corresponding dialogues, and the 226

requirements for generating colloquial dialogues 227

as prompts to GPT-4-turbo1, which is asked to gen- 228

erate daily dialogues about specific concepts. A 229

prompt example is shown in Figure 2. For each 230

interaction type, we generate 800 dialogs for a to- 231

tal of 4,000. These dialogs also entirely cover the 232

4,000 generated specific items and concepts. 233

3.2 Annotation Process 234

Despite the strong instruction-following and text- 235

generating capabilities of the LLMs, they still 236

struggle with problems such as hallucinations 237

(Yang et al., 2023b) and formatting errors (Sui 238

et al., 2024). Therefore, we have employed na- 239

tive Chinese-speaking workers to check and correct 240

the data generated by the LLM. We conduct three 241

stages of annotation. 242

In the first stage, we ask workers to check 243

whether the generated dialogs match the corre- 244

sponding interaction types. If discrepancies are 245

found, such as agreement and cooperation in a 246

conflict-type dialogue, the worker will revise the 247

dialogue directly to ensure that it is consistent 248

with the intended interaction type. In the second 249

stage, workers annotate sentences in the dialog that 250

contain grammatical errors, sentences that do not 251

conform to human speech i.e., are unnatural, and 252

blocks of sentences that do not convey information 253

i.e., are meaningless. In the third stage, workers 254

rewrite sentences that contain grammatical errors 255

and unnatural sentences. We find that meaningless 256

sentences mainly appear at the end of coercion-type 257

dialogs and are not numerous. Therefore, we delete 258

them directly, which will not affect the content of 259

the dialog. 260

After the annotation is completed, we obtain 261

4,000 natural dialogs related to daily life. We fur- 262

ther partition these dialogs into training, validation, 263

and test sets, with 3,600, 200, and 200 dialogs re- 264

spectively, for subsequent experiments. 265

1The version is gpt-4-turbo-2024-04-09.
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4 Statistics266

In this section, we have performed statistics on267

the features of the NICO dataset. We have also268

conducted human evaluations and compared the269

NICO dataset with other conversation datasets.270

4.1 Dataset Statistics271

The statistics of the constructed dataset are shown272

in Table 2. Our dataset comprises 4000 dialogues273

and 88,545 utterances. On average, there are 22.1274

utterances per dialog, suggesting sufficient rounds275

of interaction between the dialog’s parties. The276

average number of tokens per utterance is 24.7,277

indicating that the dialog conveys adequate infor-278

mation. We also count the annotations and find that279

more than one-third of the dialogs contain gram-280

matical errors, and more than half of the dialogs281

contain unnatural utterances. This suggests that282

the dialogues generated by LLMs are not always283

reliable and require manual correction to enhance284

their quality.285

# Dialogs 4,000
# Utterances 88,545
# Topics 20
Avg. # utterances per dialog 22.1
Avg. # tokens per dialog 546.5
Avg. # tokens per utterance 24.7
# Dialogs with grammatical errors 1,440
# Utterances with grammatical errors 2,017
# Dialogs with unnatural utterances 2,050
# Unnatural utterances 2,872
# Dialogs with meaningless utterances 418
# Meaningless utterance blocks 418

Table 2: Statistics of the NICO dataset.

4.2 Comparisons286

To evaluate the quality of the NICO dataset, we se-287

lect several representative conversation datasets for288

comparison: (1) NaturalConv (Wang et al., 2021),289

(2) KdConv (Zhou et al., 2020), (3) LCCC (Wang290

et al., 2020), (4) DailyDialog (Li et al., 2017). The291

first three datasets are high-quality Chinese dia-292

log datasets. NaturalConv and KdConv have been293

manually checked, while LCCC has been automat-294

ically filtered using a set of rules. DailyDialog is295

a human-written English dialog dataset, so we use296

GPT-4-turbo for translation. We randomly selected297

100 dialogs from each of the above datasets and the298

NICO dataset we built for evaluation.299

We have also performed a human evaluation. 300

Following (Zhou et al., 2020), we choose fluency 301

and coherence as evaluation metrics. However, to 302

emphasize the importance of naturalness in conver- 303

sation, we only use fluency to measure grammatical 304

correctness, and use naturalness as a separate eval- 305

uation metric following (Wang et al., 2021). The 306

definitions are as follows and more details are in 307

Appendix A. 308

Fluency (rating scale is 0,1,2) is defined as whether 309

the dialog contains syntax errors. 310

Coherence (rating scale is 0,1,2) is defined as 311

whether the sentences in a dialog are relevant to the 312

context and logically correct. 313

Naturalness (rating scale is 0,1,2) is defined as 314

whether the dialog is natural and conforms to hu- 315

man speaking habits. 316

We hire three native Chinese-speaking workers 317

for the evaluation. To ensure the quality of the 318

evaluation, we train them before the evaluation. 319

The evaluation results are shown in Table 3. 320

Datasets Fluency Coherence Naturalness
NaturalConv 1.68 1.95 1.70
KdConv 1.86 1.96 1.47
LCCC 1.33 0.95 1.03
DailyDialog 1.88 1.90 1.44
NICO 1.98 2.00 1.90

Table 3: The human evaluation results of the NICO
dataset versus other representative dialogue datasets.

Overall, the NICO dataset performs best on all 321

three metrics, especially scoring well above other 322

datasets in fluency and naturalness. In the develop- 323

ment and evaluation of dialog systems, using the 324

NICO dataset may yield better results. LCCC with- 325

out human filtering has the lowest scores, which 326

suggests that human annotation is essential for con- 327

structing high-quality dialog datasets. DailyDialog 328

has good fluency and coherence after translation, 329

but the dialogs have obvious signs of machine trans- 330

lation. NaturalConv scores higher in naturalness 331

than the other datasets, but still lower than NICO. 332

We also perform statistics on the types of social 333

interactions contained in these datasets. A high- 334

quality dialog dataset should cover all five types of 335

social interactions that occur in real, daily conversa- 336

tions. We let the workers choose the type of social 337

interaction they believe is most closely represented 338

in the dialogues. The results are depicted in Figure 339

1. 340

The most prevalent type of interaction across 341
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Figure 1: Distribution of interaction types of the dialog
datasets. Only the constructed NICO dataset is able to
cover all types of social interactions.

several comparison datasets is exchange. Both Dai-342

lyDialog and LCCC contain a small number of343

cooperative and conflict dialogs. Almost none of344

the comparison datasets contain conformal dialog345

or coercive dialog. The constructed NICO dataset346

covers all social interaction types, thus aligning347

more closely with human communication patterns.348

5 Experiments349

5.1 Tasks350

We have defined four tasks and tested LLMs on351

the constructed dataset. The first two tasks are de-352

signed to assess the abilities of LLMs to engage353

in natural dialogue in daily life scenarios. Benefit-354

ing from the process of annotating the dataset, we355

have the original dialog, the annotations of unnatu-356

ral sentences in the dialog, and the corresponding357

human rewrites. We utilize these data for experi-358

ments on the last two tasks: identifying unnatural359

sentences and rewriting unnatural sentences.360

Open-domain dialog This task is to let LLMs sim-361

ulate a real human conversation. In this task, the362

user seems to be talking with a real person with 363

multi-turn dialog history. It requires LLMs to have 364

a broad knowledge base and strong contextual un- 365

derstanding ability, and to generate natural and 366

fluent responses. 367

Dialog completion This task requires LLMs to 368

generate a reasonable and natural response based 369

on the instruction. Unlike the open-domain dialog 370

task, the multi-turn dialog appears in the instruction. 371

The social interaction type with definition of the 372

dialog is also given in the instruction. 373

Identifying unnatural sentences This task in- 374

volves enabling LLMs to identify sentences that 375

do not conform to human speech patterns. The 376

detected sentences can then be rewritten. 377

Rewriting unnatural sentences This task is to 378

have the LLMs rewrite sentences that do not con- 379

form to human speech patterns, making them more 380

natural and fluent. It can enhance the readability of 381

the text and the efficiency of human interaction. 382

Prompts for the above tasks are shown in Ap- 383

pendix B. 384

5.2 Models 385

We choose several recent representative LLMs 386

for experiments: (1) open-source LLMs with pre- 387

training and supervised fine-tuning on a large Chi- 388

nese corpus, including Qwen2-7B-Instruct (Bai 389

et al., 2023), GLM-4-9B-Chat (GLM et al., 2024), 390

Yi-1.5-9B-Chat (Young et al., 2024), and LLaMA3- 391

8B-Chinese-Chat (Wang and Zheng, 2024). (2) 392

Closed-source LLMs that perform well on Chinese 393

benchmarks, including Doubao-pro-4K (Doubao 394

Team, 2024), Deepseek-v2 (Bi et al., 2024), 395

MiniMax-abab6.5s (MiniMax Company, 2024), 396

GPT-4-turbo (Achiam et al., 2023). 397

For all LLMs, we report zero-shot and 3-shot re- 398

sults. We further supervised fine-tune the LLaMA3- 399

8B-Chinese-Chat model. We have conducted ex- 400

periments on 8 Nvidia A100 GPUs, setting the 401

batchsize to 16, the gradient accumulation to 4, the 402

maximum learning rate to 1e-5, and the number of 403

training epochs to 3. 404

5.3 Evaluation Metrics 405

We choose the following evaluation metrics: (1) 406

BLEU-1 and BLEU-2 (Papineni et al., 2002), (2) 407

ROUGE-L (Lin, 2004) (3) Distinct-1 and Distinct- 408

2 (Li et al., 2016), (4) FBERT (Zhang et al., 2019) 409

(5) Average length (Avg_len) (6) P, R, and F1 410

BLEU evaluates the quality of the model’s out- 411

put by comparing the similarity between the output 412
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Models
Open-domain Dialog Dialog Completion

BLEU-1/2 ROUGE-L Distinct-1/2 FBERT Avg_len BLEU-1/2 ROUGE-L Distinct-1/2 FBERT Avg_len
Open-source LLMs

Qwen2 19.83/8.02 23.29 83.57/98.71 64.30 50.86 17.78/6.55 19.99 84.72/99.33 63.08 56.00
Qwen2(fs) 24.66/10.54 26.10 89.32/99.55 65.46 33.31 21.80/8.02 22.63 89.66/99.72 63.92 36.49
GLM-4 13.82/5.87 22.55 70.79/94.03 64.15 77.16 19.06/8.02 21.98 80.89/98.60 64.41 53.14
GLM-4(fs) 24.14/10.64 26.20 85.31/99.20 65.86 41.50 20.90/8.42 22.94 83.61/99.12 64.64 44.76
Yi-1.5 24.38/10.71 26.77 86.53/98.78 65.73 34.43 16.47/6.27 19.16 80.16/98.39 62.87 62.84
Yi-1.5(fs) 26.25/12.33 28.96 91.71/99.47 66.58 23.36 18.04/6.52 20.67 81.56/98.59 63.23 54.66
LLaMA3 23.17/9.76 26.29 86.12/98.79 65.10 34.02 18.79/6.94 21.38 81.46/98.69 63.68 55.48
LLaMA3(fs) 25.84/11.65 28.90 91.09/99.23 66.45 23.86 17.90/5.98 20.05 83.02/98.76 62.50 52.56

Closed-source LLMs
Doubao 24.66/10.72 27.30 90.27/99.04 66.20 25.88 24.28/10.18 25.54 88.86/99.33 66.02 29.92
Doubao(fs) 26.28/12.09 29.28 91.56/99.19 66.83 19.73 26.78/11.94 28.76 93.15/99.72 67.06 19.98
Deepseek 26.73/12.29 28.39 89.31/99.51 66.60 32.24 18.00/7.58 21.64 80.76/98.81 64.30 65.91
Deepseek(fs) 29.22/14.92 31.44 92.28/99.65 67.92 23.74 24.03/10.75 25.92 86.07/99.37 65.96 41.38
MiniMax 17.24/7.40 21.34 76.74/96.69 63.15 103.40 18.93/7.84 22.46 79.83/98.76 64.43 57.95
MiniMax(fs) 26.42/12.93 28.86 86.27/98.93 67.02 43.41 23.32/9.96 25.31 84.77/99.14 65.58 41.47
GPT-4-turbo 23.75/11.48 26.96 84.96/99.05 65.86 50.63 25.74/12.28 27.64 86.93/99.43 66.63 37.75
GPT-4-turbo(fs) 29.48/15.77 31.77 89.84/99.63 68.15 31.61 29.47/15.20 30.63 89.56/99.69 67.85 30.81

Supervised Fine-tuning LLMs
LLaMA3-sft 33.09/19.39 36.27 91.78/99.40 70.18 21.76 30.83/16.58 33.28 92.42/99.71 68.58 21.18
LLaMA3-sft(fs) 31.83/18.44 35.55 92.39/99.38 69.71 19.68 29.07/15.84 33.11 93.19/99.77 68.26 18.48

Table 4: Results of LLMs on the open-domain dialog and dialog completion tasks. (fs) represents the few-shot
results. We underline the best results of the open-source LLMs and bold the best results of the closed-source LLMs.

and the references. The calculation of BLEU is413

mainly based on n-gram matching, and we choose414

BLEU-1 and BLEU-2. Rouge-L often used to mea-415

sure text summarization calculates the length of the416

longest common subsequence between the output417

and the reference. Distinct is mainly used to mea-418

sure the richness and diversity of a text. Distinct419

contains Distinct-1 and Distinct-2. BERTScore420

evaluates the quality of the output by calculating421

the cosine similarity of the BERT embeddings be-422

tween the reference and the output. FBERT is the423

F1 score between BERT embeddings. We also424

show the average length of the output as Avg_len.425

For identifying unnatural sentences, we use preci-426

sion (P), recall (R), and F1 score (F1) to denote the427

success rate of the prediction.428

6 Results429

6.1 Natural Dialogue Ability for LLMs430

The results of the open-domain dialog task and the431

dialog completion task are in Table 4.432

The results for open-source LLMs of similar size433

do not differ much. On the open-domain dialog434

task, Yi-1.5 performs best in both zero-shot and435

few-shot. Few-shot demonstrations is a significant436

boost for GLM-4. On the dialog completion task,437

Qwen2 and GLM-4 have relatively better results.438

The closed-source LLMs generally yield better439

results than the open-source LLMs. The results440

are expected because closed-source LLMs usually441

have more parameters and more pre-training data.442

Models
Full Test Set

Only Dialogs Containing
Unnatural Sentences

P R F1 P R F1
Open-source LLMs

Qwen2 1.98 2.42 1.77 3.76 4.60 4.14
Qwen2(fs) 47.00 47.00 47.00 0 0 0
GLM-4 47.50* 47.50* 47.50* 0* 0* 0*
GLM-4(fs) 47.10 48.00 47.55 0.20 1.90 0.36
Yi-1.5 36.50 36.50 36.50 0 0 0
Yi-1.5(fs) 26.22 31.92 28.79 1.37 12.22 2.46
LLaMA3 34.77 35.00 34.89 1.47 1.90 1.66
LLaMA3(fs) 46.56 47.00 46.78 0.11 0.95 0.19

Closed-source LLMs
Doubao 47.50* 47.50* 47.50* 0* 0* 0*
Doubao(fs) 46.50 46.50 46.50 0 0 0
Deepseek 47.50* 47.50* 47.50* 0* 0* 0*
Deepseek(fs) 41.69 44.00 42.81 0.36 4.76 0.67
MiniMax 47.00 47.00 47.00 0 0 0
MiniMax(fs) 34.84 42.00 38.08 0.64 14.29 1.23
GPT-4-turbo 8.93 24.96 13.15 6.53 37.06 11.10
GPT-4-turbo(fs) 43.5 43.5 43.5 0 0 0

Supervised Fine-tuning LLMs
LLaMA3-sft 7.00 5.67 6.26 13.33 10.79 11.93
LLaMA3-sft(fs) 9.75 7.92 8.74 18.57 15.08 16.64

Table 5: Results of different LLMs on the identification
of unnatural sentences. We use * to indicate that the
output of the model is all “no unnatural sentence”.

On the open-domain dialog task, both Deepseek 443

and GPT-4-turbo perform well. Minimax obtains 444

a great improvement after receiving the few-shot 445

demonstrations. On the dialog completion task, 446

GPT-4-turbo achieves the best results. The zero- 447

shot performance of Doubao is significantly supe- 448

rior to the other two models. It is possible that 449

Doubao’s pre-training data or instruction data con- 450

tains many colloquial human dialogs. 451

The supervised fine-tuned LLaMA3 achieves 452
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Models BLEU-1/2 ROUGE-L Distinct-1/2 FBERT Avg_len
Open-source LLMs

Qwen2 40.08/24.54 42.61 88.91/99.73 77.24 28.71
Qwen2(fs) 47.24/31.49 49.80 89.94/99.84 80.07 27.38
GLM-4 44.52/29.51 48.08 89.21/99.64 79.21 29.24
GLM-4(fs) 45.22/30.67 49.18 89.16/99.32 79.42 28.07
Yi-1.5 41.27/25.60 44.27 90.47/99.69 76.92 25.72
Yi-1.5(fs) 47.75/33.34 51.40 91.04/99.66 79.39 23.83
LLaMA3 49.39/35.29 53.02 90.31/99.57 80.85 27.92
LLaMA3(fs) 53.76/40.38 58.06 90.74/99.45 82.22 26.63

Closed-source LLMs
Doubao 48.87/33.60 53.72 89.50/99.55 82.13 28.07
Doubao(fs) 55.68/40.83 59.71 90.55/99.69 84.38 26.26
Deepseek 47.10/31.32 49.84 91.03/99.69 80.04 26.56
Deepseek(fs) 54.97/42.13 58.48 90.88/99.65 83.20 26.46
MiniMax 49.34/34.56 52.45 89.75/99.74 81.04 27.06
MiniMax(fs) 49.09/34.32 53.19 89.34/99.50 81.04 26.33
GPT-4-turbo 54.77/40.51 58.02 90.93/99.71 83.29 25.35
GPT-4-turbo(fs) 57.23/43.31 60.31 91.12/99.77 84.16 24.53

Supervised Fine-tuning LLMs
LLaMA3-sft 70.78/63.22 76.11 91.25/99.04 89.37 26.17
LLaMA3-sft(fs) 70.16/62.52 75.10 91.25/99.48 89.12 23.38

Table 6: Results of different LLMs on the rewritten of unnatural sentences task. (fs) represents the few-shot results.
We underline the best results in the open-source LLMs and bold the best results in the closed-source LLMs.

the best results on both tasks, outperforming the453

closed-source LLMs. The results of few-shot and454

zero-shot are roughly comparable, as LLMs learn455

to generate reasonable and colloquial responses456

during the training process.457

6.2 Identifying Unnatural Sentences458

This task requires LLMs to list unnatural sentences459

in a dialog. The results are shown in Table 5.460

Many LLMs tend to output “no unnatural sen-461

tences (or none)”. When few-shot prompts are462

given, Some models (e.g., Qwen2) output more463

“none” and some models (e.g., Yi-1.5) believe more464

sentences are unnatural. About half of the dialogs465

in the full test set do not have unnatural sentences,466

so the model outputs “none” all the time can also467

achieves the F1 value of 47.5. But when we focus468

only on those dialogs containing unnatural sen-469

tences, all LLMs perform poorly. Even the fine-470

tuned LLaMA3 model barely recognizes them. The471

above results suggest that this task is very challeng-472

ing for existing LLMs. In future pre-training and473

fine-tuning stages, incorporating more instructions474

for distinguishing between natural and unnatural475

sentences may enhance the results.476

6.3 Rewriting Unnatural Sentences477

In this task, the model rewrites unnatural sentences478

based on the complete dialog. The results are479

shown in Table 6.480

Among the open-source LLMs, LLaMA3 per- 481

forms the best, with the remaining three models 482

not far behind. Prompts have the greatest impact 483

on Qwen2 and Yi-1.5. Closed-source LLMs gener- 484

ally perform better than open-source LLMs. GPT- 485

4-turbo achieves the best performance among all 486

closed-source LLMs. Finally, LLaMA3 with super- 487

vised fine-tuning achieves far better performance 488

than the original LLaMA3 and other LLMs. It sug- 489

gests that our data are sufficient for LLMs to learn 490

to rewrite unnatural sentences. 491

7 Analysis 492

7.1 Ablation Study 493

We want to explore the effect of the grammar and 494

naturalness of the dialog on the results. We design 495

two ablation experiments to fine-tune LLaMA3 us- 496

ing dialogs without corrected grammatical errors 497

(w/o grammar) and dialogs without rewritten un- 498

natural sentences (w/o naturalness). 499

We design two additional ablation experiments 500

to explore the compatibility of the NICO dataset 501

with other dialog datasets. First, we only use the 502

NaturalConv dataset to fine-tune LLaMA3 (Natu- 503

ralConv). Then, we mix the NICO dataset with the 504

NaturalConv dataset to fine-tune LLaMA3 (Mixed). 505

Other experimental setups are the same as for the 506

zero-shot open-domain dialog and the results are 507

illustrated in Table 7. 508

The experimental results show that removing 509

7



Models BLEU-1/2 ROUGE-L Distinct-1/2 FBERT Avg_len
LLaMA3-sft 33.09/19.39 36.27 91.78/99.40 70.18 21.76
w/o grammar 31.62/17.71 34.70 91.67/99.36 69.38 21.69
w/o naturalness 31.29/17.46 34.68 91.93/99.09 69.20 20.44
NaturalConv 20.74/8.61 25.97 91.26/99.03 64.63 16.74
Mixed 32.93/19.01 35.26 91.90/99.44 69.87 22.51

Table 7: Results of the ablation study.

Refusing to
answer

Adding too much
knowledge

Replying out
of context

Grammatical
errors

Weird tone

LLaMA3 2% 4% 2% 11% 17%
+ NICO 0% 0% 3% 6% 1%
+ NaturalConv 1% 1% 31% 9% 3%
GPT-4-turbo 2% 5% 1% 2% 19%

Table 8: Percentage of dialogs where LLMs make different failures against the total number of dialogs in the
open-domain dialog task. We use ‘+’ to indicate fine-tuning LLaMA3 with the dataset.

grammatical corrections and naturalness rewrit-510

ing degrades the results to some extent, indicating511

the importance of these two steps in constructing512

the dataset. The performance of using only the513

NaturalConv is the worst, suggesting a significant514

difference between NaturalConv and NICO. The515

mixed model, which combines NICO and Natu-516

ralConv, shows similar results to LLaMA3-sft. It517

indicates that our dataset can be compatible with518

other datasets, and the impact of NaturalConv on519

performance improvement is minimal.520

7.2 Different Interaction Types521

We investigate the performance of LLMs in dialogs522

with different interaction types. We use LLaMA3523

and the supervised fine-tuned version for compari-524

son. Other experimental setups are the same as for525

the zero-shot open-domain dialog. The results are526

visualized in Figure 3 due to space limit.527

LLaMA3 demonstrates poor performance across528

all evaluation metrics in conflict dialogues. After529

fine-tuning, LLaMA3 shows minimal improvement530

in conflict dialogs, while it exhibits significant im-531

provement in the other four types of dialogs. The532

result suggests that simulating human-like conflict533

dialogues remains a challenge for existing LLMs.534

Existing LLMs tend to be submissive to humans535

or provide solutions tactfully leading to the fail-536

ure to simulate real conversations. Future research537

needs to emphasize constructing more conflict-type538

dialogues.539

7.3 Failure Analysis540

After checking the output, we categorize the mis-541

takes made by LLMs when mimicking open-542

domain dialog into the following five categories:543

refusing to answer, adding too much knowledge, 544

replying out of context, grammatical errors, and 545

weird tone. Definitions and examples are in Table 546

9. 547

We randomly select 100 outputs each from 548

LLaMA3, its supervised fine-tuned version with 549

NICO, its supervised fine-tuned version with Nat- 550

uralConv, and GPT-4-turbo for comparison. The 551

results are shown in Table 8. We find that even the 552

responses from GPT-4-turbo exhibit weird tones, 553

including an overly concerned attitude. LLaMA3 554

also suffers from this problem. In addition, its 555

responses contain more grammatical errors than 556

GPT-4-turbo. Both LLaMA3 and GPT-4-turbo 557

demonstrate a minor incidence of adding additional 558

knowledge into their responses. The responses 559

from LLaMA3 fine-tuned with NaturalConv almost 560

entirely without weird tones. However, many of its 561

responses are out of context, and it tends to gener- 562

ate short, meaningless replies such as “okay”. The 563

LLaMA3 fine-tuned by NICO has the least number 564

of failures, indicating that it is most consistent with 565

human speech patterns. 566

8 Conclusion 567

In this paper, we build a new natural interactive con- 568

versation dataset in Chinese named NICO. NICO 569

covers 20 daily topics and 5 interaction types. Hu- 570

man evaluation results indicate that NICO is high- 571

quality and superior to other dialog datasets. We 572

define four tasks and test the performance of rep- 573

resentative LLMs. The results demonstrate the 574

challenge of the tasks, and how NICO helps LLMs 575

to better generate human-like dialogs. 576

8



Limitations577

We have analyzed the performance of LLMs in578

dialogs of different interaction types. The exper-579

imental results in the analysis section show that580

NICO can enhance the ability of exchange, coop-581

eration, conformity, and coercion types of dialog.582

However, existing LLMs are relatively poor at mim-583

icking conflict-type human conversations. The con-584

structed NICO dataset is also limited in enhancing585

the ability of LLMs in this type of dialog. This586

work provides an initial exploration of the ability587

of LLMs to engage in conflict dialog. In the future,588

we hope to construct more conflict-type conversa-589

tions as well as propose new training methods to590

address this issue.591

Ethical Considerations592

The types of social interactions we utilize include593

coercion and conflict. The definition of coercion in594

this work is one person using social status or power595

to threaten or compel another person. Conflict is596

a situation where people disagree over a rare item597

or event. We ensure that the constructed conver-598

sations are free of verbal abuse, violence, or other599

potential advocacies of violence. These two types600

of interactions are implicit within the dialogues,601

rather than appearing directly in the form of per-602

sonal attacks. In addition, when we hire workers to603

check and modify the dataset, we make sure that604

dialogues generated by GPT-4-turbo do not contain605

personal privacy, sexual information, politically606

biased information, and so on.607

References608

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama609
Ahmad, Ilge Akkaya, Florencia Leoni Aleman,610
Diogo Almeida, Janko Altenschmidt, Sam Altman,611
Shyamal Anadkat, et al. 2023. Gpt-4 technical report.612
arXiv preprint arXiv:2303.08774.613

Jinze Bai, Shuai Bai, Yunfei Chu, Zeyu Cui, Kai Dang,614
Xiaodong Deng, Yang Fan, Wenbin Ge, Yu Han, Fei615
Huang, et al. 2023. Qwen technical report. arXiv616
preprint arXiv:2309.16609.617

Xiao Bi, Deli Chen, Guanting Chen, Shanhuang Chen,618
Damai Dai, Chengqi Deng, Honghui Ding, Kai Dong,619
Qiushi Du, Zhe Fu, et al. 2024. Deepseek llm: Scal-620
ing open-source language models with longtermism.621
arXiv preprint arXiv:2401.02954.622

Paweł Budzianowski, Tsung-Hsien Wen, Bo-Hsiang623
Tseng, Iñigo Casanueva, Stefan Ultes, Osman Ra-624
madan, and Milica Gasic. 2018. Multiwoz-a large-625

scale multi-domain wizard-of-oz dataset for task- 626
oriented dialogue modelling. In Proceedings of the 627
2018 Conference on Empirical Methods in Natural 628
Language Processing, pages 5016–5026. 629

Zheng Cai, Maosong Cao, Haojiong Chen, Kai Chen, 630
Keyu Chen, Xin Chen, Xun Chen, Zehui Chen, Zhi 631
Chen, Pei Chu, et al. 2024. Internlm2 technical re- 632
port. arXiv preprint arXiv:2403.17297. 633

Meng Chen, Ruixue Liu, Lei Shen, Shaozu Yuan, 634
Jingyan Zhou, Youzheng Wu, Xiaodong He, and 635
Bowen Zhou. 2020. The jddc corpus: A large-scale 636
multi-turn chinese dialogue dataset for e-commerce 637
customer service. In Proceedings of the Twelfth Lan- 638
guage Resources and Evaluation Conference, pages 639
459–466. 640

Leyang Cui, Yu Wu, Shujie Liu, Yue Zhang, and Ming 641
Zhou. 2020. Mutual: A dataset for multi-turn dia- 642
logue reasoning. In Proceedings of the 58th Annual 643
Meeting of the Association for Computational Lin- 644
guistics, pages 1406–1416. 645

Gautier Dagan, Frank Keller, and Alex Lascarides. 646
2023. Dynamic planning with a llm. arXiv preprint 647
arXiv:2308.06391. 648

Doubao Team. 2024. Doubao pro models. https:// 649
team.doubao.com/en/. 650

Ruyi Gan, Ziwei Wu, Renliang Sun, Junyu Lu, Xiao- 651
jun Wu, Dixiang Zhang, Kunhao Pan, Ping Yang, 652
Qi Yang, Jiaxing Zhang, et al. 2023. Ziya2: Data- 653
centric learning is all llms need. arXiv preprint 654
arXiv:2311.03301. 655

Team GLM, Aohan Zeng, Bin Xu, Bowen Wang, Chen- 656
hui Zhang, Da Yin, Diego Rojas, Guanyu Feng, Han- 657
lin Zhao, Hanyu Lai, Hao Yu, Hongning Wang, Ji- 658
adai Sun, Jiajie Zhang, Jiale Cheng, Jiayi Gui, Jie 659
Tang, Jing Zhang, Juanzi Li, Lei Zhao, Lindong Wu, 660
Lucen Zhong, Mingdao Liu, Minlie Huang, Peng 661
Zhang, Qinkai Zheng, Rui Lu, Shuaiqi Duan, Shu- 662
dan Zhang, Shulin Cao, Shuxun Yang, Weng Lam 663
Tam, Wenyi Zhao, Xiao Liu, Xiao Xia, Xiaohan 664
Zhang, Xiaotao Gu, Xin Lv, Xinghan Liu, Xinyi Liu, 665
Xinyue Yang, Xixuan Song, Xunkai Zhang, Yifan 666
An, Yifan Xu, Yilin Niu, Yuantao Yang, Yueyan Li, 667
Yushi Bai, Yuxiao Dong, Zehan Qi, Zhaoyu Wang, 668
Zhen Yang, Zhengxiao Du, Zhenyu Hou, and Zihan 669
Wang. 2024. Chatglm: A family of large language 670
models from glm-130b to glm-4 all tools. Preprint, 671
arXiv:2406.12793. 672

Zishan Guo, Renren Jin, Chuang Liu, Yufei Huang, Dan 673
Shi, Linhao Yu, Yan Liu, Jiaxuan Li, Bojian Xiong, 674
Deyi Xiong, et al. 2023. Evaluating large language 675
models: A comprehensive survey. arXiv preprint 676
arXiv:2310.19736. 677

Qianyu He, Jie Zeng, Wenhao Huang, Lina Chen, Jin 678
Xiao, Qianxi He, Xunzhe Zhou, Jiaqing Liang, and 679
Yanghua Xiao. 2024. Can large language models 680
understand real-world complex instructions? In Pro- 681
ceedings of the AAAI Conference on Artificial Intelli- 682
gence, pages 18188–18196. 683

9

https://team.doubao.com/en/
https://team.doubao.com/en/
https://team.doubao.com/en/
https://arxiv.org/abs/2406.12793
https://arxiv.org/abs/2406.12793
https://arxiv.org/abs/2406.12793


Dan Hendrycks, Collin Burns, Steven Basart, Andy Zou,684
Mantas Mazeika, Dawn Song, and Jacob Steinhardt.685
2020. Measuring massive multitask language under-686
standing. arXiv preprint arXiv:2009.03300.687

Albert Q Jiang, Alexandre Sablayrolles, Antoine688
Roux, Arthur Mensch, Blanche Savary, Chris Bam-689
ford, Devendra Singh Chaplot, Diego de las Casas,690
Emma Bou Hanna, Florian Bressand, et al. 2024.691
Mixtral of experts. arXiv preprint arXiv:2401.04088.692

Cameron Jones and Ben Bergen. 2024. Does gpt-4693
pass the turing test? In Proceedings of the 2024694
Conference of the North American Chapter of the695
Association for Computational Linguistics: Human696
Language Technologies (Volume 1: Long Papers),697
pages 5183–5210.698

Jiwei Li, Michel Galley, Chris Brockett, Jianfeng Gao,699
and William B Dolan. 2016. A diversity-promoting700
objective function for neural conversation models.701
In Proceedings of the 2016 Conference of the North702
American Chapter of the Association for Computa-703
tional Linguistics: Human Language Technologies,704
pages 110–119.705

Minzhi Li, Weiyan Shi, Caleb Ziems, and Diyi Yang.706
2024. Social intelligence data infrastructure: Struc-707
turing the present and navigating the future. arXiv708
preprint arXiv:2403.14659.709

Yanran Li, Hui Su, Xiaoyu Shen, Wenjie Li, Ziqiang710
Cao, and Shuzi Niu. 2017. Dailydialog: A manually711
labelled multi-turn dialogue dataset. In Proceedings712
of the Eighth International Joint Conference on Nat-713
ural Language Processing (Volume 1: Long Papers),714
pages 986–995.715

Chin-Yew Lin. 2004. Rouge: A package for automatic716
evaluation of summaries. In Text summarization717
branches out, pages 74–81.718

Zijun Liu, Yanzhe Zhang, Peng Li, Yang Liu, and Diyi719
Yang. 2023. Dynamic llm-agent network: An llm-720
agent collaboration framework with agent team opti-721
mization. arXiv preprint arXiv:2310.02170.722

Ryan Lowe, Nissan Pow, Iulian Vlad Serban, and Joelle723
Pineau. 2015. The ubuntu dialogue corpus: A large724
dataset for research in unstructured multi-turn dia-725
logue systems. In Proceedings of the 16th Annual726
Meeting of the Special Interest Group on Discourse727
and Dialogue, pages 285–294.728

AI Meta. 2024. Introducing meta llama 3: The most729
capable openly available llm to date. Meta AI.730

MiniMax Company. 2024. Minimax-abab6.5 models.731
https://www.minimaxi.com.732

Robert A Nisbet. 1970. The social bond: An introduc-733
tion to the study of society. (No Title).734

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-735
Jing Zhu. 2002. Bleu: a method for automatic evalu-736
ation of machine translation. In Proceedings of the737

40th annual meeting of the Association for Computa- 738
tional Linguistics, pages 311–318. 739

Machel Reid, Nikolay Savinov, Denis Teplyashin, 740
Dmitry Lepikhin, Timothy Lillicrap, Jean-baptiste 741
Alayrac, Radu Soricut, Angeliki Lazaridou, Orhan Fi- 742
rat, Julian Schrittwieser, et al. 2024. Gemini 1.5: Un- 743
locking multimodal understanding across millions of 744
tokens of context. arXiv preprint arXiv:2403.05530. 745

Dan Shi, Chaobin You, Jiantao Huang, Taihao Li, and 746
Deyi Xiong. 2024. Corecode: A common sense 747
annotated dialogue dataset with benchmark tasks for 748
chinese large language models. In Proceedings of 749
the AAAI Conference on Artificial Intelligence, pages 750
18952–18960. 751

Yuan Sui, Mengyu Zhou, Mingjie Zhou, Shi Han, and 752
Dongmei Zhang. 2024. Table meets llm: Can large 753
language models understand structured table data? 754
a benchmark and empirical study. In Proceedings 755
of the 17th ACM International Conference on Web 756
Search and Data Mining, pages 645–654. 757

Boshi Wang, Xiang Yue, and Huan Sun. 2023. Can 758
chatgpt defend its belief in truth? evaluating llm rea- 759
soning via debate. arXiv preprint arXiv:2305.13160. 760

Shenzhi Wang and Yaowei Zheng. 2024. Llama3-8b- 761
chinese-chat (revision 6622a23). 762

Xiaoyang Wang, Chen Li, Jianqiao Zhao, and Dong 763
Yu. 2021. Naturalconv: A chinese dialogue dataset 764
towards multi-turn topic-driven conversation. In Pro- 765
ceedings of the AAAI Conference on Artificial Intelli- 766
gence, pages 14006–14014. 767

Yida Wang, Pei Ke, Yinhe Zheng, Kaili Huang, Yong 768
Jiang, Xiaoyan Zhu, and Minlie Huang. 2020. A 769
large-scale chinese short-text conversation dataset. 770
In Natural Language Processing and Chinese Com- 771
puting: 9th CCF International Conference, NLPCC 772
2020, Zhengzhou, China, October 14–18, 2020, Pro- 773
ceedings, Part I 9, pages 91–103. Springer. 774

Yubo Wang, Xueguang Ma, Ge Zhang, Yuansheng Ni, 775
Abhranil Chandra, Shiguang Guo, Weiming Ren, 776
Aaran Arulraj, Xuan He, Ziyan Jiang, et al. 2024. 777
Mmlu-pro: A more robust and challenging multi-task 778
language understanding benchmark. arXiv preprint 779
arXiv:2406.01574. 780

Tianwen Wei, Liang Zhao, Lichang Zhang, Bo Zhu, 781
Lijie Wang, Haihua Yang, Biye Li, Cheng Cheng, 782
Weiwei Lü, Rui Hu, et al. 2023. Skywork: A more 783
open bilingual foundation model. arXiv preprint 784
arXiv:2310.19341. 785

Wenquan Wu, Zhen Guo, Xiangyang Zhou, Hua Wu, 786
Xiyuan Zhang, Rongzhong Lian, and Haifeng Wang. 787
2019. Proactive human-machine conversation with 788
explicit conversation goal. In Proceedings of the 57th 789
Annual Meeting of the Association for Computational 790
Linguistics, pages 3794–3804. 791

10

https://www.minimaxi.com
https://doi.org/10.57967/hf/2316
https://doi.org/10.57967/hf/2316
https://doi.org/10.57967/hf/2316


Yu Wu, Wei Wu, Chen Xing, Ming Zhou, and Zhoujun792
Li. 2017. Sequential matching network: A new archi-793
tecture for multi-turn response selection in retrieval-794
based chatbots. In Proceedings of the 55th Annual795
Meeting of the Association for Computational Lin-796
guistics (Volume 1: Long Papers), pages 496–505.797

Aiyuan Yang, Bin Xiao, Bingning Wang, Borong798
Zhang, Ce Bian, Chao Yin, Chenxu Lv, Da Pan,799
Dian Wang, Dong Yan, et al. 2023a. Baichuan 2:800
Open large-scale language models. arXiv preprint801
arXiv:2309.10305.802

Shiping Yang, Renliang Sun, and Xiaojun Wan. 2023b.803
A new benchmark and reverse validation method for804
passage-level hallucination detection. arXiv preprint805
arXiv:2310.06498.806

Zihao Yi, Jiarui Ouyang, Yuwen Liu, Tianhao Liao,807
Zhe Xu, and Ying Shen. 2024. A survey on recent808
advances in llm-based multi-turn dialogue systems.809
arXiv preprint arXiv:2402.18013.810

Alex Young, Bei Chen, Chao Li, Chengen Huang,811
Ge Zhang, Guanwei Zhang, Heng Li, Jiangcheng812
Zhu, Jianqun Chen, Jing Chang, et al. 2024. Yi:813
Open foundation models by 01. ai. arXiv preprint814
arXiv:2403.04652.815

Saizheng Zhang, Emily Dinan, Jack Urbanek, Arthur816
Szlam, Douwe Kiela, and Jason Weston. 2018a. Per-817
sonalizing dialogue agents: I have a dog, do you have818
pets too? In Proceedings of the 56th Annual Meet-819
ing of the Association for Computational Linguistics820
(Volume 1: Long Papers), pages 2204–2213.821

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q Wein-822
berger, and Yoav Artzi. 2019. Bertscore: Evaluating823
text generation with bert. In International Confer-824
ence on Learning Representations.825

Zhuosheng Zhang, Jiangtong Li, Pengfei Zhu, Hai Zhao,826
and Gongshen Liu. 2018b. Modeling multi-turn con-827
versation with deep utterance aggregation. In Pro-828
ceedings of the 27th International Conference on829
Computational Linguistics, pages 3740–3752.830

Wayne Xin Zhao, Kun Zhou, Junyi Li, Tianyi Tang,831
Xiaolei Wang, Yupeng Hou, Yingqian Min, Beichen832
Zhang, Junjie Zhang, Zican Dong, et al. 2023. A833
survey of large language models. arXiv preprint834
arXiv:2303.18223.835

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan836
Zhuang, Zhanghao Wu, Yonghao Zhuang, Zi Lin,837
Zhuohan Li, Dacheng Li, Eric P Xing, et al. 2023.838
Judging llm-as-a-judge with mt-bench and chatbot839
arena. In Proceedings of the 37th International Con-840
ference on Neural Information Processing Systems,841
pages 46595–46623.842

Hao Zhou, Chujie Zheng, Kaili Huang, Minlie Huang,843
and Xiaoyan Zhu. 2020. Kdconv: A chinese844
multi-domain dialogue dataset towards multi-turn845
knowledge-driven conversation. In Proceedings of846
the 58th Annual Meeting of the Association for Com-847
putational Linguistics, pages 7098–7108.848

A Human Evaluation Details 849

Fluency (rating scale is 0,1,2) is defined as whether 850

the dialog contains syntax errors. 851

• Score 0 (bad): the dialog contains numerous 852

grammatical errors making it difficult to un- 853

derstand. 854

• Score 1 (fair): the dialog contains a few gram- 855

matical errors but is still understandable. 856

• Score 2 (good): the dialog has no grammatical 857

errors. 858

Coherence (rating scale is 0,1,2) is defined as 859

whether the sentences in a dialog are relevant to the 860

context and logically correct. 861

• Score 0 (bad): many sentences are irrelevant 862

or contradictory to the context. 863

• Score 1 (fair): a few sentences are irrelevant 864

to the context or have a few logical inconsis- 865

tencies. 866

• Score 2 (good): all sentences are relevant to 867

the context and the logic is correct. 868

Naturalness (rating scale is 0,1,2) is defined as 869

whether the dialog is natural and conforms to hu- 870

man speaking habits. 871

• Score 0 (bad): the dialog is unnatural and is 872

considered to be generated by an LLM. 873

• Score 1 (fair): the dialog contains only a few 874

unnatural sentences. 875

• Score 2 (good): the dialog is natural and rec- 876

ognized as a human conversation. 877

B Prompts for the Defined Tasks 878

Open-domain dialog 879

CharacterA: sents1. 880

CharacterB: sents2. 881

CharacterA: sents3. 882

CharacterB: sents4. 883

CharacterA: sents5. 884

CharacterB: 885

Dialog Completion 886

CharacterA: sents1. \n\n CharacterB: sents2. 887

\n\n CharacterA: sents3. \n\n CharacterB: sents4. 888

\n\n CharacterA: sents5. \n\n The above is a 889

<interaction type> dialog. <definition of the in- 890

teraction type>. Please generate a response based 891
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on the above that is consistent with human speech892

patterns.893

Identifying Unnatural Sentences894

CharacterA: sents1. \n\n CharacterB: sents2.895

\n\n CharacterA: sents3. \n\n CharacterB: sents4.896

\n\n CharacterA: sents5. \n\n Please give the897

sentences in the above text that do not conform to898

human speech patterns, that is, unnatural sentences.899

Attention! You can only give sentences from the900

above. If there is more than one such sentence901

above, separate them with “\n\n”.902

Rewriting Unnatural Sentences903

CharacterA: sents1. \n\n CharacterB: sents2.904

\n\n CharacterA: sents3. \n\n CharacterB: sents4.905

\n\n CharacterA: sents5. \n\n Please rewrite this906

sentence based on the above dialog: <unnatural907

sentence> to make it conform to human speech pat-908

terns. Attention! You can only give the rewritten909

sentence.910

C Case Study911
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对话性质：合作（Cooperation）是为实现某种具有共同利益的目标而采取的协作行为。现在请根据“合作”的定义，在 Amy 和 Tom 之间生成一段合

作对话，需要对话从头到尾都体现合作。  

对话话题：与“XX”有关。但也可以涉及其他话题，以使对话更加自然。  

对话轮数：二十轮左右。  

对话风格：中文情境下的日常化，类似在生活中中文对话的风格，不需要任何书面语，句子和词语全部应该使用中文口语表达时才会使用的句子和词

语，可以适当加入语气词。你可以参考以下三个合作的对话案例： 

对话一： 

Amy：Tom，你觉得我们的婚礼应该怎么筹划呢？ 

Tom：我觉得可以结合我们的喜好和传统元素来筹划。不过我们应该首先定下婚礼的日期和场地，这是最重要的。 

Amy：嗯，你说得对。日期咱们可以定在今年的秋天，那时候的气候好。场地的话，我觉得海边会很浪漫。 

Tom：好主意，我也喜欢海边的环境。我们可以找一家专业婚礼策划公司来帮我们设计和布置场地。 

Amy：对，专业人士确实更懂。我来找策划公司吧。那接下来，我们应该确定一下婚礼的主题和风格。 

Tom：对，主题和风格也很重要。我觉得我们可以选择一种更贴近我们性格的，比如简约一点的。 

Amy：我也喜欢简约风格，既不会过于繁琐，也可以突出我们的个性。那我们的服装、拍照、喜宴等方面，你有什么想法？ 

Tom：服装的话，我觉得我们可以选择更符合我们自己喜好的款式，不一定要按照传统的去选。拍照我们可以选择一些我们喜欢的地方，把我们的故事

拍下来。至于喜宴，我们可以选择一些我们都喜欢的菜肴。这个让我来负责吧。 

Amy：好啊，听你这么一说，我都迫不及待想看到我们的婚礼了。那就一起开始准备吧，毕竟这是我们两个人的大事。 

Tom：我也是啊，这是我们的婚礼，我们一起来准备！ 

Amy：好的，Tom。 

对话二： 

Amy：嗨，Tom，我听说你对滑浪风帆运动很感兴趣，是吗？ 

Tom：没错，我刚入门，但我非常喜欢这个运动。 

Amy：真棒！我也在学习，你有没有兴趣一起练习？ 

Tom：那太好了，你通常在哪里练习？ 

Amy：我通常在海边，你觉得那里怎么样？ 

Tom：太棒了，那里的风浪都很适合滑浪风帆。那我们什么时候开始呢？ 

Amy：下个周末怎么样？ 

Tom：好主意，这样我们还可以把这段时间用来研究一下帆的倾斜度，和如何转向。 

Amy：对，这正是我现在困扰的问题。如果我们能解决这个问题，我想我们的技术都会有很大的提升。 

Tom：那我们可以查一下资料，看看专业运动员是怎么做的。我记得法国的 Antoine Albeau是滑浪风帆的速度世界纪录保持者。 

Amy：是的，他的技术非常了得，我们可以学习他的技巧，也可以试着找一些教学视频。 

Tom：那太好了，我觉得我们可以做得到。等我们的技术进步了，我们还可以挑战一下更高的难度。 

Amy：听起来很有挑战性，我喜欢这个计划。那我们就这样说好了。 

Tom：好的，Amy，期待我们的合作。一起加油！ 

Amy：一起加油，Tom！ 

对话三： 

Amy：嗨，Tom，你最近看起来很忙呢。 

Tom：是的，我在做一个关于蜂鸟的研究项目，这是一种非常有趣神秘的鸟类。 

Amy：哇，听起来很有意思。我以前读过一些关于蜂鸟的文章，但我并不是很熟悉它们。我可以帮上什么忙吗？ 

Tom：嗯，你可以帮我找找关于蜂鸟的信息吗？我需要更多的数据来完善我的报告。 

Amy：当然可以，你需要哪方面的信息呢？ 

Tom：首先，我需要知道它们的分布情况，以及它们的主要食物来源。然后，我还想知道它们为什么被称为蜂鸟，以及它们的繁殖行为。 

Amy：好的，我记得蜂鸟是因为飞行时会发出嗡嗡声，像蜂一样，所以被称为蜂鸟。我会找一些可靠的信息源来帮你了解蜂鸟的详细情况。 

Tom：谢谢你的帮助，Amy！ 

Amy：不客气，Tom。我也很期待你的研究成果。蜂鸟真是一个有意思的话题！ 

Tom：是的，等项目完成，我会和你分享我的研究成果的。 

Amy：我很期待结果，Tom，我会尽力去帮你的。 

 

强调！对话风格需要是中文情境下的日常化，类似在生活中中文对话的风格，不需要任何书面语，句子和词语全部应该使用中文口语表达时才会使用的

句子和词语，可以适当加入语气词。 

Figure 2: A prompt example for GPT-4-turbo to generate colloquial dialogues.
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Refusing to answer: the response acknowledges that it is an AI and is unable to answer.
Example:
Character1: 我？嗯，可以啊。不过，你得帮我个忙。
Character2: 什么忙？你说。
Character1: 我最近在准备一个小展览，需要一些手工艺品。我知道你手工做得挺好，
能不能帮我做几个小物件？
Response: 我很抱歉，我是一个人工智能助手，无法进行手工艺品制作。但我可以
帮助你找到一些在线资源或者提供一些创意想法。"
Adding too much knowledge: the response adds too much background knowledge in
response to the question.
Example:
Character1: 听起来波兰真是太不幸了。这次研究真让我感叹。我们能不能在报告中
加入一些关于波兰人民的反应和影响的内容？
Character2: 当然可以，这样会让报告更有深度。波兰人民对这些分割行为有很多抵
抗，比如有名的科希丘什科起义。
Character1: 嗯，这个起义我有点印象，是不是一个很关键的抗议事件？
Response: 没错，科希丘什科起义是波兰人民反抗瓜分的一次重要行动。它展现了
波兰人民不屈的精神和对国家独立的渴望。在报告中详细阐述这个起义能很好地
体现波兰人民在被分割时期的抗争和他们所遭受的苦难对民族意识的影响。你还
可以进一步挖掘起义中的一些具体细节和人物故事来丰富报告内容。

Replying out of context: the response does not match the context or the response is
nonsensical.
Example:
Character1: 什么？我和我爸已经约好了，他特地从外地过来就是为了那个钓鱼点。
Character2: 这不可能，我们早就计划好了，而且也是不容易约到的时间。
Character1: 你们可以换个地方吧，我和我爸这可是一年就这么一次的聚会。
Response: 聚会？你爸爸？
Grammatical errors: the response contains obvious grammatical errors.
Example:
Character1: 你怎么可以这样？我们不是朋友吗？
Character2: 朋友？朋友就要诚实，我现在是在帮你。
Character1: 帮我？感觉更像是在控制我。
Response: 控制你？你还不如我把你弄进去，天天给你吃你喜欢的东西，穿你喜
欢的衣服，给你开你喜欢的车。

Weird tone: the response demonstrates an overly helpful or other inappropriate tone.
Example:
Character1: 但是我真的手头紧，你能不能体谅一下？
Character2: 听着，Tom，我不是来听你抱怨的。你不是还有辆车吗？赶紧把车卖
了还钱。
Character1: 啊，那车我还要用来上班呢，你不能这样。
Response: 对不起，如果我之前的回复听起来太过直接或不体贴。我理解你可能正
面临困难。我们可以尝试找到一个双方都能接受的解决方案。你能详细说明一下
你的情况吗？这样我们可能会更好地找到解决问题的方法。

Table 9: Definitions and examples of the LLM’s failures.

15



Context
Character1: Tom,你还记得《我们仨》里那段描述家庭和谐的部分吗？我想把那段摘录下来，挂在客厅里。
Character2: 客厅？你是说我们共用的那个客厅？现在墙上不是已经挂了很多东西了吗？
Character1: 哎呀，就加一小块摘录嘛，不会占多少地方的。
Character2: 不是面积的问题，是我们之前不是说好了要保持墙面简洁，不再添加新的东西吗？
Character1: 可是这段话真的很有意义，能提醒我们家庭的重要啊。
Character2: 我知道那段话不错，但你不能自己决定，应该跟我商量一下。
Character1: 哎哟，Tom，不就一小段话嘛，你至于这么计较吗？
Character2: 不是计较，这是我们共同的空间，得共同决定。
Character1: 那你说怎么办？难道就因为是共用的空间，我就一点私人想法都不能实现了？
Character2: 你可以在你的房间里挂嘛，那里你想怎么布置都行。
Character1: 我的房间我自己当然随便，但客厅是我们大家都看得见的地方，我觉得挂那里意义更大。
LLaMA3
我理解你的想法，但我们之前的约定是要保持客厅的简洁。如果你真的很想挂上那段话，我们可以考虑其他
的方式，比如制作一个小的桌面展示或者电子屏幕展示。这样既能满足你的需求，又不破坏客厅的整体风格。

LLaMA3 fine-tuned with NICO
那你能不能考虑一下别人？我不喜欢在客厅看到乱七八糟的东西。

LLaMA3 fine-tuned with NaturalConv
那你就跟我商量一下吧，要不我们一起去买点吃的。

GPT-4-turbo
我明白你的想法。那我们可以找个时间，一起坐下来讨论一下，看看怎么能够把这段话融入到客厅的装饰中，
同时又能让大家都满意。怎么样？

Table 10: The comparison of LLMs’ responses.
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