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Figure 1: Overview of MMIG-Bench. We present a unified multi-modal benchmark which contains
1,750 multi-view reference images with 4,850 richly annotated text prompts, covering both text-only
and image-text-conditioned generation. We also propose a comprehensive three-level evaluation
framework: low-level of artifacts and identity preservation, mid-level of VQA-based Aspect Matching
Score, and high-level of aesthetics and human preferences—delivers holistic and interpretable scores.

Abstract

Recent multimodal image generators such as GPT-40, Gemini 2.0 Flash, and
Gemini 2.5 Pro excel at following complex instructions, editing images and main-
taining concept consistency. However, they are still evaluated by disjoint toolkits:
text-to-image (T2I) benchmarks that lacks multi-modal conditioning, and cus-
tomized image generation benchmarks that overlook compositional semantics
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and common knowledge. We propose MMIG-Bench, a comprehensive Multi-
Modal Image Generation Benchmark that unifies these tasks by pairing 4,850
richly annotated text prompts with 1,750 multi-view reference images across 380
subjects, spanning humans, animals, objects, and artistic styles. MMIG-Bench
is equipped with a three-level evaluation framework: (1) low-level metrics for
visual artifacts and identity preservation of objects; (2) novel Aspect Matching
Score (AMS): a VQA-based mid-level metric that delivers fine-grained prompt-
image alignment and shows strong correlation with human judgments; and (3)
high-level metrics for aesthetics and human preference. Using MMIG-Bench, we
benchmark 17 state-of-the-art models, including Gemini 2.5 Pro, FLUX, Dream-
Booth, and IP-Adapter, and validate our metrics with 32k human ratings, yielding
in-depth insights into architecture and data design. Resources are available at:
https://hanghuacs.github.io/MMIG-Bench/

1 Introduction

With the rapid progress in foundational image generation systems, a diverse range of models has
emerged at the forefront of research and application. These include commercial models such as
GPT-40 [45] and Gemini 2.0 Flash, as well as open-source models like FLUX [32]], Hunyuan-DiT
[37], Emu3 [69]], and DreamO [44]). Currently, the community primarily evaluates them with separate
toolkits: text-to-image (T2I) benchmarks that focus on compositionality and world knowledge; and
customized generation benchmarks that emphasize identity preservation of the reference images.
However, fine-grained semantic alignment and compositional reasoning included in the T2I evaluation
are equally critical for the customization task; conversely, providing reference images with text
enhances the flexibility and also broadens the expressive scope of generation—enabling style transfer
and other capabilities that pure T2I tasks does not contain. Therefore there is a pressing need for
a comprehensive and unified benchmark that treats multi-modal input (both text and image) as an
integrated entity.

To be more specific, early T2I benchmarks (e.g., PartiPrompts, Gecko) are large sparsely labelled,
typically assigning only a single category per prompt. Recent benchmarks (T2I-CompBench++
[24], GenEval [11], GenAI-Bench [34]], T2I-FactualBench [26]]) incorporate dense tags, evaluating
nuanced aspects of generated images such as compositionality, common sense, and world knowledge.
However, they focus on evaluating generators only conditioned on text, and thus are limited in
evaluating newer multi-modal generation models with both images and text as input, such as GPT-40
and Gemini 2.0 Flash. Customization benchmarks [6, 48] are still scarce, most are tiny and lack
enough multiview reference images. In addition, the evaluation metrics in T2I benchmarks mostly
score prompt following, overlooking visual fidelity. Customization benchmarks often rely on trivial
approaches to assess semantic alignment or identity preservation, lacking fine-grained and effective
metrics.

To address these issues, we build the first comprehensive multi-modal benchmark MMIG-Bench for
image generation. we summarize our contributions below and illustrate them in Fig. [I|and Fig. 2]

* Unified task coverage and multi-modal input. We collect over 380 groups (animal, object, human,,
and style) comprising 1,750 multiview object-centric images enabling rigorous reference-based
generation. We also construct 4,850 richly annotated prompts across compositionality (attributes,
relations, objects, and numeracy), style (fixed pattern, professional, natural, human-written), realism
(imaginative) and common sense (comparisons, negations). The proposed benchmark provides
future research with the flexibility to conduct any image generation task.

* Three-level evaluation suite. We propose a multilevel scoring framework for comprehensive
evaluation. (1) Low-level metrics assess visual artifacts and identity preservation of objects; (2)
At mid-level, we propose the Aspect Matching Score (AMS) : a novel VQA-based metric that
captures fine-grained semantic alignment, showing strong correlation with human perception; (3)
high-level metrics measure aesthetics and human preferences. This multi-level framework expands
T2I evaluation beyond prompt adherence and provides customized generation the nuanced semantic
assessment it lacks.


https://hanghuacs.github.io/MMIG-Bench/

We validate our metrics with 32k human ratings and benchmark 17 state-of-the-art models, offering
design insights on architecture choices and data curation. We will release MMIG-Bench and the
evaluation code to accelerate future research on multi-modal generation.

2 Related Work

2.1 Text-to-Image Generation

Recent advancements in text-to-image generation have significantly enhanced models’ visual syn-
thesis capabilities [[15 [16} [S8H60L [78H80L 43| 142} [81]]. FLUX.1-dev [32] employs a rectified flow
transformer integrated with 3D modeling, enabling precise compositional control. Hunyuan-DiT
[37] advances diffusion transformers with multilingual support and multimodal dialogue, enhancing
caption accuracy. Lumina-Image 2.0 [52]] prioritizes efficiency through unified architectures and
progressive training, achieving scalability with compact models. Photon-v1 [50] specifically targets
photorealism, effectively rendering challenging visual elements. PixArt-X [3] innovates with attention
mechanisms, achieving ultra-high-resolution generation. Stable Diffusion variants, including SDXL
[51]] and SD3.5 [[7], leverage advanced multimodal conditioning to enhance image quality and textual
fidelity. Janus Pro [4] offers superior multimodal stability through optimized training and extensive
datasets. Finally, CogView4 [85], with its large-scale parameters, sets benchmarks in visual fidelity
and resolution, highlighting ongoing innovation in generative image synthesis.

2.2 Customized Image Generation

Customized image generation techniques have significantly advanced, enabling precise, context-
specific visual content [/0]. DreamBooth [54] and HyperDreamBooth [56] established robust
frameworks for efficient subject-driven fine-tuning from minimal references. Methods like Imagic
[27] and Textual Inversion [[10] embed new concepts into pretrained models for semantic editing
without extensive retraining. InstantBooth [S7] and GroundingBooth [74] streamline personalization,
reducing computational costs and training time. With the recent breakthroughs in large language
models (LMMs) (64,13} 11}, 182, 140,138}, |17]], multimodal models such as Kosmos-G [47], UNIMO-G
[36], and Emu3 [69]] expand personalization capabilities through multimodal integration and semantic
understanding. BLIP-Diffusion [35] and IP-Adapter [[76] enhance visual grounding between textual
prompts and personalized features. InstantID [67] specializes in identity-aware personalization with
high-fidelity identity preservation. Recently, Personalize Anything [8] and DreamO [44] have further
advanced the field, enabling versatile, contextually adaptive image synthesis.

2.3 Benchmarks and Metrics for Image Generation

Recent benchmarks and metrics comprehensively evaluate generative image models. DreamBench++
[48] and GenAlI-Bench [34] systematically assess generative Al across diverse tasks, while Par-
tiPrompts [77] and Gecko [71] provide specialized datasets for prompt-based generation fidelity.
T2I-CompBench and T2I-CompBench++ [24] target compositional complexity and context under-
standing. DPG-Bench [18]] focuses on perceptual metrics, whereas GenEval [[11]] and HEIM [33]]
offer robust frameworks for systematic comparison. Q-Eval-100K [84] and T2I-FactualBench [26]
specifically evaluate factual consistency and quality alignment. Additionally, LMM4LMM [[65]] as-
sesses multimodal language models for image generation, and EvalMuse-40K [14] provides extensive
benchmarking of image quality and model performance.

3 Data Curation

3.1 Overview

Multi-modal image generation commonly involves both reference images and text prompts as inputs.
Accordingly, our benchmark’s data collection is structured into two components: grouped image
collection and text prompt generation (as shown in Fig. [3). We begin by extracting entities from
prompts used in existing text-to-image (T2I) benchmarks (such as [33] 34} [71])). After collecting over
2,000 distinct entities, we retain the 207 most frequent entities for subsequent use.
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Figure 2: Statistics of the tags in MMIG-Bench. Top-left: Data distribution of compositional
categories and high-level categories for text in T2I task. Botfom-left: Data distribution of text prompts
in customization task. Right: Statistics of classes for the reference images.

3.1.1 Prompting GPT for Text Prompt Generation

To enable scalable and diverse prompt generation, we use GPT-40 with several predefined instruction
templates, as illustrated in Fig.[3] By providing entities and instruction templates as inputs, we
generate a total of 4,350 synthetic prompts covering both tasks. Furthermore, we manually select
500 human-written prompts from prior work [9} 34]]. To ensure broad coverage of semantic aspects,
we organize prompts into two main categories: compositional and high-level. The compositional
category includes five sub-categories: object, counting, attribute, spatial relations (e.g., next to,
atop, behind), and complex relations (e.g., pour into, toss, chase). The high-level category contains
seven sub-categories, including style (fixed pattern, natural, professional, human-written), realism
(imaginative), and common sense (negation, comparison).

To better control the aspects, style, and structure of the prompts, we design eight instruction
templates, using the T2I task as an example. When prompts require compositionality and adherence
to a specific structure, we use the following format: “[scene description (optional)] +
[number] [attribute] [entityl] + [interaction (spatial or action)] + [number
(optional)] [attribute] [entity2]”. For prompts to resemble natural, human-written lan-
guage, a more flexible instruction is used: “Please generate prompts in a NATURAL format.
It should contain one or more "entities / nouns", (optiomnal) "attributes

/ adjective" that describes the entities, (optional) "spatial or action
interactions" between entities, and (optional) "background description”. The
full set of templates is provided in the Appendix.

To ensure the quality and safety of the generated prompts, we further filter out toxic or low-quality
content (see Sec.[3.4), and utilize FineMatch [22]] to generate dense labels (see Sec.[3.3.1)), making
the dataset more flexible and suitable for research applications.

3.2 Collecting Grouped Subject Images

Grouped reference images which are object-centric and realistic are usually missing from the previous
benchmarks. However, multiple reference images have proven effective across various tasks, including
image customization [30, 154, [86]), video generation [28]] and 3D reconstruction [66]. To address this
gap, we collect a large set of grouped reference images.

The target objects are selected from the 207 common entities we previously identified. We employ
annotators to curate grouped object images from Pexels [49] following these guidelines: (1) each
group contains 3—5 images of the same object; (2) within each group, the object appears in varying
poses or views; and (3) objects with complex logos or textures are prioritized. Additionally, we
collect artistic images in 12 styles (e.g., sketch, low-poly, oil painting) to support style transfer tasks.

In total, we collect 1,750 images across 386 groups, covering four main categories—animals, humans,
objects, and styles—as shown in Fig. [2] (right). To ensure quality, we apply filtering and cropping to
remove unrelated content from the images. Based on the entities in the collected images, we generate
corresponding text prompts using the aforementioned procedure.
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Figure 3: Our data curation pipeline for multi-modal image generation benchmarking. We begin by
extracting 207 frequent entities from public T2I datasets. Using these entities, we generate diverse
prompts with GPT-40 by prompting it with a set of carefully designed instruction templates, which
control the structure and style of the prompts (left). Simultaneously, we collect grouped reference
images for each entity from free stock sources, with human annotators selecting 3—5 object-centric
images per group that vary in pose or view (right). We further collect artistic images in 12 visual
styles to support style transfer. The resulting dataset includes high-quality, structured text-image
pairs for both T2I and customization.

3.3 Data Curation for Mid-Level Evaluation

The goal of mid-level evaluation is to analyze the text-image alignment in fine-grained aspects,
enabling more interpretable assessment on the generated details. To this end, we follow FineMatch
[22] to analyze the fine-grained text-image alignment from the perspective of Object, Relation,
Attribute, and Counting. We conduct specific data curation for these aspects by first using GPT-40
to extract all the aspect-related phrases from input prompts and then using in-context learning to
prompt GPT-40 to generate the corresponding QA pairs.

3.3.1 Prompt Parsing

We follow FineMatch [22] to curate aspect phrases from text prompts, employing GPT-4o for aspect
graph parsing due to its superior compositional parsing capabilities. Specifically, GPT-4o is guided
by explicit instructions and in-context examples to accurately extract and categorize phrases into four
categories: objects, relations, attributes, and counting queries.

3.3.2 QA Pair Generation

Following the prior VQA-based evaluation frameworks [15, [19-21}, 23} |39} 162, [75]], we proceed to
generate high-quality question-answer (QA) pairs corresponding to each aspect phrase. Initially,
domain experts manually curate a set of exemplar QA pairs for each category (Object, Relation,
Attribute, Counting). These manually curated QA pairs serve as contextual examples in the subsequent
in-context learning phase. GPT-4o is then prompted with these examples to generate a comprehensive
set of QA pairs for the extracted aspect phrases, ensuring alignment with the fine-grained evaluation
dimensions. This automated generation process is iteratively refined by adjusting instructions and
examples based on preliminary outputs to improve coverage, clarity, and consistency.



3.4 Human Verification

To guarantee dataset quality, interpretability, and reliability, we engage trained human annotators in a
structured verification process. Annotators perform multiple quality assurance tasks, including: @
Toxicity and Appropriateness Filtering: Annotators screen generated QA pairs for toxic, offensive,
or inappropriate content, ensuring ethical compliance and usability in research settings.® QA Pair
Correction and Validation: Each QA pair generated by GPT-40 undergoes meticulous human
validation to confirm the logical coherence, accuracy, and relevance to the original aspect phrase.
Annotators refine ambiguous questions, corrected factual inaccuracies, and ensure precise correspon-
dence between questions and answers. ® Aspect Phrase Refinement: Extract aspect phrases were
scrutinized and refined for linguistic clarity and semantic precision. Annotators review each phrase
to ensure they correctly and comprehensively represent the intended compositional aspects (Object,
Relation, Attribute, Counting).

After these rigorous human verification steps, we obtain a high-quality dataset consisting of 28,668
(16,819 for T2I tasks and 11,849 for Customization tasks) validated QA pairs, explicitly designed to
support detailed analyses of fine-grained text-image alignment.

4 Proposed Metrics - MMIG-Bench

4.1 Low-Level Evaluation Metrics

The goal of low-level evaluation is to assess artifacts in the generated images and to evaluate the
low-level feature similarity between the generated images and the prompt, as well as between the
generated images and the reference images. To achieve this, we leverage previous evaluation metrics:

o CLIP-Text [53]]: measures the semantic alignment between the generated image and input prompt;
e CLIP-Image, DINOV2 [46]], and CUTE [29]: measures identity preservation;

* PAL4VST [83]: measures the amount of generative artifacts using a segmentation model.

These metrics collectively provide a comprehensive assessment of the visual quality and consistency.
4.2 Mid-Level Evaluation Metrics

The goal of mid-level evaluation is to assess the fine-grained semantic alignment of generated images
with text prompts. We use the collected QA pairs corresponding to the four aspects (as described in
Section [3.3) to design a new interpretable evaluation framework, Aspect Matching Score (AMS).

4.2.1 Aspect Matching Score

Formally, given a prompt P, we extract a set of n aspect phrases { A1, Aa, ..., A, } and generate a
corresponding set of VQA pairs {(Q1, Ans1), (Q2, Ansa), ..., (Qn, Ans,)}. These questions are
designed to probe whether the generated image I faithfully reflects the semantics of each aspect.

To compute the alignment score, we use Qwen2.5-VL-72B [2]] to answer each question ; based on
the generated image I, resulting in predicted answers { Ansy, Anss, ..., Ans, }. We then compare
each prediction Ans; with the ground truth answer Ans; to assess correctness. We define the Aspect
Matching Score as the proportion of correctly answered VQA questions:
1< .
AMS(I,P) = — 1(Ans; = Ans;), 1

(I,P) - l:zl (Ans ns;) (H
where 1(+) is an indicator function that returns 1 if the predicted answer exactly matches the ground
truth and O otherwise.

AMS provides a direct and interpretable measure of how well the generated image aligns with each
semantic component of the prompt. A higher AMS indicates better fine-grained alignment, capturing
failures that coarse-level metrics often miss.

4.3 High-Level Evaluation Metrics

The goal of high-level evaluation is to evaluate image aesthetics and human preference in the generated
images. To achieve this, we leverage previous evaluation metrics, such as Aesthetic, HPSv2 and



PickScore. These metrics offer a comprehensive assessment of the visual appeal and alignment with
human preferences in the generated outputs.

5 Experiments

Table 1: Quantitative comparison is conducted across images generated by 12 different text-to-image
models using 2,100 well-designed prompts. Most models generate images at the default resolution
of 1024 x 1024, except for the two autoregressive models, which produce outputs at 384 x 384,
and GPT-40 and Gemini-2.0-Flash produce images with variable, non-fixed resolutions. 1 indicates
higher is better and | indicates lower is better. The best and second-best results are in bold and
underlined, respectively.

Low Level | Mid Level | High Level
Method CLIP-Tt PAL4VST| | AMSt Human?t | Aesthetict HPSv271 PickScore 1
Diffusion Models
SDXL [51] 33.529 14.340 79.08 72.29 6.337 0.277 0.120
Photon-v1 [50] 33.296 2.947 77.12 69.49 6.391 0.284 0.088
Lumina-2 [52] 33.281 15.531 84.11 73.18 6.048 0.287 0.116
HunyuanDit-v1.2 [37] 33.701 8.024 83.61 74.89 6.379 0.300 0.144
Pixart-Sigma-x12 [3] 33.682 9.283 83.18 76.65 6.409 0.304 0.165
Flux.1-dev [31] 33.017 2.171 84.44 76.44 6.433 0.307 0.210
SD 3.5-large [[7] 33.873 6.359 85.33 77.04 6.318 0.294 0.157
HiDream-11-Full [63] 33.876 1.522 89.65 83.18 6.457 0.321 0.450
Autoregressive Models
JanusFlow [41] 31.498 365.663 70.25 75.69 5.221 0.209 0.031
Janus-Pro-7B [4] 33.358 31.954 85.35 80.36 6.038 0.275 0.129
API-based Models
Gemini-2.0-Flash [12] 32.433 11.053 85.35 81.98 6.102 0.275 0.110
GPT-40 [43] 32.380 3.497 82.57 81.02 6.719 0.279 0.263

Table 2: Quantitative comparison is conducted across imagees generated by 9 different multi-modal
image generation models using 1,690 samples. Most models generate images 3 times per multi-modal
input except GPT-40 at the default resolution of 1024 x 1024, except for Blip Diffusion, which
produce outputs at 512 x 512, and GPT-40 produce images with variable, non-fixed resolutions. 1
indicates higher is better and | indicates lower is better. The best and second best results are in bold
and underlined, respectively.

Low Level | Mid Level | High Level
Method CLIP-T ¢ CLIP-I  DINOv2 1 CUTE 1 PAL4VST| | BLIPVQAT AMS1 | Aesthetict HPSv2T PickScore
Diffusion Models
BLIP Diffusion[35 26.137 80.286 26.232 69.681 56.780 0.247 41.59 5.830 0.213 0.032
DreamBooth [55 24.227 88.758 38.961 79.780 43.535 0.108 28.00 5.368 0.179 0.019
Emu2 [61 28.410 79.026 31.831 71.132 10.461 0.378 53.13 5.639 0.243 0.066
Ip-Adapter-XL |76 28.577 85.297 34.177 74.995 8.531 0.290 51.10 5.840 0.233 0.073
MS Diffusion [68! 31.446 77.827 23.600 71.306 4.748 0.496 71.40 5.979 0.271 0.143
UNO [72 31.439 75.194 23.079 65.808 3.060 0.539 67.94 6.156 0.271 0.087
RealCustom [25 31.596 73.236 22.678 67.132 2,517 0.533 63.77 6.133 0.291 0.094
OmniGen [73 33.178 72327 21.380 56.666 2.908 0.588 73.52 6.086 0.296 0.152
API-based Models
GPT-4o [43 | 33.527 75.152 25.174 64.776 1.973 | 0.672 90.90 |  6.368 0.289 0.550

5.1 Human Evaluation

To evaluate the semantic preservation of state-of-the-art generation models and compare the human
correlation of VQA-based metrics, we conduct five user studies. We assess 12 text-to-image (T2I)
models across five aspects: attribute, relation, counting, object, and general prompt following. For
each of the first four aspects, 150 prompts are randomly selected; for the last, 300 prompts are used.
In each study, users are shown a prompt and a generated image, and asked to rate semantic alignment
on a 1-5 scale based on the target aspect (see Appendix for details). In total, we collect 32.4k ratings
from over 8,000 Amazon Mechanical Turk users. Results are reported in Table



Text Prompt

“A man and a woman
are relaxing with a child
among the trees.”

“On a sunny terrace by a
blooming garden, a soft
blanket is draped over a
weathered bench.”

“By a peaceful lakeside,
a vintage drum sits next
to a small blue chair.”

“A desk sits near a
computer while a curious
cat leaps onto it. "

“A marshmallow hovers
above a melting ice cube
as they spin in a lively,
graceful dance.”

“One boat glides swifily
across the lake, while
another boat remains
anchored at the dock.”

“A dog stands next to a
large wooden chair in a
bright kitchen.”

“A bag rests on a
polished wooden table
in a cozy café.”

“A hamburger on the
left of a shiny car rests
in a quiet driveway.”

Figure 4: A qualitative study of text-only (top) and text-image-conditioned (bottom) generation
methods on MMIG-Bench.



Table 3: Comparison of VQA-based metrics: BLIPVQA [26], VQ2 [75], DSG [3], and our AMS .

Method \ BLIPVQA {1 VQ21 DSG1T AMS?T \ Human 7
Diffusion Models
SDXL [51] 0.433 69.07 87.63 79.08 72.29
Photon-v1 [50] 0.440 66.84 86.26 77.12 69.49
Lumina-2 [52] 0.517 72.51 90.12 84.11 73.18
HunyuanDiT-v1.2 [37] 0.513 73.13 89.77 83.61 74.89
Pixart-Sigma-x12 [3] 0.521 71.51 89.69 83.18 76.65
Flux.1-dev [32] 0.511 71.41 83.33 84.44 76.44
SD 3.5-large [7] 0.525 73.28 91.41 85.33 77.04
HiDream-I1-Full [63] 0.572 75.09 92.43 89.65 83.18
Autoregressive Models
JanusFlow [41] 0.390 57.24 85.43 70.25 75.69
Janus-Pro [4] 0.530 67.41 92.15 85.35 80.36
API-based Models
Gemini-2.0-Flash [12] 0.495 72.01 92.93 85.40 81.98
GPT-4o [45] 0.497 70.34 89.99 82.57 81.02

5.2 Correlation of Automated Metrics with Human Annotations

To assess the alignment of automated metrics with human, we compute Spearman correlations against

human annotations. As shown in Table 3| our proposed AMS achieves the highest correlation
(p = 0.699), surpassing DSG (p = 0.692), VQ2 (p = 0.399), and BLIPVQA (p = 0.147). This
demonstrates the effectiveness of AMS as a reliable metric for compositional T2I evaluation.

5.3 Leaderboard

We compare the performance across state-of-the-art models in T2I task (Tab.[1)) and customization
task (Tab. Q]) using our multi-level evaluation framework. Based on the scores, we can derive the
following insights:

In T2I task: (1) Compared with diffusion models, autoregressive models (JanusFlow and Janus-Pro-
7B) perform significantly worse in visual quality, as they are more likely to generate artifacts, and
have the lowest aesthetic and human preference scores. (2) HiDream-11, the largest model with 17B
parameters, excels all the other generators; it takes advantage of rectified flow and the VAE from
FLUX.1-schnell. (3) FLUX.1-dev (the second largest model with 12B parameters) stands at the
second place for most metrics. (4) The performance of HiDream-11 and FLUX.1-dev suggests the
importance of scaling generative models. (5) Although GPT-4o is not the best model in all metrics, it
shows very robust generation abilities competitive to the best model in each category.

In customization task, we draw the following conclusions: (1) In most low-level metrics that
evaluates identity preservation, DreamBooth is the strongest model; its multi-view inputs and test-
time finetuning greatly enhances the identity learning. (2) GPT-40 cannot preserve the identity well,
this ability is even worse than some early models like Emu2 and the two encoder-based models
(BLIP Diffusion and IP-Adapter). (3) GPT-40 comes at the first place in visual quality and semantic
alignment. (4) RealCustom and Omnigen are often the second best in terms of generation quality.
However, they show an unsatisfactory ability on identity preservation.

5.4 Qualitative Analysis

We present qualitative results for multi-modal image generation in Fig.[d The top six rows illustrate
generations conditioned on text only; the bottom three rows show generations conditioned on both
image and text. Key observations are as follows:

In the T2I task, (1) Hunyuan-DiT-V1.2 struggles with entity generation, frequently missing objects,
duplicating them, or generating incorrect ones; (2) Pixart-Sigma-XL2 exhibits stronger visual artifacts
(e.g., around benches, chairs, and computers), consistent with its lower PAL4VST scores from Tab.
In customization task, (1) Non-rigid objects (e.g., dogs) tend to appear in more diverse poses; (2)
MS-Diffusion performs worst in preserving object identity, while DreamBooth performs best; This



highly aligns with the CLIP-I and DINOv2 scores in Tab. [2] (3) Despite its strength in identity
preservation, DreamBooth often fails to generate the correct scene, actions, or additional entities,
indicating poor compositional alignment.

6 Discussions and Conclusions

We present MMIG-Bench, the first benchmark to treat multi-modal image generation as a single
task rather than two disjoint tasks. We demonstrate that by pairing 1,750 multi-view reference
images with 4,850 densely annotated prompts, MMIG-Bench enables side-by-side evaluation of
pure text-to-image, image-conditioned customization, and every hybrid in between. The proposed
three-level evaluation framework provides a comprehensive, interpretable assessment that addresses
the evaluation gaps in both T2I and customization tasks. The evaluation metrics prove to be well
aligned with human preferences by comparing them with 32k human ratings across 17 state-of-the-art
models. The in-depth assessments of the image generators on our benchmark provide insights on
how the model capacity, model architecture, and other factors influence the image quality. One
limitation is that the human ratings do not yet cover visual quality; we plan to expand future studies
to such dimensions. We will publicly release the data, code, and leaderboard to encourage transparent
comparison and guide future advances in architecture design, data curation, and training strategy.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The empirical results and theory analysis support our claims in the abstract
and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We provide limitation discussion in conclsion.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer:
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Justification: No theory assumptions and proofs.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the code and data.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provide the code and data.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: This paper specifies all the training and test details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We provide the statistical significance of the experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the information in Appendix.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We provide the information in Appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA]
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We claim that the dataset is for research purpose only.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide a README file and the dataset structure is carefully organized.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Appendix

A.1 Qualitative Results of MMIG-Bench Data
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Figure 5: Word clouds of text prompts for the text-only generation (T2I) task (left) and the multimodal
generation task (right).

Figure[5] visually summarizes the prominent semantic elements in the benchmark prompts for text-only
(T2I) and multimodal generation tasks. The differentiation of the word clouds reflects task-specific
features of MMIG-Bench, emphasizing spatial and descriptive details in T2I tasks, while multimodal
tasks more frequently involve social and interactive scenarios.

A.2 Quantitative and Qualitative Results of AMS

Attributes Attributes
Counting Counting .
33.9% 31.6%
2.4% 0.1%
22.2% Relati
elations
26.3% S 46.1%
Objects _
Relations Objects
Text-only generation (12I) Task Multimodal generation Task

Figure 6: Aspect Distribution of the QA pairs of AMS.

Table 4: Aspect-level correlation (p) between AMS and human scores across four aspects.

Aspect | Objects T Relations +  Attributes © Counting 1 | Overall
Spearman p ‘ 0.469 0.909 0.601 0.839 ‘ 0.699

As depicted in Figure [] the distribution of aspect types differs notably between the text-only
generation (T2I) and multi-modal generation tasks. In the T2I setting, “Objects” dominate with
38.3%, while “Attributes” and “Relations” also constitute substantial proportions (33.9% and 25.4%,
respectively). In multi-modal generation, “Objects” and “Attributes” remain prominent (46.1% and
31.6%, respectively), but the relative proportion of “Relations” decreases significantly (22.2%). The

presence of “Counting” (0.1%) questions suggests this aspect is less frequent in the customized T2I
generation task.
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Figure 7: The AMS of different models on the text-only generation (T2I) task (left) and the multimodal
generation task (right).

Figure[7)presents a comparative analysis of aspect-wise AMS across different models on the text-only
generation (T2I) task and the multimodal generation task, highlighting their performance on four key
compositional dimensions: Objects, Relations, Attributes, and Counting. On the T2I task, large-scale
foundation models such as HiDream-I1, HunyuanDit-v1.2, and SD 3.5-large consistently achieve high
AMS scores across aspects, particularly excelling in Objects and Attributes. Specifically, HunyuanDit-
v1.2 demonstrates superior Counting performance, underscoring strong numerical understanding
in text-driven scenarios. In contrast, for the multimodal generation task, GPT-40 significantly
outperforms other diffusion-based models, particularly in complex compositional aspects such as
Relations and Counting, highlighting its robust capability in interpreting and synthesizing multimodal
inputs. Models like DreamBooth and BLIP-Diffusion show markedly weaker performances, especially
in Relations and Counting. These AMS-based comparisons effectively illustrate clear distinctions
in compositional understanding capabilities between text-only and multimodal generation settings,
emphasizing the metric’s sensitivity in capturing fine-grained model differences.

Table [ further provides quantitative evidence of AMS’s effectiveness: AMS achieves high Spearman
correlation with human judgment, particularly in the “Relations” (0.909) and “Counting” (0.839)
aspects. This indicates AMS reliably captures complex compositional semantics and aligns closely
with human evaluative standards, emphasizing its robustness as a metric for fine-grained image-text
alignment evaluation.

A.3 Experiments Compute Resources

We conduct our experiments on 8 Nvidia A100 GPUs.

A.4 Broader Impact

Multi-modal image generation has wide-ranging applications in areas such as creative design, virtual
reality, advertisement, and human-computer interaction. However, the powerful capabilities of these
models also pose potential risks, particularly in generating toxic, biased, or harmful visual content.
For instance, the human-centric images in our benchmark could be misused to produce misleading or
inappropriate material. MMIG-Bench aims to support fair and responsible research by providing a
diverse and high-quality dataset while actively mitigating these risks. To this end, we apply thorough
filtering to remove toxic, sensitive, or low-quality content from our benchmark. Nevertheless, we
encourage the community to consider ethical implications when developing and deploying such
models and benchmarks.
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A.5 Instruction Templates for Prompt Generation

We carefully design eight instruction templates to generate prompts that encompass composi-
tionality, common sense, and diverse stylistic variations. For example, the first template fol-
lows a fixed structure: [scene description] + [attribute] [entityl] + [interaction
(spatial or action)] + [attribute] [entity2], which guides GPT-4o to produce prompts
that include background context, objects, attributes, and relations. In later templates, we provide GPT-
40 with detailed instructions and examples to encourage the generation of prompts that are natural,
imaginative, professionally written, or that incorporate elements such as negation, comparison, and
numeracy.

Instruction Template for T2I Prompts Generation (fixed pattern)

Please generate natural sentences following a format of "[scene description] + [attribute][entity1]
+ [interaction (spatial or action)] + [attribute][entity2]"; follow the rules below:

1. "entity" should be common objects; e.g., chair, dog, car, lamp, etc. "entity2" is optional. Use
"{entity }" as entity1 here.

2. "attribute" should be an adjective that describes "shape / color / material / size / condition /
etc."

3. "interaction" should describe the relationship between "entityl" and "entity2". "spatial
interaction" can be "on the left of / on the right of / on / on top of / on the bottom of / beneath
/ on the side of / neighboring / next to / touching / in front of / behind / with / etc."; "action
interaction” can be any action happening between "entityl" and "entity2", such as "play with,
eat, sit, place, hold, etc."

4. "scene description” is the background where the entities appear. It can contain other objects.
It is optional.

5. The "interaction action" can be either in active or passive voice.

6. The order of these terms should not be fixed, as long as the sentence still looks natural. E.g.,
"scene description" can be put at the end.

Instruction Template for T2I Prompts Generation (natural)

Please generate prompts in a NATURAL format. It should contain one or more "entities /
nouns", (optional) "attributes / adjective" that describes the entities, (optional) "spatial or action
interactions" between entities, and (optional) "background description". Randomly ignore
one or more items from [attributes, interactions, background]. One of the entities should be
"{entity }".

Instruction Template for T2I Prompts Generation (unreal)

Please generate prompts in a NATURAL format. It should contain one or more "entities /
nouns", (optional) "attributes / adjective" that describes the entities, (optional) "spatial or action
interactions” between entities, and (optional) "background description". Note that:

1. Randomly ignore one or more items from [attributes, interactions, background].

2. The description should be imaginative. If imaginative, an example: "A robot and a dolphin
dancing under the ocean, surrounded by swirling schools of fish".

3. Avoid repeating sentences you’ve already generated.

A.6 Text-Image-Conditioned Dataset Overview

An overview of our comprehensive MMIG-Bench is shown in Fig.[8] Based on the 207 common
entities we curated, we collect 386 reference image groups, each containing 3—5 multi-view, object-
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Instruction Template for T2I Prompts Generation (professional)

Imagine that you are a professional designer, please write prompt for testing text-to-image
diffusion models. The prompts should look like natural sentences. Please do not include
descriptions about styles, such as "minimalism meets hygge vibes / editorial photoshoot style /
baroque detail / etc.". One of the entities/nouns should be "{entity}".

Instruction Template for T2I Prompts Generation (negation)

Please generate prompts in a NATURAL format. It should contain one or more "entities /
nouns", (optional) "attributes / adjective" that describes the entities, (optional) "spatial or action
interactions” between entities, and (optional) "background description”. Note that:

1. Randomly ignore one or more items from [attributes, interactions, background].
2. It should include the logic of "negation", such as the examples below:

"The girl with glasses is drawing, and the girl without glasses is singing.",

"In the supermarket, a man with glasses pays a man without glasses.",

"The larger person wears a yellow hat and the smaller person does not.",
"Adjacent houses stand side by side; the left one sports a chimney, while the right one has
none.",

"A tailless, not black, cat is sitting.",

"A smiling girl with short hair and no glasses.",

"A bookshelf with no books, only a single red vase.".

One of the entities/nouns should be "{entity}".

Instruction Template for T2I Prompts Generation (comparison)

Please generate prompts in a NATURAL format. It should contain one or more "entities /
nouns", (optional) "attributes / adjective" that describes the entities, (optional) "spatial or action
interactions" between entities, and (optional) "background description". Note that:

1. Randomly ignore one or more items from [attributes, interactions, background].
2. It should have the logic of "comparison", such as the examples below:

"In a magnificent castle, a red dragon sits and a green dragon flies.",

"A magician holds two books; the left one is open, the right one is closed.",

"One cat is sleeping on the table and the other is playing under the table.".

"A green pumpkin is smiling happily, while a red pumpkin is sitting sadly.",

One of the entities/nouns should be "{entity}".

Instruction Template for T2I Prompts Generation (counting)

Please generate prompts in a NATURAL format. It should contain one or more "entities /
nouns”, and "numeracy"” that describes the number of the entity.
Follow the six examples below:

1. four dogs played with two toys.

2. two chickens, four pens and one lemon.

3. Five cylindrical mugs beside two rectangular napkins.

4. three helicopters buzzed over two pillows.

5. Three cookies on a plate.

6. A group of sheep being led by two shepherds across a green field.
Avoid repeating sentences you’ve already generated.
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Instruction Template for T2I Prompts Generation (numeracy in fixed structure)

Please generate natural sentences following a format of "[scene description (op-
tional)] + [number][attribute][entityl] + [interaction (spatial or action)] + [number
(optional)][attribute][entity2]"; follow the rules below:

1. "entity" should be common objects; e.g., chair, dog, car, lamp, etc. "entity2" is optional. Use
"entity" as entity1 here.

2. "attribute" should be an adjective that describes "shape / color / material / size / condition /
etc."

3. "number" should be "two/three/four/..." before the attribute, indicating the number of entities.
It is optional for entity?2.

4. "interaction" should describes the relationship between "entityl" and "entity2". "spatial
interaction" can be "on the left of / on the right of / on / on top of / on the bottom of / beneath /
on the side of / neighboring / next to / touching / in front of / behind / with / and / etc."; "action
interaction" can be any action happening between "entityl" and "entity2", such as "play with,
eat, sit, place, hold, etc."

5. "scene description” is the background where the entities appear. It can contain other objects.
It is optional.

6. The "interaction action" can be either in active or passive voice.

7. The order of these terms should not be fixed, as long as the sentence still looks natural. E.g.,
"scene description” can be put at the end.

Prompt Template for Text Prompts Aspect Extraction

You need to analyze the query to a aspect graph that matches all the objects, relations
(e.g.,spatial relations, action, complex relation), attributes, and counting (number of objects).
Please ignore all the redundant phrases that are irrelevant to the contents of the image in the
query, for example, *a photo/picture of something, ’something in the background’ etc., should
not appear in the parsed graph.

Please also remove all the redundent aspects in the parsed graph. Here are some examples, if
there are no such aspect, you can use an empty list to represent:

For the counting information, please ignore the object numbers that less than 2 (<2).

Context:

A group of women is playing the piano in the room.
{’Objects’:[’"woman’,’room’],

’Other Relations’:["play piano’],

’Spatila Relations’:[’in, (the room)’],

> Attributes’:[],

’Counting’:[’a group of, (Non-specific quantity of woman)’]}

Two Chihuahuas run after a child on a bicycle.

{’Objects’:[’Chihuahua’, child’, bicycle’],

’Other Relations’:['runs after, (Chihuahua runs after child)’,’ride, (ride by the child)’],
’Spatila Relations’:[’on, (child on bicycle)’]

> Attributes’:[’Chihuahua, (Chihuahua is a breed of dog)’],

’Counting’:[Two (number of Chihuahua)]} }

A Delta Boeing 777 taxiing on the runway.
{’Objects’:[’Delta Boeing 777’ runway’],
’Other Relations’:["taxiing on, ( the runway)’],
’Spatial Relations’:[’on (plane on the runway)’],
’Attributes’:[’None’], ’Counting’:[]}

Please extrace all the aspects precisely!
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Prompt Template for AMS QA Pair Generation

Given an image and its corresponding caption, generate Visual Question Answering pairs that
assess the presence of specific objects, attributes, relations, and counting information in the
image.

The questions should be phrased naturally, appropriate, and reasonable. Input:

Caption: Two dogs are fighting over a red Frisbee that is bent in half. Target Elements:
{{"Objects": ["dog", "Frisbee"], "Relations": ["fighting over, (dogs fighting over Frisbee)"],
"Attributes": ["red, (color of Frisbee)", "bent in half, (condition of Frisbee)"], "Counting":
["two, (number of dogs)"]}}

Example Output (JSON):

{{"question": "Is there a dog in the image?", "answer": "Yes", "Aspect":’Objects’ } },
{{"question": "Is there a Frisbee in the image?", "answer": "Yes"," Aspect":’Objects’ } },
{{"question": "Are the dogs fighting over a Frisbee?", "answer": "Yes","Aspect":’Relations’} },
{{"question": "Is the Frisbee red?", "answer": "Yes"," Aspect":’ Attributes’} },

{{"question": "Is the Frisbee bent in half?", "answer": "Yes","Aspect":’Relations’} },
{{"question": "Are there two dogs in the image?", "answer": "Yes","Aspect":’Counting’ } }

If the counting aspect is related to *one, (number of something)’, please ignore it!

Please reduce the redundancy of the questions, don’t repeat !

If the question includes relational references—such as friend, mother, daughter, etc.—please
specify the associated referent (for example, the woman’s friend).

If the aspect entity has no practical significance, please ignore it.

Input:

Caption:

Target Elements:

Output (JSON):

centric images, and generate 4,850 text prompts that include these entities. The prompts are densely
labeled and exhibit rich, detailed semantics, covering compositionality, common sense, and styles.

A.7 More Qualitative Results

We show more visual comparisons of the state-of-the-art models in Fig. [0} [[0]and [TT]

A.8 Human Evaluation Interface

The Amazon Mechanical Turk interfaces used in the user studies are shown in Fig. [T2HI6 The
study is divided into five categories to assess the compositionality of prompt-image alignment across
different aspects: general prompt following (Fig.[I2), object (Fig. [I3), attribute (Fig. [T4), relation
(Fig.[T3)) and numeracy (Fig.[I6). In each session, a randomly selected prompt-image pair is presented
to the user, who is then asked to rate the generation quality using a 5-point scale. Each question is
independently rated by three different workers to ensure reliability.
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Reference Images

Text Prompts
“A baseball sits behind a tall wooden
bookshelf in a quiet library.”
“A baseball rests on a dusty shelf.”

“A baseball drifting gently in a cosmic
sea of swirling purple stars.”

“A basketball bounces beside a tall
lamp in a quiet living room.”

“d basketball rolls across the gym floor
toward a rusty hoop.”

“A basketball sailing across moonlit
waves. "

“A book rests on a small table in the
library.”

“A book with a worn leather cover sits
on a dusty shelf, illuminated by a single
ray of sunlight.”

“A book with floating pages.”

“A cookie rests beside a tall lamp on a
tidy windowsill.”

“A cookie resting on a quiet windowsill
next to a small potted plant.”

“A cookie with tiny sparkles perched on =~
a giant teapot.”

“A sandwich on a small ceramic plate P N -
sits in a cozy kitchen.”

“d sandwich with melted cheese and
crispy lettuce sits on a wooden plate.”

“A sandwich with glowing neon cheese.”

“d soccer ball stands alone next to a
rusty metal chair by the dusty roadside.”

—

“A soccer ball with peeling paint rolls
slowly across the dusty ground.”

“A soccer ball gliding through a neon-
lit galaxy.”

Reference Images

Text Prompts
“A bench next to a rusty bike stands on
an old cobblestone street.”

“A bench with chipped green paint in a
quiet park at sunset.”

“A bench floating on a drifting cloud,
_Jjoined by tiny birds soaring close by.”

“A burterfly flutters next to a shiny
lamp on an old wooden desk.”

“A butterfly drifts over a silent
windowsill.”

“A butterfly and a graceful phoenix
dancing together in a midnight orchard.”

“A map lies behind the tall wooden
chair near the fireplace.”

“A map with faint markings of hidden
trails.”

“A map drifiing quietly near ancient
ruins.”

“A planet on the left of a metallic lamp
glows sofily in a cozy living room.”

“A planet shrouded in swirling violet
clouds.”

“A planet cradles a tiny dog in its orbit
above a suburban backyard.”

“A snowflake landed on a rusty
mailbox by an old wooden fence.”

“A snowflake drifis gracefully in the
cold breeze, dancing around tall icicles.”|

“A snowflake gently perched on a
candle’s flickering flame.

“A towel rests on a sturdy wooden
chair in the sunny backyard.”

“A towel rests on a plain wooden chair.”
“A towel gently drapes over a silent

statue, glimmering in the twilight of an
abandoned courtyard.”

Figure 8: Overview of MMIG-Bench.



Text Prompt Pixart-Sigma-XL2 Hunyuan-DiT-V1.2 SD-3.5-Large Flux.1-dev Hidream-11-Full

“A man is holding a
lemon with one hand
and a cup of water in
the other hand."

“A brown dog plays
with a bright orange
ball in the snow. "

“A woman is pointing
down the street to her
[friend in front of an
entrance to a subway
station.”

“A father and three boys
are walking into the
water on the beach.”

“Two men in the process
of competing wrestling
each other while a small
crowd in the background
looks on. "

“A young girl plays in
the snow wearing
gloves and no coat.”

“A woman smiling as
she hold two white dishes
of food up.”

“A small blond boy and
another small child are
inside a cushion dog
house with a brown dog. "

A man wearing a mask
with green dreadlocks and
blue gloves stands in front
of @ woman in a brown
cardigan.”

“A female hiker leans
against a tree while
another female and a
male with a backup climb
a wooded hill. "

“A band is playing in
front of an audience and
the singer is wearing an
orange shirt and has
tattoos on his arm.”

Figure 9: More qualitative results of text-only generation methods on MMIG-Bench.
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Text Prompt Pixart-Sigma-XL2 Hunyuan-DiT-V1.2 SD-3.5-Large Flux.1-dev

el

Hidream-11-Full

“In the quiet study, a
slender blue bottle rests
on top of a weathered
oak desk. "

“In a quiet office, a
sleek computer sits next
to a vintage chair. "

“In the cozy living
room, a sleek television
sits next to a petite
wooden chair.”

‘In the bright kitchen, a
handwoven basket sits
next to a shiny lamp. "

“In a busy downtown
alley, the scuffed shoes
rested beside a shiny
bicycle.”

“Amid the bustling
marina, a sleek boat
sailed past a bright
orange lifebuoy. "

“At a bustling outdoor
fair, a freshly baked cake
sits atop a rustic wooden
table.”

“In a quiet park at
sunset, a vibrant light
hovers above a
weathered bench.”

“In a bustling artisan
market, the delicate
Jewelry sparkles next to
a worn-out clock. "

“In a sunlit bathroom,
the soft towel hangs next
to a gleaming sink. "

“In the busy art studio,
a vibrant red block sits
beside an elegant
porcelain vase. "

Figure 10: More qualitative results of text-only generation methods on MMIG-Bench.
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Text Prompt & Reference Image DreamBooth IP-Adapter-XL

“ A basketball sailing
across moonlit waves.”

“A bench with chipped
green paint in a quiet
park at sunset.”

“d book rests on a smail
table in the library.”

“d cake perched on a
windowsill, drizzled with
glossy chocolate sauce.”

“A camera sits behind a
tall bookshelf in a cozy
reading room.”

“A candle on the left of o
arusty lantern illuminates <N,
a dimly lit attic.” [

“A case shimmering on a
deserted island beach.”

“A coat lies on a wooden
bench in a quiet garden.”

“A laptop rests on a
small wooden table near
the open window.”

“4 moon glows next to
a silver lamp in a quiet
backyard.”

“A necklace sits next to
a sparkling glass vase by
an open window.”

Figure 11: More qualitative results of text-image-conditioned generation methods on MMIG-Bench.
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Evaluate the quality of the generated image (Click to expand)

A text description and an image are displayed below. Please evaluate how well the image matches the
description.

Text description: In a cozy kitchen, a man holds fresh bread, while a woman with short hair does not hold any.

O 1: No match - The image is completely unrelated to the description.

O 2: Poor match - The image has major discrepancies and only loosely relates to the description.
O 3: Partial match - The image captures some key elements but contains multiple minor discrepancies.
O 4: Good match - The image mostly aligns with the description, with only a few minor discrepancies.

O 5: Perfect match - The image fully matches the description with no noticeable discrepancies.

Figure 12: The interface of user study for general prompt following.
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Evaluate the quality of the generated image (Click to expand)

A text description and an image are displayed below. The key objects/entities in the description are
highlighted in bold.

Please evaluate how well the image aligns with these bolded elements (e.g., check whether the specified
objects are present in the image).

(If no text is bolded, evaluate how well the image matches the overall description.)

Text description: The coffee table in the shabby living room is littered with books and candles.

O 1: No match - The image is completely unrelated to the description.

O 2: Poor match - The image has major discrepancies and only loosely relates to the description.
O 3: Partial match — The image captures some key elements but contains multiple minor discrepancies.
O 4: Good match — The image mostly aligns with the description, with only a few minor discrepancies.

O 5: Perfect match — The image fully matches the description with no noticeable discrepancies.

Figure 13: The interface of user study for prompt following on Object.
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Evaluate the quality of the generated image (Click to expand)

A text description and an image are displayed below. Key attributes (color, shape, condition, etc.) in the
description are highlighted in bold.

Please evaluate how well the image aligns with these bolded elements (e.g., whether the specified attributes
are accurately represented).

(If no text is bolded, evaluate how well the image matches the overall description.)

Text description: beneath a clear twilight sky, the flowing dress rests next to a bright, metal lamp.

O 1: No match - The image is completely unrelated to the description.

O 2: Poor match - The image has major discrepancies and only loosely relates to the description.
O 3: Partial match - The image captures some key elements but contains multiple minor discrepancies.
O 4: Good match - The image mostly aligns with the description, with only a few minor discrepancies.

O 5: Perfect match — The image fully matches the description with no noticeable discrepancies.

Figure 14: The interface of user study for prompt following on Attributes.
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Evaluate the quality of the generated image (Click to expand)

A text description and an image are displayed below. Relationships between objects (spatial arrangements,
interactions, part-whole relations, etc.) in the description are highlighted in bold.

Please evaluate how well the image aligns with these bolded elements (e.g., whether the depicted
relationships match the description).

(If no text is bolded, evaluate how well the image matches the overall description.)

Text description: a bright red chair is placed next to a wooden table that has no tablecloth.

T

O 1: No match - The image is completely unrelated to the description.

O 2: Poor match — The image has major discrepancies and only loosely relates to the description.
O 8: Partial match - The image captures some key elements but contains multiple minor discrepancies.
O 4: Good match — The image mostly aligns with the description, with only a few minor discrepancies.

O 5: Perfect match - The image fully matches the description with no noticeable discrepancies.

Figure 15: The interface of user study for prompt following on Relations.
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Evaluate the quality of the generated image (Click to expand)

A text description and an image are displayed below. The Numbers of objects in the description are
highlighted in bold.

Please evaluate how well the image aligns with these bolded elements (e.g., whether the quantities of objects
depicted match the description).

(If no text is bolded, evaluate how well the image matches the overall description.)

Text description: two wooden statues and three bronze statues.

O 1: No match — The image is completely unrelated to the description.

O 2: Poor match - The image has major discrepancies and only loosely relates to the description.

O 3: Partial match — The image captures some key elements but contains multiple minor discrepancies.
O 4: Good match — The image mostly aligns with the description, with only a few minor discrepancies.

O 5: Perfect match — The image fully matches the description with no noticeable discrepancies.

Figure 16: The interface of user study for prompt following on Numeracy.
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