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Abstract
As deep neural networks grow larger, memory efficiency becomes crucial, with optimizer states of
popular algorithms like Adam consuming substantial memory. This paper generalizes existing
high-probability convergence analysis for AdaGrad and AdaGrad-Norm to arbitrary parameter
partitions, encompassing both algorithms. We reveal a trade-off between coordinate-noise density
and the convergence rate’s dimensional dependency, suggesting an optimal grouping between the
full coordinate version (AdaGrad) and the scalar version (AdaGrad-Norm). This insight leads to
a principled compression approach called Subset-Norm, targeting coordinate-wise second moment
term in AdaGrad, RMSProp, and Adam. We demonstrate the empirical effectiveness of subset-
norm step sizes in LLM pre-training tasks on LLaMA models, showing competitive performance
to baselines like Adam while significantly reducing memory usage for the optimizer’s state from
O(d) to O(

√
d) while introducing no additional hyperparameter.

1. Introduction

Training modern deep neural networks, such as large language models (LLMs) and large vision
models (LVMs), is costly. Consequently, theoretical interest in the convergence analysis of adaptive
methods extends beyond asymptotic considerations. It now encompasses not only assumptions
about the objective function (e.g., convexity, smoothness) and stochastic gradients (e.g., noise
distribution), but also non-asymptotic dependencies on the total number of iterations, parameter
count, and failure probability. As deep neural networks continue to grow in the era of LLMs and
LVMs, concerns that were previously overlooked, such as the memory consumption of optimizer
states, have become an active area of research. Indeed, numerous methods have recently emerged
to reduce the memory footprint of optimizer states (e.g. Adam’s momentum and second moment
terms) with approaches ranging from quantization [6, 7, 17], low-rank decomposition [14, 19, 28,
36] , sketching-based dimensionality reduction [12, 22], etc.

Algorithm 1: AdaGrad-Norm
Input: x1, η > 0
for t = 1 to T do

bt =
√

b20 +
∑t

i=1 ∥∇̂f(xi)∥2;

xt+1 = xt − η
bt
∇̂f(xt);

end

Algorithm 2: AdaGrad-Coordinate

Input: x1, b0 ∈ Rd, η ∈ R
for t = 1 to T do

bt,i =
√
b20,i +

∑t
j=1 ∇̂if(xj)2, i ∈ [d];

xt+1,i = xt,i − η
bt,i
∇̂if(xt), i ∈ [d];

end
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Algorithm 3: AdaGrad-Subset-Norm

Input: x1 ∈ Rd and step size η > 0
Data: Partition coordinates into c subsets: [d] =

⋃c−1
i=0 Ψi where Ψk ∩Ψj = ∅ if k ̸= j.

for t = 1 to T do

b2t,i = b2t−1,i +
∥∥∥∇̂Ψif(xt)

∥∥∥2, for i = 0, . . . , c− 1;

xt+1,k = xt,k − η
bt,i
∇̂f(xt), where k ∈ Ψi for i = 0, . . . , c− 1;

end

Convergence analysis for adaptive methods like Adam [16] and AdaGrad [9] remains an active
area of research. Recently, [21] presented high-probability noise-adapted and optimal (in terms of
total iterations T ) convergence analyses for AdaGrad-Norm [33] (Algorithm 1) and the standard
AdaGrad [9] algorithm (Algorithm 2) under relaxed conditions, including sub-Gaussian noise and
unbounded gradients. While the per-coordinate version of AdaGrad (Algorithm 2) is primarily
used in practice, certain technical difficulties (as discussed in [21]) have led researchers to focus
theoretical analysis on the normed version (Algorithm 1) as a proxy [3, 15, 20, 21, 33]. While
AdaGrad-Norm has primarily served as a theoretical proxy for the original AdaGrad (and by extension,
for Adam), its practical performance and comparisons against other methods have been underexplored.
Theoretical results for coordinate-wise AdaGrad were limited until recent developments [5, 13,
21], resulting in a scarcity of comparisons between AdaGrad-Norm and coordinate-wise AdaGrad.
There are several advantages of AdaGrad-Norm over AdaGrad-Coordinate that the present results
(Theorem 4.5 and 4.6 of [21]) suggest. First, the current results suggest that AdaGrad-Norm
converges with no dependency on the dimension of the problem i.e. the parameter count. Second,
the memory cost of AdaGrad-Norm is constant whereas AdaGrad-Coordinate needs to maintain
the adaptive step-size state bt ∈ Rd. Hence, current theory suggests that AdaGrad-Norm should
be the superior optimizer. However, we perform pre-training experiments to compare the practical
performance between AdaGrad-Coordinate and AdaGrad-Norm: there is a wide gap between AdaGrad-
Norm and AdaGrad-Coordinate, as shown in Figure 1. Indeed, the theoretical comparison previously
discussed is not fair: the noise models and step size dependency on the dimension do not entirely
align as the dimensions could be hidden.

Hence, in this paper, we provide an answer to this discrepancy by unifying the analysis of
AdaGrad-Norm over AdaGrad-Coordinate under both the coordinate-wise sub-Gaussian noise model
and provide a proof that generalizes the adaptive step sizes of the algorithms to be able to use
arbitrary partitions of the model parameters (Algorithm 3).

Our Contributions.

• We unify and generalize high-probability non-convex convergence proofs for AdaGrad-Norm
and AdaGrad-Coordinate under a general adaptive step size using subset-norm (Algorithm 3)
for coordinate-wise sub-Gaussian noise (Section 3.1).

• We analyze the interactions between coordinate noise sparsity, subset size, and convergence
rate’s dimensional dependency, showing that the optimal subset size lies between AdaGrad-
Norm and AdaGrad-Coordinate, depending on noisy coordinate density (Section 3.2).
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• We demonstrate the effectiveness of the subset-norm adaptive step size in LLM pre-training
by incorporating it into Adam [16] and RMSProp [29], replacing the second moment term
with an exponential moving average subset-norm adaptive step size (Algorithms 4 and 5).
This approach outperforms baselines for LLaMA 60M and 130M while using significantly
less memory (

√
d instead of d) and requiring minimal additional tuning (Section 4).

2. Preliminaries

We consider the unconstrained non-convex stochastic optimization problem minx∈Rd f(x) where
f : Rd → R is the objective function. We assume access to an history independent, non-biased
stochastic gradient ∇̂f(x) for any x ∈ X , that is E

[
∇̂f(x) | x

]
= ∇f(x). Furthermore, we assume

that f is an L-smooth function: ∥∇f(x)−∇f(y)∥ ≤ L ∥x− y∥ for all x, y ∈ Rd. Smoothness
implies the following quadratic upperbound that we will utilize: for all x, y ∈ Rd we have f(y) −
f(x) ≤ ⟨∇f(x), y − x⟩+ L

2 ∥y − x∥2 . Before discussing the assumption on the stochastic gradient
noise, let us first define some notations.

Notations. We let vi denote the i-th coordinate of a vector v ∈ Rd. If a vector like xt is already
indexed as part of a sequence of vectors (where xt denotes the t-th update) then we use xt,i to
denote xt’s i-th coordinate and xt,Ψ ∈ Rk to denote the indexing with respect to an ordered subset
Ψ ⊆ [d] of size k where (xt,Ψ)k = xt,Ψ(k) where Ψ(k) is the k-th element of Ψ. For gradients, we
let ∇if(x) := ∂f

∂xi
denote the partial derivative with respect to the i-th coordinate. Similarly, for

stochastic gradients ∇̂f(x), we let ∇̂if(x) denotes its i-th coordinate. If a, b ∈ Rd, then ab and a/b
denotes coordinate-wise multiplication and division, respectively: (ab)i = aibi and (a/b)i = ai/bi.

Coordinate sub-Gaussian noise assumptions. If we denote the stochastic gradient noise as ξt :=
∇̂f(xt) − ∇f(xt) and ξt,i as the i-th coordinate of ξt, then we assume the noise is per-coordinate
subgaussian i.e. there exists σi > 0 for i ∈ [d] such that ξt satisfies

E
[
exp

(
λ2ξ2t,i

)]
≤ exp

(
λ2σ2

i

)
, ∀ |λ| ≤ 1

σi
,∀i ∈ [d] . (1)

Note that ∥ξt∥ being σ-subgaussian implies that each ξt,i is also σ-subgaussian, so our assumption
is more general than the subgaussian noise assumption. Furthermore, when ∥·∥ is used without
explicitly specifying the norm, one can assume it is the ℓ2 norm ∥·∥2. We also use 0-indexing
convention i.e. [n] := {0, 1, . . . , n− 1} for integer n ∈ N.

3. AdaGrad-Subset-Norm: Better Convergence, Less Memory

We partition the parameters’ coordinates [d] into disjoint subsets [d] =
⋃c−1

i=0 Ψi with Ψi ∩ Ψj =
∅, if i ̸= j (e.g. Ψi = {ik + 1, ik + 2, . . . , ik + k} for some subset size k ∈ N so that kc = d).
Given a stochastic gradient ∇̂f(xt) ∈ Rd at time t for parameter xt, we denote ∇̂Ψif(xt) ∈ Rk

to be the subset of the coordinates of the stochastic gradient with respect to the subset Ψi (e.g.(
∇̂Ψif(xt)

)
j
= ∇̂ik+j−1f(xt)). Similarly, we can define ∇Ψif(xt) to be ∂f(xt)

∂xΨi
. We define the
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“subset-norm adaptive step size” bt,i for subset Ψi and the update rule for xt+1:

b2t,i = b2t−1,i +
∥∥∥∇̂Ψif(xt)

∥∥∥2 = b20 +
t∑

j=1

∥∥∥∇̂Ψif(xt)
∥∥∥2 , i = 0, 1, . . . , c− 1

xt+1,k = xt,k −
η

bt,i
∇̂kf(xt), where k ∈ Ψi, for all i ∈ [c]. (2)

The algorithm is also presented in Algorithm 3. Note that choosing c = d and c = 1 recovers
AdaGrad-Coordinate and AdaGrad-Norm, respectively.

3.1. High-probability convergence of AdaGrad-Subset-Norm for non-convex objectives

We present the following high-probability convergence result for AdaGrad-subset-norm from (2):

Theorem 1 Suppose that f : Rd → R is L-smooth and lower bounded by f∗ ∈ R. Assume access
to unbiased stochastic gradients ∇̂f(xt) with stochastic gradient noise ξt := ∇̂f(xt) − ∇f(xt)
being σi-per-coordinate subgaussian for i ∈ [d]. For partitions of the parameters into disjoint
subsets [d] =

⋃c−1
i=0 Ψi with Ψi ∩Ψj = ∅ if i ̸= j, the iterates xt given by (2) satisfy the following

with probability at least 1− δ (for failure probability δ > 0):

1

T

T∑
t=1

∥∇f(xt)∥22 ≤ G(δ) · Õ

(∑c−1
i=0 ∥σΨi∥√

T
+
∥σ∥22 +

∑c−1
i=0 ∥σΨi∥+ Lc

T

)
, where

G(δ) := Õ

(
c−1∑
i=0

∥σΨi∥
4 + σmax ∥σ∥22 + cL+ c3/2σmax

)
,

and ∥σ∥22 =
∑d

i=1 σ
2
i and ∥σΨi∥

2 =
∑

j∈Ψi
σ2
j .

Polylog terms are hidden in Theorem 1 for simplicity. The full theorem (Theorem 2) and proofs
are deferred to Appendix D. Theorem 1 provides guarantee for all partitions of the parameters into
arbitrary disjoint subsets and generalizes AdaGrad-Norm (c = 1) and AdaGrad-Coordinate (c = d)
results. The result is noise-adapted: if

∑c−1
i=0 ∥σΨi∥ is small enough, the rate becomes the optimal

deterministic rate of O( 1
T ). The next section explores implications of Theorem 1.

3.2. Coordinate-noise sparsity and dimension dependency

Theorem 1 presents trade-offs between the number of subsets c, and stochastic gradient noise.
Intuitively, if few coordinates contribute to the total noise, the scalar version is more useful as
∥σΨi∥

2 is small for most subsets. However, when many coordinates contribute to the noise, ∥σΨi∥
2

can be large for many subsets and become the dominating term.

Coordinate-noise sparsity dβ . To make the intuition above concrete, consider the scenario with
various coordinate-noise sparsity rate: for rate β ∈ [0, 1], some dβ coordinates have noise α > 0
while the rest are 0. When β = 0, we only have 1 coordinate with noise. When β = 1, all
coordinates have noise. The rate β controls the density of coordinate noise. Furthermore, α upper
bounds all coordinate noise, i.e. ∥σ∥∞ ≤ α, which is common in coordinate-wise analysis [5].
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Table 1: Dimension dependency versus convergence rate under various coordinate-noise sparsity.
Given a sparsity rate β ∈ [0, 1], convergence rates are highlighted in red and green to denote the
worst and best dependency on the dimension d, respectively. Note that memory usage of AdaGrad-
Coordinate and AdaGrad-Norm is O(d) and O(1) while AdaGrad-Subset-Norm (with the equal
partition strategy) is O(d/k), where k = d1.4β−0.6 is the noise dependent subset size.

Sparsity AdaGrad-Coordinate AdaGrad-Norm AdaGrad-Subset-Norm (equal partition)

β ∈ [0, 1] Õ
(
d1.5+β/

√
T + d2.5/T

)
Õ
(
d2.5β/

√
T + d3β/T

)
Õ
(
d0.3+1.8β/

√
T + dβ+1/T

)
if β ∈ [0, 2/3]

Õ
(
d0.3+1.8β/

√
T + d1.6β+0.6/T

)
if β ∈ [2/3, 1]

β = 0 Õ (d1.5/
√
T + d2.5/T) Õ (1/

√
T + 1/T) Õ (d0.3/

√
T + d/T)

β = 0.5 Õ (d2/
√
T + d2.5/T) Õ (d1.25/

√
T + d1.5/T) Õ (d1.2/

√
T + d1.5/T)

β = 1 Õ (d2.5/
√
T + d2.5/T) Õ (d2.5/

√
T + d3/T) Õ (d2.1/

√
T + d2.2/T)

Derivation of convergence rate given coordinate noise sparsity dβ . Given β ∈ [0, 1], we can
obtain a concrete expression for the convergence rates of various methods (different subset size)
from Theorem 1. For AdaGrad-Subset-Norm, we consider an equal partition strategy, where we
divide the coordinates into c = d1−βk subsets of size dβ/k each with the dβ noisy coordinates into
just k subsets so that the rest of the c− k subsets have no noisy coordinate. We defer the derivation
details to Appendix C and summarize the results in the first row of Table 1.

Discussions. In Table 1, the equal subset-size partition strategy for AdaGrad-Subset-Norm has
much better dependency on the dimension when the noise is not completely sparse i.e. β = 0.
Hence, if we expect the actual noise sparsity β to be around 0.751, then compressing with a subset
size of around d0.45 is optimal. The dependency on d is important for modern neural network due
to the number of parameters d being much greater than the total number of iterations T .

4. Experiments

We perform LLMs pre-training experiments on Adam-Subset-Norm (AdamSN) and RMSProp-Subset-
Norm (RMSPropSN), where we replace the second moment term of Adam [16] and RMSProp2 [29]
with the subset-norm (SN) adaptive step size (Algorithms 4 and 5 in Appendix B.3). We use a simple
subset partitioning scheme with no additional hyperparameter: for p ∈ Rm×n, the adaptive step size
state is set to max(m,n). This compression scheme maintains the norm of the larger dimension and
aims for the rough d0.45 subset size as discussed in Section 3.2.

Setup. We test our method on the task of pre-training LLaMA models [8, 30] on the C4 dataset
[26]. All of our experiments are conducted on NVIDIA RTX4090/3090 GPUs. We follow the
experimental setup as in GaLore [36]. Hyperparameter details are presented in Appendix B.1.

Results. Table 2 contains the main results on LLaMA 60M and LLaMA 130M, where we compare
against Adam [16], and memory efficient methods like RMSProp [29], and GaLore [36].

1. This is a prior implicitly imposed when selecting a subset size, where one should empirically estimate the actual
noise sparsity rate.

2. Note that we consider the version of RMSProp with a bias correction term, which is equivalent to Adam with β1 = 0.
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Table 2: Final validation perplexity for various
optimizers for pre-training LLaMA.

Method 60M 130M 350M Opt-sizea

Adam 30.45 24.59 18.67 2mn
AdamSN 29.75 22.90 17.49 mn+m

RMSProp 35.51 25.94 20.01 mn
RMSPropSN 34.57 25.67 18.72 m

GaLore 34.73 25.31 18.95 2mkb

a. Opt-size = optimizer state memory for parameter
of size m× n with m ≥ n.

b. k is typically n/4.

Table 3: Peak GPU Memory Usage (Gb) for various
model sizes, obtained with batch size 1 and activation
checkpointing to measure the optimizer state footprint.

Model Size Adam AdamSN RMSPropSN GaLore

60M 2.26 2.14 2.03 2.27
130M 2.98 2.62 2.35 2.78
350M 5.40 4.13 3.37 4.09
1B 15.37 10.36 7.55 9.41
3B OOMa 18.25 12.68 16.01

a. Max memory of RTX4090/3090 is 24Gb.

Discussions. In Table 2, for both 60M and 130M models, AdamSN performs the best while using
less memory for the second moment state than Adam. For memory efficient methods, RMSPropSN’s
performance is competitive to other memory efficient methods like GaLore (fourth row), despite
using much less memory (due to no momentum state). See Table 3 for memory footprint of the
methods considered across different model sizes with batch size 1.

Finally, recent memory efficient methods for pre-training LLMs like GaLore [36], FLORA [12],
and GRASS [22] require additional hyperparameter tuning (e.g. GaLore has 3 additional parameters
including the scaling, rank k, and update gap) and computation (e.g. GaLore requires an expensive
SVD computation O(mn2) every 200 steps). In contrast, the subset-norm step size only requires an
additional norm computation, which can be fused to existing kernels for more efficiency.

5. Conclusion and Future Works

Our unified high-probability analysis for AdaGrad-Coordinate and AdaGrad-Norm, generalized to
arbitrary subsets, yields a convergence rate with improved dimensional dependency and a smaller
memory footprint. The proposed subset-norm adaptive step size shows promise in LLM pretraining,
offering a memory-efficient alternative to traditional adaptive optimizers without performance loss
or excessive additional tuning.

Future works. It is important to extend experiments to larger models to assess scalability. Some
future directions include combining subset-norm adaptive step size with momentum compression
techniques [12, 22, 36] for enhanced efficiency/performance and experimenting with different subset
sizes. It will be interesting to obtain principled parameter-sharing scheme similarly to subset-norm
but for the momentum term. Obtaining convergence results for other optimizers like Adam, and/or
under affine smoothness [3, 32], affine noise [11, 13], heavy-tailed noise [24, 25, 34, 35] are also of
great interest. These extensions will broaden the applicability of our findings and potentially lead
to more robust, efficient training algorithms across diverse machine learning applications.
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Table 4: Learning rate obtained from grid search. We find the best learning for 60M and found that
it works similarly well for the 130M model (as compared to experiments from [36] that have tuned
the learning rate for larger models)

Adam AdamSN GaLore RMSPropSN RMSProp

Learning rate 60M 0.005 0.05 0.01 0.01 0.001
Learning rate 130M 0.005 0.05 0.01 0.01 0.001

Appendix A. Related Works

Convergence analysis of non-convex optimization methods has seen significant progress, with recent
works providing convergence proofs for adaptive algorithms like Adam [5, 16, 18]. Numerous
studies have explored convergence properties of various adaptive and stochastic gradient methods
[4, 5, 10, 20, 21, 23, 27, 33, 37], while lower bound analyses [2] have illuminated fundamental
limitations in non-convex optimization.

As model sizes grow, memory-efficient training techniques have become crucial. Following up
on AdaFactor [28], low-rank decomposition methods like Galore [36], LoRA [12], and ReLORA
[19] approximate large weight matrices with lower-rank representations. Projection-based approaches,
such as GRASS [22] and Flora [12], compress gradients or combine low-rank ideas with projections
to reduce memory requirements. A related but different method from ours is SM3 [1] where subset
(cover) statistics are used to show convergence in the context of online learning. These techniques
align with our work’s goal of enhancing memory efficiency in adaptive optimization methods for
large-scale machine learning models.

Appendix B. Additional Experimental Details

B.1. Hyperparameter details

In Table 2, we run all experiments on BF16 format, weight decay of 0, gradient clipping of 1.0,
cosine learning rate decay to 10% of the max learning rate with 10% linear warmup steps, and batch
size of 512. We only tune for the learning rate across a grid of {0.1, 0.05, 0.01, 0.005, 0.001}. We
train for 10,000 steps and 20,000 steps for the 60M and 130M models, respectively. Table 4 shows
the learning rate obtained for each method which is used across both the 60M and 130M model’s
experiments.

B.2. AdaGrad, AdaGrad-Norm, and AdaGrad-Subset-Norm

We examine the subset-norm step size for AdaGrad in Figure 1. We again see that subset-norm is
slightly better than the full coordinate version while using a lot less memory. This is consistent with
our observations for Adam and RMSProp when we replace the standard coordinate-wise step size
with the subset-norm adaptive step size.

B.3. Adam-Subset-Norm Implementation

Algorithm 4 presents the pseudocode for Adam-Subset-Norm as mentioned in Section 4.

10
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Algorithm 4: Adam-Subset-Norm with a simple partitioning scheme
Input: Learning rate η, EMA parameters β1 and β2, ϵ > 0, optional weight decay wd ≥ 0
Output: Updated parameters
for p ∈ Rm×n in params do

grad← p.grad;
r ← 0 if m ≥ n else 1;
k ← p.shape[r] ; // where k = m if r = 0 else k = n

gradN← grad.norm(dim=1− r) ∈ Rk ; // subset norm
m← β1m+ (1− β1)· grad ∈ Rm×n;
v ← β2v + (1− β2) · gradN2 ∈ Rk ; // omitting bias correction terms
p← p+ η m√

v+ϵ
; // broadcast division

p← p− η · wd ; // weight decay

end

Algorithm 5: RMSProp-Subset-Norm with a simple partitioning scheme
Input: Learning rate η, EMA parameter β, ϵ > 0, optional weight decay κ ≥ 0
Output: Updated parameters
for p ∈ Rm×n in params do

grad← p.grad;
r ← 0 if m ≥ n else 1;
k ← p.shape[r] ; // where k = m if r = 0 else k = n

gradN← grad.norm(dim=1− r) ∈ Rk ; // subset norm

v ← β · v + (1− β) · gradN2 ∈ Rk;
p← p+ η grad√

v+ϵ
; // broadcast division

p← p− η · κ ; // weight decay

end

11
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Figure 1: Pretraining LLaMA 60M on the C4 dataset for AdaGrad variants. Memory consumption
estimate as a function of parameter count d is shown in the legend.

Algorithm 6: Generic Subset-Norm Adaptive Step Size Update Rule (PyTorch-y notation)
Input: Parameter P ∈ Rm×n, step size η > 0, β, and ϵ > 0, and partition size k such that k

divides mn
R← (∇P ).reshape(m× n/k, k) ; // Reshape gradient into shape mn

k × k
V ← βV + (1− β) · (R.sum(dim=1)) ; // Update state V via subset norm
reduction on dim 1

U ← R√
V+ϵ
∈ R

mn
k

×k ; // Broadcast addition and division for update

step
P ← P − η · U.view(m,n) ; // Reshape U back to Rm×n and update P

B.4. Generic Subset-Norm Adaptive Step Size Implementation

The implementations above is simple and does not require any tuning. To modify existing algorithms
to work with arbitrary subsets, one could utilize reshape as in Algorithm 6 for RMSProp as an
example.

Appendix C. Coordinate-noise sparsity convergence rate derivation

AdaGrad-Coordinate. For c = d (AdaGrad-Coordinate), we get
∑c−1

i=0 ∥σΨi∥ = αdβ , ∥σ∥22 =
α2dβ , and

∑c−1
i=0 ∥σΨi∥

4 = α4dβ , so our bound is

1

T

T∑
t=1

∥∇t∥22 ≤ Õ
(
α4dβ + α3dβ + dL+ d1.5α

)
· Õ
(
αdβ√
T

+
α2dβ + αdβ + Ld

T

)
.

The dependency on d for the slow term O(1/
√
T ) is d1.5dβ = d1.5+β . The dependency on d for the

fast term O(1/T ) is d1.5d = d2.5. Note that there is an inherent d1.5 dependency for the slow term
that does not reduce as the coordinate-noise density decrease.
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AdaGrad-Norm For c = 1 (AdaGrad-Norm), we get ∥σ∥22 =
∑d

i=0 ∥σi∥
2 = α2dβ , ∥σ∥2 =

αdβ/2, and ∥σ∥4 = α4d2β . This means that our bound is

1

T

T∑
t=1

∥∇t∥22 ≤ Õ
(
α4d2β + α3dβ + L+ α

)
· Õ

(
αdβ/2√

T
+

α2dβ + αdβ/2 + L

T

)
.

The dependency on d for the slow term O(1/
√
T ) is d2β · dβ/2 = d2.5β . The dependency on d for

the fast term O(1/T ) is d2β · dβ = d3β . Note that when β = 0, or when all the noise is on a single
coordinate, we recover the dimension-free results of previous works.

AdaGrad-Subset-Norm. Now, consider the following partition strategy, where we divide the
coordinates into c = d1−βk subsets of size dβ/k each with the dβ noisy coordinates into just
k subsets so that the rest of the c − k subsets do not contain any noisy coordinate. We have∥∥σΨj

∥∥2
2

= α2dβ/k =⇒
∥∥σΨj

∥∥
2

= αdβ/2/k0.5 if j is a noisy subset. We can compute∑c−1
i=0 ∥σΨi∥ = αdβ/2k0.5, ∥σ∥22 =

∑c−1
i=0 ∥σΨi∥

2
2 = α2dβ , and

∑c−1
i=0 ∥σΨi∥

4 = α4d2β/k. We
get a bound of

1

T

T∑
t=1

∥∇t∥22 ≤ Õ

(
α4d2β/k + α3dβ + d1−βkL+

(
d1−βk

)3/2
α

)
·

Õ

(
αdβ/2k0.5√

T
+

α2dβ + αdβ/2k0.5 + Ld1−βk

T

)
.

Set k = d7β/5−3/5 so that
(
d1−βk

)3/2
= d2β/k = d3β/5+3/5. Then we can simplify

1

T

T∑
t=1

∥∇t∥22 ≤ Õ
(
α4d3(β+1)/5 + α3dβ + d2(β+1)/5L+ d3(β+1)/5α

)
·

Õ

(
αd(12β−3)/10

√
T

+
α2dβ + αd(12β−3)/10 + Ld2(β+1)/5

T

)
.

The dependency on d for the slow term O(1/
√
T ) is d3(β+1)/5 · d(12β−3)/10 = d3(1+6β)/10 =

d0.3+1.8β . The dependency on d for the fast term O(1/T ) is a bit more complicated: For β ∈
[0, 23 ], we have the dependency on d is d3(β+1)/5 · d2(β+1)/5 = dβ+1. For β ∈ [23 , 1], we have the
dependency on d is d3(β+1)/5 · dβ = d3(β+1)/5+β = d1.6β+0.6. Note that this is only a possible
partition strategy where the subset sizes are of equal size (which is probably the most natural and
easiest to implement). There, the optimal subset size is k = d1.4β−0.6, for which if we plug in
β ∈ [0, 1] we get a range from 1 to d0.8.

Appendix D. Full Theorem and Proof

We show the full result in Theorem 2 with all the polylog terms omitted from Theorem 1.

Theorem 2 Suppose that f : Rd → R is L-smooth and lower bounded by f∗. Given unbiased
stochastic gradients ∇̂f(xt) with stochastic gradient noise ξt := ∇̂f(xt) − ∇f(xt) being σi-per-
coordinate subgaussian for i ∈ [d]. For partitions of the parameters into disjoint subsets [d] =
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⋃c−1
i=0 Ψi with Ψi ∩ Ψj = ∅, if i ̸= j, the iterates xt given by (2) satisfies the following inequality

with probability at least 1− 6cδ (for failure probability δ > 0):

1

T

T∑
t=1

∥∇t∥22 ≤ G(δ) ·

(
4
∑c−1

i=0 ∥σΨi∥√
T

+
I(δ)

T

)
, where G(δ) and I(δ) are polylog terms:

G(δ) :=
∆1

η
+H(δ) +

(
lnT/δ ∥σ∥22 + cηL+ 4c3/2σmax

√
log

1

δ

)
log

(
4
√
T
∑c−1

i=0 ∥σΨi∥+ I(δ)

b0,min

)

I(δ) := ∥b0∥1 +
2∆1

η
+

8 log 1
δ

b0,min
∥σ∥22 +

√
log

1

δ

c−1∑
i=0

∥σΨi∥+ 8ηLc log
4ηL

b0,min

H(δ) :=
c−1∑
i=0

(
ln (T/δ) ∥σΨi∥

2 + 2α
)(8 ∥σΨi∥

2 log 1
δ

b20,i
+ 2 log

(
1 + ∥σΨi∥

2 T + ∥σΨi∥
2 log

1

δ

))
.

where ∥σ∥22 =
∑d

i=1 σ
2
i , ∥σΨi∥

2 =
∑

j∈Ψi
σ2
j , σmax = maxi∈[d] σi, ∆1 = f(x1) − f∗, b0,min =

mini∈[d] b0,i > 0.

D.1. Proof of Theorem 2

For simplicity, in our analysis, we will use ∇̂t,i := ∇̂if(xt) and ∇t,i := ∇if(xt) to denote the
i-th coordinate of the stochastic gradients and gradients at iterate t, respectively. The proof utilizes
techniques and follows the strategies [21], where the main effort is to adapt the techniques for
handling subsets from the AdaGrad-Norm and AdaGrad-Coordinate proofs in [21].

Proof We write ∇̂t
bt

to denote
(
∇̂t
bt

)
k
= ∇̂kf(xt)

bt,i
for k ∈ Ψi (we will use this notation briefly to

show some steps and will not be crucial in the main analysis). We start with the smoothness of f
and ∆t := f(xt)− f∗.

∆t+1 −∆t ≤ ⟨∇f(xt), xt+1 − xt⟩+
L

2
∥xt+1 − xt∥2

= −η

〈
∇t,
∇̂t

bt

〉
+

η2L

2

∥∥∥∥∥∇̂t

bt

∥∥∥∥∥
2

(3)

= −η
c−1∑
i=0

∑
j∈Ψi

∇t,j∇̂t,j

bt,i
+

η2L

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i

= −η
c−1∑
i=0

∑
j∈Ψi

∇t,j (ξt,j +∇t,j)

bt,i
+

η2L

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i
(ξt,i = ∇̂t,i −∇t,i)

= −η
c−1∑
i=0

∑
j∈Ψi

∇2
t,j

bt,i
− η

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
bt,i

+
η2L

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i

= −η
c−1∑
i=0

∑
j∈Ψi

∇2
t,j

bt,i
− η

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

+ η

c−1∑
i=0

∑
j∈Ψi

(
1

at,i
− 1

bt,i

)
∇t,jξt,j +

η2L

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i
.

(4)
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Now, we analyze 1
at,i
− 1

bt,i
for i = 0, 1, . . . , c− 1:∣∣∣∣ 1

at,i
− 1

bt,i

∣∣∣∣ = ∣∣∣∣bt,i − at,i
at,ibt,i

∣∣∣∣
=

∣∣∣∣∣ b2t,i − a2t,i
at,ibt,i (bt,i + at,i)

∣∣∣∣∣
=

∣∣∣∣∣∣∣
b2t−1,i +

∥∥∥∇̂Ψif(xt)
∥∥∥2 − b2t−1,i − ∥∇Ψif(xt)∥

2

at,ibt,i (bt,i + at,i)

∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣
∥∥∥∇̂Ψif(xt)

∥∥∥2 − ∥∇Ψif(xt)∥
2

at,ibt,i (bt,i + at,i)

∣∣∣∣∣∣∣
=

∣∣∣∣∣∣
(∥∥∥∇̂Ψif(xt)

∥∥∥− ∥∇Ψif(xt)∥
)(∥∥∥∇̂Ψif(xt)

∥∥∥+ ∥∇Ψif(xt)∥
)

at,ibt,i (bt,i + at,i)

∣∣∣∣∣∣ .
Since bt,i =

√
b2t−1,i +

∥∥∥∇̂Ψif(xt)
∥∥∥2 ≥ ∥∥∥∇̂Ψif(xt)

∥∥∥ and at,i =
√
b2t−1,i + ∥∇Ψif(xt)∥

2 ≥
∥∇Ψif(xt)∥, we have

∣∣∣∣ 1

at,i
− 1

bt,i

∣∣∣∣ ≤
∣∣∣∣∣∣
(∥∥∥∇̂Ψif(xt)

∥∥∥− ∥∇Ψif(xt)∥
)(∥∥∥∇̂Ψif(xt)

∥∥∥+ ∥∇Ψif(xt)∥
)

at,ibt,i

(∥∥∥∇̂Ψif(xt)
∥∥∥+ ∥∇Ψif(xt)∥

)
∣∣∣∣∣∣

≤

∣∣∣∣∣∣
∥∥∥∇̂Ψif(xt)

∥∥∥− ∥∇Ψif(xt)∥

at,ibt,i

∣∣∣∣∣∣
≤

∥∥∥∇̂Ψif(xt)−∇Ψif(xt)
∥∥∥

at,ibt,i

=
∥ξt,Ψi∥
at,ibt,i

.

Hence, we have ∣∣∣∣ 1

at,i
− 1

bt,i

∣∣∣∣ ≤ ∥ξt,Ψi∥
at,ibt,i

.
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Then from 4, taking the absolute value of
∑c−1

i=0

∑
j∈Ψi

(
1

at,i
− 1

bt,i

)
∇t,jξt,j , we can bound:

∆t+1 −∆t ≤ −η
c−1∑
i=0

∑
j∈Ψi

∇2
t,j

bt,i
− η

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

+ η
c−1∑
i=0

∑
j∈Ψi

∣∣∣∣ 1

at,i
− 1

bt,i

∣∣∣∣ |∇t,jξt,j |+
η2L

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i

≤ −η
c−1∑
i=0

∑
j∈Ψi

∇2
t,j

bt,i
− η

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

+ η
c−1∑
i=0

∥ξt,Ψi∥
at,ibt,i

∑
j∈Ψi

|∇t,jξt,j |+
η2L

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i

(1)

≤ −η
c−1∑
i=0

∑
j∈Ψi

∇2
t,j

bt,i
− η

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

+ η

c−1∑
i=0

∥ξt,Ψi∥
at,ibt,i

∥∇t,Ψi∥ ∥ξt,Ψi∥+
η2L

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i

≤ −η
c−1∑
i=0

∑
j∈Ψi

∇2
t,j

bt,i
− η

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

+ η
c−1∑
i=0

∥ξt,Ψi∥

(
∥ξt,Ψi∥

2

2b2t,i
+
∥∇t,Ψi∥

2

2a2t,i

)
+

η2L

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i
,

where (1) is due to
∑

j∈Ψi
|∇t,jξt,j | = ⟨|∇t,Ψi | , |ξt,Ψi |⟩ ≤ ∥∇t,Ψi∥ ∥ξt,Ψi∥ and |·| denotes coordinate-

wise absolute value when we apply to vectors. The last inequality is due to 2ab ≤ a2 + b2. Now,
we can sum both sides for t = 1, . . . , T to telescope the LHS:

∆T+1 −∆1 ≤
T∑
t=1

(
−η

c−1∑
i=0

∑
j∈Ψi

∇2
t,j

bt,i
− η

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

+ η

c−1∑
i=0

∥ξt,Ψi∥

(
∥ξt,Ψi∥

2

2b2t,i
+
∥∇t,Ψi∥

2

2a2t,i

)
+

η2L

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i

)
.

Rearranging gives

T∑
t=1

c−1∑
i=0

∑
j∈Ψi

∇2
t,j

bt,i
≤ ∆1 −∆T+1

η
−

T∑
t=1

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i︸ ︷︷ ︸

A

+

T∑
t=1

c−1∑
i=0

∥ξt,Ψi∥

(
∥ξt,Ψi∥

2

2b2t,i
+
∥∇t,Ψi∥

2

2a2t,i

)
︸ ︷︷ ︸

B

+
ηL

2

T∑
t=1

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i︸ ︷︷ ︸
C

.

On the LHS, we note that

T∑
t=1

c−1∑
i=0

∑
j∈Ψi

∇2
t,j

bt,i
=

T∑
t=1

c−1∑
i=0

∥∇t,Ψi∥
2

bt,i
.
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We now bound each term separately. It’s easiest to bound C:
∑T

t=1

∑c−1
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i
:

T∑
t=1

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

b2t,i
=

c−1∑
i=0

T∑
t=1

∑
j∈Ψi

∇̂2
t,j

b2t,i
=

d∑
i=1

T∑
t=1

b2t,i − b2t−1,i

b2t,i
≤

d∑
i=1

2 log
bT,i
b0,i

.

=

c−1∑
i=0

T∑
t=1

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

=
c−1∑
i=0

T∑
t=1

b2t,i − b2t−1,i

b2t,i

=
c−1∑
i=0

T∑
t=1

1−
b2t−1,i

b2t,i

≤
c−1∑
i=0

T∑
t=1

log
b2t,i
b2t−1,i

= 2
c−1∑
i=0

log
T∏
t=1

bt,i
bt−1,i

= 2
c−1∑
i=0

log
bT,i
b0,i

.

We now have a useful inequality

T∑
t=1

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

≤ 2 log
bT,i
b0,i

, ∀i = 0, . . . , c− 1. (5)

Next, we deal with−
∑T

t=1

∑c−1
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

via a martingale argument. LetFt := σ (ξ1, . . . , ξt−1)

denote the natural filtration. Note that xt isFt-measurable. For any w > 0, we have for each i ∈ [c]:

E

exp
−w ∑

j∈Ψi

∇t,jξt,j
at,i

− 2w2
∑
j∈Ψi

σ2
j∇2

t,j

a2t,i

 | Ft


= exp

−2w2
∑
j∈Ψi

σ2
j∇2

t,j

a2t,i

E

exp
−w ∑

j∈Ψi

∇t,jξt,j
at,i

 | Ft


≤ 1.

Then a simple inductive argument and using Markov’s inequality gives with probability at least
1− δ:

−w
T∑
t=1

∑
j∈Ψi

∇t,jξt,j
at,i

≤ 2w2
T∑
t=1

∑
j∈Ψi

σ2
j∇2

t,j

a2t,i
+ log

1

δ
.
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By a union bound across all c subsets, we have w.p. at least 1− cδ:

−
T∑
t=1

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

≤
T∑
t=1

c−1∑
i=0

∑
j∈Ψi

wσ2
j∇2

t,j

a2t,i
+

c

w
log

1

δ
. (6)

Let’s call the event that (6) happens E1. Now, consider
∑T

t=1

∑c−1
i=0

∑
j∈Ψi

∇2
t,j

a2t,i
. We have

∑
j∈Ψi

∇2
t,j

a2t,i
=
∥∇t,Ψi∥

2

a2t,i
=

∥∇t,Ψi∥
2

b2t−1,i + ∥∇t,Ψi∥
2

(∗)
≤

2
∥∥∥∇̂t,Ψi

∥∥∥2 + 2 ∥ξt,Ψi∥
2

b2t−1,i + 2
∥∥∥∇̂t,Ψi

∥∥∥2 + 2 ∥ξt,Ψi∥
2

∥∇t,Ψi∥
2

a2t,i
≤ 2

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

+ 2
∥ξt,Ψi∥

2

b2t,i
.

For (∗) we use the fact that x
c+x is an increasing function and ∥∇t,Ψi∥

2 =
∥∥∥∇̂t,Ψi + ξt,Ψi

∥∥∥2 ≤
2
∥∥∥∇̂t,Ψi

∥∥∥2 + 2 ∥ξt,Ψi∥
2. Let σmax := maxi∈[d] σi, then under event E1, we have with probability

at least 1− cδ:

−
T∑
t=1

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

≤
T∑
t=1

c−1∑
i=0

∑
j∈Ψi

wσ2
j∇2

t,j

a2t,i
+

c

w
log

1

δ

≤ wσ2
max

T∑
t=1

c−1∑
i=0

∑
j∈Ψi

∇2
t,j

a2t,i
+

c

w
log

1

δ

≤ wσ2
max

T∑
t=1

c−1∑
i=0

2

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

+ 2
∥ξt,Ψi∥

2

b2t,i

+
c

w
log

1

δ

= σmax

√
c log

1

δ︸ ︷︷ ︸
=:α

T∑
t=1

c−1∑
i=0

2

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

+ 2
∥ξt,Ψi∥

2

b2t,i

+ σmax

√
c log

1

δ

(set w :=

√
c log 1

δ

σmax
)

= 2α
T∑
t=1

c−1∑
i=0


∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

+
∥ξt,Ψi∥

2

b2t,i

+ α.

where the second to last equality is due to choosing w =

√
c log 1

δ

σmax
and the last equality is letting

α := σmax

√
c log 1

δ for readability.
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Let MT,i = maxt≤T |ξt,i|. Using our notation, we can define MT,Ψi := maxt≤T ∥ξt,Ψi∥. Under
event E1 (and our new bound for C), we have that with probability at least 1− cδ:

T∑
t=1

c−1∑
i=0

∥∇t,Ψi∥
2

bt,i

(C)
≤ ∆1

η
−

T∑
t=1

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

+
T∑
t=1

c−1∑
i=0

∥ξt,Ψi∥

(
∥ξt,Ψi∥

2

2b2t,i
+
∥∇t,Ψi∥

2

2a2t,i

)
+ ηL

c−1∑
i=0

log
bT,i
b0,i

≤ ∆1

η
−

T∑
t=1

c−1∑
i=0

∑
j∈Ψi

∇t,jξt,j
at,i

(7)

+

T∑
t=1

c−1∑
i=0

MT,Ψi

(
∥ξt,Ψi∥

2

2b2t,i
+
∥∇t,Ψi∥

2

2a2t,i

)
+ ηL

c−1∑
i=0

log
bT,i
b0,i

(def of MT,Ψi)

(E1)

≤ ∆1

η
+ 2α

T∑
t=1

c−1∑
i=0


∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i︸ ︷︷ ︸

bound with (C)

+
∥ξt,Ψi∥

2

b2t,i

+ α+

T∑
t=1

c−1∑
i=0

MT,Ψi

(
∥ξt,Ψi∥

2

2b2t,i
+
∥∇t,Ψi∥

2

2a2t,i

)
+ ηL

c−1∑
i=0

log
bT,i
b0,i

(8)

(C)
≤ ∆1

η
+ 2α

T∑
t=1

c−1∑
i=0

∥ξt,Ψi∥
2

b2t,i
+ α+

T∑
t=1

c−1∑
i=0

MT,Ψi

(
∥ξt,Ψi∥

2

2b2t,i
+
∥∇t,Ψi∥

2

2a2t,i

)
+ (ηL+ 4α)

c−1∑
i=0

log
bT,i
b0,i

(9)

≤ ∆1

η
+ 2α

T∑
t=1

c−1∑
i=0

∥ξt,Ψi∥
2

b2t,i
+ α+ (10)

T∑
t=1

c−1∑
i=0

MT,Ψi

∥ξt,Ψi∥
2

2b2t,i
+

T∑
t=1

c−1∑
i=0

MT,Ψi

∥∇t,Ψi∥
2

2a2t,i
+ (ηL+ 4α)

c−1∑
i=0

log
bT,i
b0,i

.

(11)

Let us turn our attention to MT,Ψi := maxt≤T ∥ξt,Ψi∥. Note that

Pr

[
max
t∈[T ]
∥ξt,Ψi∥

2 ≥ A

]
= Pr

[
exp

(
maxt∈[T ] ∥ξt,Ψi∥

2

w

)
≥ exp

(
A

w

)]
(for w > 0)

≤ exp

(
−A

w

)
E

[
exp

(
maxt∈[T ] ∥ξt,Ψi∥

2

w

)]
(Markov)

= exp

(
−A

w

)
E

[
max
t∈[T ]

exp

(
∥ξt,Ψi∥

2

w

)]

≤ exp

(
−A

w

) ∑
t∈[T ]

E

[
exp

(
∥ξt,Ψi∥

2

w

)]
.
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We have

E

[
exp

(
∥ξt,Ψi∥

2

w

)]
= E

[
exp

(∑
j∈Ψi

ξ2t,j
w

)]

= E

[
exp

(∑
j∈Ψi

ξ2t,j
w

)]

= E

∏
j∈Ψi

exp

(
ξ2t,j
w

)
=
∏
j∈Ψi

E

[
exp

(
ξ2t,j
w

)]
. (independence)

Since sub-gaussianity give us

E
[
exp

(
λ2ξ2t,i

)]
≤ exp

(
λ2σ2

i

)
, ∀ |λ| ≤ 1

σi
,∀i ∈ [d] ,

we have E
[
exp

(
ξ2t,j
w

)]
≤ exp

(
σ2
j

w

)
if
√

1
w ≤

1
σj

. We pick w := ∥σΨi∥
2 =

∑
j∈Ψi

σ2
j ≥

σ2
j , ∀j ∈ Ψi . Hence, we have

E

[
exp

(
∥ξt,Ψi∥

2

∥σΨi∥
2

)]
≤
∏
j∈Ψi

exp

(
σ2
j

∥σΨi∥
2

)

= exp

(
∥σΨi∥

2

∥σΨi∥
2

)
= 1. (12)

We have actually shown that ξt,Ψi is a ∥σΨi∥
2-subgaussian random variable in Rk (see Proposition

2.5.2 in [31]). This fact will come in handy later. Now, we have

Pr

[
max
t∈[T ]
∥ξt,Ψi∥

2 ≥ A

]
≤ exp

(
− A

∥σΨi∥
2

) ∑
t∈[T ]

E

[
exp

(
∥ξt,Ψi∥

2

∥σΨi∥
2

)]

= exp

(
− A

∥σΨi∥
2

)
T.

Setting exp

(
− A

∥σΨi∥
2

)
T = δ gives A = ∥σΨi∥

2 lnT/δ. Hence, we have with probability at least

1− δ,
MT,Ψi = max

t∈[T ]
∥ξt,Ψi∥

2 ≤ ∥σΨi∥
2 lnT/δ. (13)

Union bounding across all i = 0, 1, . . . , c− 1, we have that with probability at least 1− cδ,

MT,Ψi ≤ ∥σΨi∥
2 lnT/δ, ∀i = 0, 1, . . . , c− 1. (14)
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Let us denote the event in (14) by E2. Combining it with event E1 and starting from 10, we have
that with probability 1− cδ:

T∑
t=1

c−1∑
i=0

∥∇t,Ψi∥
2

bt,i
≤ ∆1

η
+ 2α

T∑
t=1

c−1∑
i=0

∥ξt,Ψi∥
2

b2t,i
+ α+

T∑
t=1

c−1∑
i=0

MT,Ψi

∥ξt,Ψi∥
2

2b2t,i
+

T∑
t=1

c−1∑
i=0

MT,Ψi

∥∇t,Ψi∥
2

2a2t,i
+ (ηL+ 4α)

c−1∑
i=0

log
bT,i
b0,i

≤ ∆1

η
+ 2α

T∑
t=1

c−1∑
i=0

∥ξt,Ψi∥
2

b2t,i
+ lnT/δ

T∑
t=1

c−1∑
i=0

∥σΨi∥
2 ∥ξt,Ψi∥

2

2b2t,i
+ α+

lnT/δ

T∑
t=1

c−1∑
i=0

∥σΨi∥
2 ∥∇t,Ψi∥

2

2a2t,i
+ (ηL+ 4α)

c−1∑
i=0

log
bT,i
b0,i

=
∆1

η
+

c−1∑
i=0

(
lnT/δ

∥σΨi∥
2

2
+ 2α

)
T∑
t=1

∥ξt,Ψi∥
2

b2t,i
+ α+

lnT/δ
c−1∑
i=0

∥σΨi∥
2

2

T∑
t=1

∥∇t,Ψi∥
2

a2t,i
+ (ηL+ 4α)

c−1∑
i=0

log
bT,i
b0,i

.

Recall that ∥∇t,Ψi∥
2

a2t,i
≤ 2
∥∇̂t,Ψi∥

2

b2t,i
+ 2
∥ξt,Ψi∥

2

b2t,i
, we then have

lnT/δ
c−1∑
i=0

∥σΨi∥
2

2

T∑
t=1

∥∇t,Ψi∥
2

a2t,i
≤ lnT/δ

c−1∑
i=0

∥σΨi∥
2

2

T∑
t=1

2

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

+ 2
∥ξt,Ψi∥

2

b2t,i


= lnT/δ

c−1∑
i=0

∥σΨi∥
2

T∑
t=1

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

+ lnT/δ
c−1∑
i=0

∥σΨi∥
2

T∑
t=1

∥ξt,Ψi∥
2

b2t,i

≤ lnT/δ

c−1∑
i=0

∥σΨi∥
2 log

bT,i
b0,i

+ lnT/δ

c−1∑
i=0

∥σΨi∥
2

T∑
t=1

∥ξt,Ψi∥
2

b2t,i
.

(from 5)

Hence, we have with probability at least 1− 2cδ:
T∑
t=1

c−1∑
i=0

∥∇t,Ψi∥
2

bt,i
≤ ∆1

η
+

c−1∑
i=0

(
lnT/δ ∥σΨi∥

2 + 2α
) T∑

t=1

∥ξt,Ψi∥
2

b2t,i
(15)

+ α+
c−1∑
i=0

lnT/δ ∥σΨi∥
2 log

bT,i
b0,i

+

c−1∑
i=0

(ηL+ 4α) log
bT,i
b0,i

=
∆1

η
+

c−1∑
i=0

(
lnT/δ ∥σΨi∥

2 + 2α
) T∑

t=1

∥ξt,Ψi∥
2

b2t,i
(16)

+ α+

c−1∑
i=0

(
lnT/δ ∥σΨi∥

2 + ηL+ 4α
)
log

bT,i
b0,i

. (17)
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Now, we bound
∑T

t=1
∥ξt,Ψi∥

2

b2t,i
and log

bT,i

b0,i
. We need to first lower bound

∑t
s=1

∥∥∥∇̂t,Ψi

∥∥∥2. We

proceed by noting that

∥∇̂t,Ψi∥2 = ∥∇t,Ψi + ξt,Ψi∥2

= ∥∇t,Ψi∥2 + 2⟨ξt,Ψi ,∇t,Ψi⟩+ ∥ξt,Ψi∥2

⇒ ∥∇t,Ψi∥ − ∥∇̂t,Ψi∥2 + ∥ξt,Ψi∥2 = 2⟨ξt,Ψi ,∇t,Ψi⟩.

Define for t ∈ {0, 1, · · · , T} and some constant vs to be specified later:

Ut+1 = exp

(
t∑

s=1

ws

(
∥∇s,Ψi∥ − ∥∇̂s,Ψi∥2 + ∥ξs,Ψi∥2

)
− vs∥∇s,Ψi∥2

)
= Ut · exp

(
wt

(
∥∇t,Ψi∥ − ∥∇̂t,Ψi∥2 + ∥ξt,Ψi∥2

)
− vt∥∇t,Ψi∥2

)
= Ut · exp

(
wt (2⟨ξt,Ψi ,∇t,Ψi⟩)− vt∥∇t,Ψi∥2

)
.

First, note that Ut ∈ Ft. We show that Ut is a supermartingale

E [Ut+1 | Ft] = E
[
Ut · exp

(
wt (2⟨ξt,Ψi ,∇t,Ψi⟩)− vt∥∇t,Ψi∥2

)
| Ft

]
= Ut exp

(
−vt∥∇t,Ψi∥2

)
E [exp (2wt⟨ξt,Ψi ,∇t,Ψi⟩) | Ft]

(∗)
≤ Ut exp

(
−vt∥∇t,Ψi∥2

)
E
[
exp

(
4w2

t ∥σΨi∥
2 ∥∇t,Ψi∥2

)
| Ft

]
= Ut, (vt=4w2

t ∥σΨi∥
2)

where (∗) is due to Lemma 2.2 of [21] and the fact that ξt,Ψi is ∥σΨi∥
2-subgaussian from (12).

Hence, by Ville’s supermartingale inequality, we have

Pr

[
max

t∈[T+1]
Ut ≥ δ−1

]
≤ δE [U1] = δ.

This implies w.p. ≥ 1− δ, ∀0 ≤ t ≤ T :

t∑
s=1

ws

(
∥∇s,Ψi∥ − ∥∇̂s,Ψi∥2 + ∥ξs,Ψi∥2

)
− vs∥∇s,Ψi∥2 ≤ log

1

δ

=⇒
t∑

s=1

(
ws − 4w2

s ∥σΨi∥
2
)
∥∇s,Ψi∥2 +

t∑
s=1

ws∥ξs,Ψi∥2 ≤
t∑

s=1

ws∥∇̂s,Ψi∥2 + log
1

δ

⇐⇒
t∑

s=1

(
1− 4ws ∥σΨi∥

2
)
∥∇s,Ψi∥2 +

t∑
s=1

∥ξs,Ψi∥2 ≤
t∑

s=1

∥∇̂s,Ψi∥2 +
1

ws
log

1

δ
.

Set ws =
1

4∥σΨi∥
2 to get

t∑
s=1

∥ξs,Ψi∥2 ≤
t∑

s=1

∥∇̂s,Ψi∥2 + 4 ∥σΨi∥
2 log

1

δ
, ∀t ≤ T. (18)
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We are now ready to bound
∑T

t=1
∥ξt,Ψi∥

2

b2t,i
. Starting by applying (18), we have that with probability

at least 1− δ

T∑
t=1

∥ξt,Ψi∥
2

b2t,i
=

T∑
t=1

∥ξt,Ψi∥
2

b20,i +
∑t

s=1

∥∥∥∇̂t,Ψi

∥∥∥2
≤

T∑
t=1

∥ξt,Ψi∥
2

b20,i +
(∑t

s=1 ∥ξs,Ψi∥2 − 4 ∥σΨi∥
2 log 1

δ

)+
where (x)+ = max {x, 0}. Let τ = max

(
{0} ∪

{
t ∈ N≤T |

∑t
s=1 ∥ξs,Ψi∥

2 ≤ 2C
})

for some
C ≥ 0. We have

T∑
t=1

∥ξt,Ψi∥
2

b2t,i
=

τ∑
t=1

∥ξt,Ψi∥
2

b2t,i
+

T∑
t=τ+1

∥ξt,Ψi∥
2

b20,i +
∑t

s=1

∥∥∥∇̂t,Ψi

∥∥∥2
≤ 1

b20,i

τ∑
t=1

∥ξt,Ψi∥
2 +

T∑
t=τ+1

∥ξt,Ψi∥
2

b20,i +
∑t

s=1 ∥ξs,Ψi∥2 − 4 ∥σΨi∥
2 log 1

δ

≤ 2C

b20,i
+

T∑
t=τ+1

∥ξt,Ψi∥
2

b20,i +
∑t

s=1 ∥ξs,Ψi∥2 − 4 ∥σΨi∥
2 log 1

δ

.

Now, since
∑t

s=1∥ξs,Ψi∥
2

2 ≥ C for t > τ , we have b20,i +
∑t

s=1 ∥ξs,Ψi∥2 − 4 ∥σΨi∥
2 log 1

δ ≥
b20,i − 4 ∥σΨi∥

2 log 1
δ + C + 1

2

∑t
s=1 ∥ξs,Ψi∥2. If b20,i − 4 ∥σΨi∥

2 log 1
δ ≥ 0, then we pick C = 0

and b20,i− 4 ∥σΨi∥
2 log 1

δ +C+ 1
2

∑t
s=1 ∥ξs,Ψi∥2 ≥ 1

2

∑t
s=1 ∥ξs,Ψi∥2. If b20,i− 4 ∥σΨi∥

2 log 1
δ < 0,

we pick C = 4 ∥σΨi∥
2 log 1

δ −b20,i > 0, which gives b20,i−4 ∥σΨi∥
2 log 1

δ +C+ 1
2

∑t
s=1 ∥ξs,Ψi∥2 ≥

1
2

∑t
s=1 ∥ξs,Ψi∥2. In either case, we have b20,i−4 ∥σΨi∥

2 log 1
δ+C+1

2

∑t
s=1 ∥ξs,Ψi∥2 ≥ 1

2

∑t
s=1 ∥ξs,Ψi∥2.

Hence, letting C = max
(
0, 4 ∥σΨi∥

2 log 1
δ − b20,i

)
≤ 4 ∥σΨi∥

2 log 1
δ , we have with probability at

least 1− δ:

T∑
t=1

∥ξt,Ψi∥
2

b2t,i
≤ 2C

b20,i
+ 2

T∑
t=τ+1

∥ξt,Ψi∥
2∑t

s=1 ∥ξs,Ψi∥2

≤ 2C

b20,i
+ 2

T∑
t=1

∥ξt,Ψi∥
2∑t

s=1 ∥ξs,Ψi∥2

≤
8 ∥σΨi∥

2 log 1
δ

b20,i
+ 2

T∑
t=1

∥ξt,Ψi∥
2∑t

s=1 ∥ξs,Ψi∥2
.
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Let Xt = 1 +
∑t

s=1 ∥ξs,Ψi∥
2 = Xt−1 + ∥ξt,Ψi∥

2, where X0 = 1. Then,

T∑
t=1

∥ξt,Ψi∥
2∑t

s=1 ∥ξs,Ψi∥2
=

T∑
t=1

Xt −Xt−1

Xt
=

T∑
t=1

1− Xt−1

Xt

≤
T∑
t=1

log

(
Xt

Xt−1

)

= log

(
T∏
t=1

Xt

Xt−1

)

= log

(
XT

X0

)
= log

(
1 +

T∑
t=1

∥ξs,Ψi∥
2

)
.

Hence, with probability at least 1− δ:

T∑
t=1

∥ξt,Ψi∥
2

b2t,i
≤

8 ∥σΨi∥
2 log 1

δ

b20,i
+ 2 log

(
1 +

T∑
t=1

∥ξs,Ψi∥
2

)
. (19)

It remains to bound
∑T

t=1 ∥ξs,Ψi∥
2. Note that

Pr

[
T∑
t=1

∥ξs,Ψi∥
2 ≥ u

]
= Pr

[
exp

(
T∑
t=1

∥ξs,Ψi∥2

∥σΨi∥
2

)
≥ exp

(
u

∥σΨi∥
2

)]

≤
E
[
exp

(∑T
t=1

∥ξs,Ψi
∥2

∥σΨi∥
2

)]
exp

(
u

∥σΨi∥
2

)
≤ exp(T )

exp

(
u

∥σΨi∥
2

) (ξs,Ψi is ∥σΨi∥
2-subgaussian)

Choosing u = ∥σΨi∥
2 T + ∥σΨi∥

2 log 1
δ gives that with probability at least 1− δ, we have

T∑
t=1

∥ξs,Ψi∥
2 ≤ ∥σΨi∥

2 T + ∥σΨi∥
2 log

1

δ
. (20)

Having a high probability bound on the sum of the stochastic error of the subset-norm, we can
combine both events from (19) and (20) to get that with probability at least 1− 2δ:

T∑
t=1

∥ξt,Ψi∥
2

b2t,i
≤

8 ∥σΨi∥
2 log 1

δ

b20,i
+ 2 log

(
1 + ∥σΨi∥

2 T + ∥σΨi∥
2 log

1

δ

)
. (21)
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Then we can also condition on the event that (21) happens and combine it with the event in (17) to
get that with probability at least 1− 2cδ (assuming c ≥ 2), we have

T∑
t=1

c−1∑
i=0

∥∇t,Ψi∥
2
2

bt,i
≤ ∆1

η
+

c−1∑
i=0

(
lnT/δ ∥σΨi∥

2 + 2α
) T∑

t=1

∥ξt,Ψi∥
2

b2t,i
(22)

+ α+
c−1∑
i=0

(
lnT/δ ∥σΨi∥

2 + ηL+ 4α
)
log

bT,i
b0,i

(23)

≤ ∆1

η
+

c−1∑
i=0

(
lnT/δ ∥σΨi∥

2 + 2α
)(8 ∥σΨi∥

2 log 1
δ

b20,i
+ 2 log

(
1 + ∥σΨi∥

2 T + ∥σΨi∥
2 log

1

δ

))
︸ ︷︷ ︸

=:H(δ)

(24)

+ α+

c−1∑
i=0

(
lnT/δ ∥σΨi∥

2 + ηL+ 4α
)
log

bT,i
b0,i

=
∆1

η
+H(δ) + α+

c−1∑
i=0

(
lnT/δ ∥σΨi∥

2 + ηL+ 4α
)
log

bT,i
b0,i

. (25)

First, note that bT,i ≤ ∥bT ∥1 =
∑c−1

i=0 bT,i. Letting b0,min := mini b0,i, we then have

c−1∑
i=0

(
lnT/δ ∥σΨi∥

2 + ηL+ 4α
)
log

bT,i
b0,i
≤ log

∥bT ∥1
b0,min

c−1∑
i=0

(
lnT/δ ∥σΨi∥

2 + ηL+ 4α
)

= log
∥bT ∥1
b0,min

(
lnT/δ ∥σ∥22 + cηL+ 4cα

)
.

Now, note the LHS term
∑T

t=1

∑c−1
i=0
∥∇t,Ψi∥

2

2
bt,i

of (23):

(
c−1∑
i=0

∥∇t,Ψi∥
2
2

bt,i

)(
c−1∑
i=0

bt,i

)
≥

(
c−1∑
i=0

∥∇t,Ψi∥2

)2

≥
c−1∑
i=0

∥∇t,Ψi∥
2
2 = ∥∇t∥22

=⇒
∥∇t∥22(∑c−1
i=0 bt,i

) ≤ c−1∑
i=0

∥∇t,Ψi∥
2
2

bt,i
.
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Now,
∑c−1

i=0 bt,i =
∑c−1

i=0 |bt,i| = ∥bt∥1, so with probability 1− 2cδ:

T∑
t=1

∥∇t∥22
∥bT ∥1

≤
T∑
t=1

∥∇t∥22
∥bt∥1

≤
T∑
t=1

c−1∑
i=0

∥∇t,Ψi∥
2
2

bt,i

=⇒
T∑
t=1

∥∇t∥22 ≤ ∥bT ∥1
T∑
t=1

c−1∑
i=0

∥∇t,Ψi∥
2
2

bt,i

≤ ∥bT ∥1
(
∆1

η
+ cH(δ) +

(
lnT/δ ∥σ∥22 + cηL+ 4cα

)
log
∥bT ∥1
b0,min

)
(26)

≤ ∥bT ∥1
(
∆1

η
+ cH(δ) +

(
lnT/δ ∥σ∥22 + cηL+ 4cα

)
log
∥bT ∥1
b0,min

)
. (27)

It remains to bound ∥bT ∥1. We start again from smoothness of f :

∆t+1 −∆t ≤ ⟨∇t, xt+1 − xt⟩+
L

2
∥xt+1 − xt∥2

= −η

〈
∇t,
∇̂t

bt

〉
+

η2L

2

∥∥∥∥∥∇̂t

bt

∥∥∥∥∥
2

= −η

〈
∇̂t − ξt,

∇̂t

bt

〉
+

η2L

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,Ψj

b2t,i

= −η

〈
∇̂t,
∇̂t

bt

〉
+ η

〈
ξt,
∇̂t

bt

〉
+

η2L

2

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

= −η
c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

bt,i
+ η

c−1∑
i=0

∑
j∈Ψi

ξt,j∇̂t,j

bt,i
+

η2L

2

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

= −η
c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
bt,i

+
η2L

2

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

+ η

c−1∑
i=0

∑
j∈Ψi

ξt,j∇̂t,j

bt,i
. (28)

Note that
c−1∑
i=0

∑
j∈Ψi

ξt,j∇̂t,j

bt,i
≤ 1

2

c−1∑
i=0

∑
j∈Ψi

ξ2t,j
bt,i

+
1

2

c−1∑
i=0

∑
j∈Ψi

∇̂2
t,j

bt,i

=
1

2

c−1∑
i=0

∑
j∈Ψi

ξ2t,j
bt,i

+
1

2

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
bt,i

.

Plugging back in, we have

∆t+1 −∆t ≤ −
η

2

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
bt,i

+ η2L

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

+
η

2

c−1∑
i=0

∥ξt,Ψi∥
2

bt,i
.
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Summing over T and rearranging, we get

T∑
t=1

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
bt,i

≤ 2∆1

η
+

T∑
t=1

c−1∑
i=0

∥ξt,Ψi∥
2

bt,i
+ 2ηL

T∑
t=1

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

=⇒
T∑
t=1

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
bt,i

≤ 4∆1

η
+ 2

T∑
t=1

c−1∑
i=0

∥ξt,Ψi∥
2

bt,i
+

T∑
t=1

c−1∑
i=0

(
4ηL

b2t,i
− 1

bt,i

)∥∥∥∇̂t,Ψi

∥∥∥2 .
We can bound

∑T
t=1

∑c−1
i=0

(
4ηL
b2t,i
− 1

bt,i

)∥∥∥∇̂t,Ψi

∥∥∥2 as follows. Consider i ∈ [c]. Let τi = max {t ≤ T | bt,i ≤ 4ηL}

so that t ≥ τi implies bt,i > 4ηL ⇐⇒ 4ηL
b2t,i

< 1
bt,i

:

T∑
t=1

(
4ηL

b2t,i
− 1

bt,i

)∥∥∥∇̂t,Ψi

∥∥∥2 = τi∑
t=1

(
4ηL

b2t,i
− 1

bt,i

)∥∥∥∇̂t,Ψi

∥∥∥2 + T∑
t=τi+1

4ηL

b2t,i
− 1

bt,i︸ ︷︷ ︸
<0

∥∥∥∇̂t,Ψi

∥∥∥2

≤
τi∑
t=1

(
4ηL

b2t,i
− 1

bt,i

)∥∥∥∇̂t,Ψi

∥∥∥2

≤ 4ηL

τi∑
t=1

∥∥∥∇̂t,Ψi

∥∥∥2
b2t,i

≤ 8ηL log
bτi,i
b0,i
≤ 8ηL log

4ηL

b0,i
.

Hence, we have

T∑
t=1

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
bt,i

≤ 4∆1

η
+ 2

T∑
t=1

c−1∑
i=0

∥ξt,Ψi∥
2

bt,i
+ 8ηL

c−1∑
i=0

log
4ηL

b0,i
.

Consider the LHS

T∑
t=1

c−1∑
i=0

∥∥∥∇̂t,Ψi

∥∥∥2
bt,i

=

T∑
t=1

c−1∑
i=0

b2t,i − b2t−1,i

bt,i
=

T∑
t=1

c−1∑
i=0

bt,i −
b2t−1,i

bt,i

≥
T∑
t=1

c−1∑
i=0

bt,i −
b2t−1,i

bt−1,i
=

T∑
t=1

c−1∑
i=0

bt,i − bt−1,i

=
c−1∑
i=0

T∑
t=1

bt,i − bt−1,i =
c−1∑
i=0

bT,i − b0,i

= ∥bT ∥1 − ∥b0∥1 .

Hence, we have

∥bT ∥1 ≤ ∥b0∥1 +
2∆1

η
+

c−1∑
i=0

T∑
t=1

∥ξt,Ψi∥
2

bt,i
+ 8ηLc log

4ηL

b0,min
.
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It remains to bound
∑T

t=1
∥ξt,Ψi∥

2

bt,i
for each i ∈ [c]. Recall from (21), with probability at least 1− δ

t∑
s=1

∥ξt,Ψi∥2 ≤
t∑

s=1

∥∇̂t,Ψi∥2 + 4 ∥σΨi∥
2 log

1

δ
, ∀t ≤ T.

We have with probability at least 1− 2cδ,

T∑
t=1

∥ξt,Ψi∥
2

bt,i
=

T∑
t=1

∥ξt,Ψi∥
2√

b20,i +
∑t

s=1 ∥∇̂s,Ψi∥2

(1)

≤
T∑
t=1

ξ2t,i√
b20,i +

(∑t
s=1 ∥ξs,Ψi∥2 − 4 ∥σΨi∥

2 log 1
δ

)+
≤

8 ∥σΨi∥
2 log 1

δ

b0,i
+ 2
√
2

√√√√ T∑
s=1

∥ξs,Ψi∥2

(2)

≤
8 ∥σΨi∥

2 log 1
δ

b0,i
+ 4

√
∥σΨi∥

2 T + ∥σΨi∥
2 log

1

δ
,

where (1) is due to (18) and (2) is due to Lemma (20). Hence, we have that with probability at least
1− 2cδ,

∥bT ∥1 ≤ ∥b0∥1 +
2∆1

η
+

c−1∑
i=0

8 ∥σΨi∥
2 log 1

δ

b0,i
+

c−1∑
i=0

4

√
∥σΨi∥

2 T + ∥σΨi∥
2 log

1

δ
+ 8ηLc log

4ηL

b0,min

≤ ∥b0∥1 +
2∆1

η
+

8 log 1
δ

b0,min

c−1∑
i=0

∥σΨi∥
2 + 4

√
T

c−1∑
i=0

∥σΨi∥+
√

log
1

δ

c−1∑
i=0

∥σΨi∥+ 8ηLc log
4ηL

b0,min

= 4
√
T

c−1∑
i=0

∥σΨi∥+ ∥b0∥1 +
2∆1

η
+

8 log 1
δ

b0,min
∥σ∥22 +

√
log

1

δ

c−1∑
i=0

∥σΨi∥+ 8ηLc log
4ηL

b0,min︸ ︷︷ ︸
=:I(δ)

.

Hence, we can combine (27) with the bound for ∥bT ∥1 to get that with probability 1− 6cδ:

T∑
t=1

∥∇t∥22 ≤ ∥bT ∥1

(
∆1

η
+H(δ) +

(
lnT/δ ∥σ∥22 + cηL+ 4cσmax

√
c log

1

δ

)
log
∥bT ∥1
b0,min

)

≤

(
4
√
T

c−1∑
i=0

∥σΨi∥+ I(δ)

)
·(

∆1

η
+H(δ) +

(
lnT/δ ∥σ∥22 + cηL+ 4c3/2σmax

√
log

1

δ

)
log

(
4
√
T
∑c−1

i=0 ∥σΨi∥+ I(δ)

b0,min

))
.
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Dividing both sides by T , we get the theorem that with probability 1− 6cδ:

1

T

T∑
t=1

∥∇t∥22 ≤ G(δ) ·

(
4
∑c−1

i=0 ∥σΨi∥√
T

+
I(δ)

T

)
, where G(δ) and I(δ) are polylog terms:

G(δ) :=
∆1

η
+H(δ) +

(
lnT/δ ∥σ∥22 + cηL+ 4c3/2σmax

√
log

1

δ

)
log

(
4
√
T
∑c−1

i=0 ∥σΨi∥+ I(δ)

b0,min

)

I(δ) := ∥b0∥1 +
2∆1

η
+

8 log 1
δ

b0,min
∥σ∥22 +

√
log

1

δ

c−1∑
i=0

∥σΨi∥+ 8ηLc log
4ηL

b0,min

H(δ) :=

c−1∑
i=0

(
ln (T/δ) ∥σΨi∥

2 + 2α
)(8 ∥σΨi∥

2 log 1
δ

b20,i
+ 2 log

(
1 + ∥σΨi∥

2 T + ∥σΨi∥
2 log

1

δ

))
.
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