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Abstract

Large language models (LLMs) achieve aston-
ishing results on a wide range of tasks. How-
ever, their formal reasoning ability still lags
behind. A promising approach is Neurosym-
bolic LLM reasoning. It works by using LLMs
as translators from natural to formal languages
and symbolic solvers for deriving correct re-
sults. Still, it remains unclear what the con-
tributing factors to the success of Neurosym-
bolic LLM reasoning are. This paper shows
that one important factor is the choice of the
formal language. By comparing 4 formal lan-
guages on 3 datasets over 6 LLMs, we show
that the choice of formal language affects both
the syntactic and the semantic reasoning ca-
pability. Thereby, we introduce the intermedi-
ate language challenge, which is the challenge
of picking a suitable formal language for neu-
rosymbolic reasoning. Further, we compare the
effects of using different in-context-learning
examples in an ablation study. We conclude
that on average, context-aware encodings help
LLMs to reason, while there is no apparent
effect of using comments or markdown syntax.

1 Introduction

Logical reasoning tasks pose a challenge to Large
Language Models (LLMs), as they struggle to rea-
son abstractly and correctly (Saparov and He, 2023;
Lampinen et al., 2024; Panas et al., 2024). This
leads to their sometimes spectacular failures, like
deriving that birds have four legs (Lin et al., 2020).
One attempt to improve the abstract reasoning capa-
bility is Chain of Thought (CoT) (Wei et al., 2022)
prompting. With CoT, LLMs are nudged to rea-
son step-by-step. However, LLMs’ step-by-step
reasoning is generally non-faithful - even when all
individual reasoning steps are correct on their own,
the final conclusion can be false (Lyu et al., 2023).

Neurosymbolic LLM reasoning enables faithful
reasoning chains. It works in two steps: the first
step translates a natural language-posed logical

reasoning problem into a formal intermediate lan-
guage. The translation uses the in-context-learning
(ICL) capability of LLMs. The second step is to
solve the translated problem by a symbolic reasoner.
State-of-the-art neurosymbolic approaches, such as
Logic-LM (Pan et al., 2023) and LINC (Olausson
et al., 2023), report substantial improvements over
pure LLM prompting.

Howeyver, it remains unclear what the reasons for
their reported success are. This comes, as there are
a plethora of possible contributing factors, ranging
from the LLM training data, over auxiliary systems
(such as re-prompting on errors), to the choice of
formal language. We investigate the choice of for-
mal language, as it is rarely justified, let alone sup-
ported by empirical evidence, leaving its impact on
neurosymbolic LLM reasoning largely uncharted.
Contributions. By measuring the impact of differ-
ent formal languages, we take a first step toward
better understanding why neurosymbolic systems
obtain state-of-the-art results and how the choice
of formal language affects reasoning. The main
contributions of this work are:

* We introduce the intermediate language chal-
lenge: selecting the right formal language for
neurosymbolic LLM reasoning.

» We conduct an extensive empirical study' of four
formal languages across three logical reasoning
datasets (ProntoQA, ProofWriter, FOLIO) and
six LLMs (8B-671B).

e We perform a systematic ablation study on ICL-
example encoding strategies, isolating the effects
of context, comments, and markdown syntax.

Our experiments show that the choice of formal lan-
guage matters: first-order logic outperforms logic
programming languages. Echoing earlier findings
on symbolic reasoning (Lampinen et al., 2024),

'Our supplementary material https://tinyurl.com/
intermediate-language contains the experiment code/data.
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Instruction:

"[Your] task is to parse the problem description [..]
into a [formal language]. [..] A correctly parsed
example is given below. [..]"

Correctly Parsed Example:

"Fae is a cat, all cats are mammals, [..]
Facts: cat(fae).

Rules: mammal(X) :- cat(X). [..]"
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Figure 1: Neurosymbolic LLM reasoning: A problem formulated in natural language is translated by using in-
context-learning into a formal language. Subsequently, a symbolic reasoner subsequently computes a solution to the
problem, which is followed by the re-translation of the solution.

our neurosymbolic ablation confirms that added
context improves LLM performance. In contrast,
adding comments or Markdown markup yields no
systematic benefit.

We will continue after this introduction with the
preliminaries and definitions (Section 2). Next,
we introduce the intermediate language problem
(Section 3), which we follow with our experimen-
tal setup (Section 4), and our experimental results
(Section 5). We close our paper with the related
work in Section 6 and our conclusions in Section 7.

2 Preliminaries

We briefly present the necessary background ma-
terial and definitions for understanding the paper.
Recall that the main objective of this study is to
compare the reasoning performance of different
formal languages on modern LLMs. By taking
the perspective of end-users, we treat LLMs as im-
mutable black-box next-token predictor machines.
Therefore, we are mainly interested in what effects
different prompting strategies have on the reason-
ing performance. We consider the effects of other
techniques, such as fine-tuning, as out of scope.
Throughout this paper, the terms syntax and seman-
tics are used in their formal language sense.

2.1 Chain-of-Thought (CoT) prompting

Chain-of-Thought (CoT) prompting is an in-
context-learning (ICL) technique with applications
ranging from helping LLMs to express their un-
certainty (Xiong et al., 2024), to improving the
reasoning capabilities of LLMs (Wei et al., 2022).
CoT nudges the LLM to mimic a reasoning chain,
where we show an example in the next listing.

1 The following example showcases the line
of reasoning you have to follow:

2
3
4

5
6

Each
True

Question ----

cat is a carnivore. Fae is a cat.
or false: Fae is a carnivore
Reasoning ----

Fae is a cat. Each cat is a carnivore.
So Fae is a carnivore.

Reasoning chains are faithful whenever the result
follows from the individual steps in the reasoning
chain. However, LLMs’ reasoning chains are non-
faithful in general (Lyu et al., 2023).

2.2 Neurosymbolic LLM Reasoning

Figure 1 depicts the high-level schematics of neu-
rosymbolic LLM reasoning. A natural language-
posed problem is translated into its formal lan-
guage representation by using ICL. ICL comprises
an instruction and an example, sometimes called
ICL-instruction and ICL-example. The instruction
describes the general task, while the example show-
cases how to translate the natural language-posed
problem into a formal language. We refer to the
formal language of the ICL-example, as the chosen
formal language.

In a second step, the symbolic reasoner solves
the problem by obtaining a solution from the formal
representation, which can be either re-translated
into natural language or directly used as output.
Logic-LM (Pan et al., 2023) and Logic-LM++ (Kir-
tania et al., 2024) re-prompt the LLM in case of syn-
tax errors, with the error message of the symbolic
reasoner. LINC (Olausson et al., 2023) uses multi-
ple ICL-examples for one problem and prompts the
LLM non-deterministically multiple times, where a
majority vote is taken to get the final output. Most
approaches use a backup strategy on syntax errors,
such as CoT prompting or random choice. We ab-
stain from a backup strategy, as we want to measure
the impact of the formal language directly.



3 The Intermediate Language Challenge
for Logical Reasoning

We proceed to define our intermediate language
challenge for neurosymbolic LLM reasoning. We
assume to have given a natural language-posed rea-
soning problem P and a set of possible formal
languages L.

Definition 1 The intermediate language challenge
is the task of choosing a formal language | € L for
solving ‘P with a high reasoning accuracy.

Inherent to the intermediate language challenge is
autoformalization (Wu et al., 2022).

Definition 2 Let [ € L be a fixed formal language.
Then, autoformalization aims for automatic and
correct translation of P into .

While autoformalization is concerned with the cor-
rect translation from natural language into a fixed
formal language [, the intermediate language chal-
lenge is about choosing a suitable formal language
' € L s.t. autoformalization can be done effec-
tively. We identify two root causes of the intermedi-
ate language problem: (i) Syntax affects LLMs’ rea-
soning performance, and (ii) one logical problem
can be translated into multiple formal languages.
Syntax affects LLMs’ reasoning performance.
Consider the following two logical reasoning prob-
lems: (1) “Tommi is a tumpus. Each tumpus is
a wumpus. Is Tommi a wumpus?” (2) “Tommi
is a cat. Each cat is an animal. Is Tommi an
animal?” Recent work suggests that, on average,
LLMs perform better for scenarios of type (2) than
type (1) (Saparov and He, 2023; Lampinen et al.,
2024). From a semantic perspective, both scenar-
ios require the application of modus ponens. Thus,
as the only difference lies in the syntax, we can
conclude that the syntax affects LLMs’ reasoning
capabilities. Going back to formal languages, ob-
serve that the syntax of formal languages differs.
Therefore, we conclude that the choice of formal
language affects LLMs’ reasoning capabilities.
Logical problems can be encoded in different
formal languages. Take the logical reasoning prob-
lem (2) from the paragraph above. This problem
can be encoded in different formal languages, such
as logic programming or first-order logic (FOL),
while maintaining semantic correctness.

4 Experiment Setup

To show the impact of the intermediate lan-
guage challenge, we investigate a set of for-
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mal languages £ {Pyke, ASP,NLTK, FOL}.
We conduct experiments on three different
datasets, ProntoQA (Saparov and He, 2023),
ProofWriter (Tafjord et al., 2021), and FOLIO (Han
et al., 2024). Let D be a given dataset, then each
data instance P € D can be considered a reasoning
problem. For evaluation we use six LLMs, ranging
from 8B to 671B parameters.

4.1 Formal Languages

We will provide a brief overview of the formal
languages £ used for our experiments.

Pyke: The logic programming derivative
Pyke (Frederiksen, 2008) expresses rules similar
to if-then statements. One defines a fact- and
a rule-base, where conclusions are reached by
forward, or backward chaining algorithms. We
show a translation of problem (2) into Pyke’s

syntax.
Cat(Tommi, True)
facti
foreach
facts.Cat($x, True)
assert
facts.Animal ($x, True)

ASP: The non-monotonic logic programming
paradigm Answer Set Programming (ASP) (Gel-
fond and Leone, 2002; Schaub and Woltran, 2018)
has seen a rise in popularity in industry (Abels et al.,
2021). A program is written as a set of rules, which
is first grounded (Kaminski and Schaub, 2023) and
then solved (Gebser et al., 2016). For details, we
refer to (Eiter et al., 2009). We translate problem
(2) into ASP’s syntax.

cat(tommi). animal (X)

NLTK: The natural language toolkit (Bird et al.,
2009) is a Python library that enables an integration
of FOL with Prover9 (McCune, 2010). We assume
familiarity with the semantics of FOL. We show a
translation of problem (2) into NLTK’s syntax.
all x. (cat(x) -> animal(x))

- cat(X).

cat(Tommi);

FOL: We assume familiarity with the syntax and
semantics of FOL. For our experiments, we im-
plemented a parser that translates FOL to NLTK
formulas, which are then solved by Prover9. Our
problem (2) from above is translated as follows:

VX .

cat(Tommi); (cat(x) — animal(x))

Observe that the formal languages of NLTK and
FOL differ, but the solvers coincide. Further, ob-
serve that Pyke’s syntax is lengthy, compared to
our other formal languages, which might impact
reasoning performance.
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Figure 2: Parallel coordinates plot showing maximum overall-accuracy for the ProntoQA (left) and ProofWriter
(right) datasets for all LLMs. Maximum is computed w.r.t. all ablation study scenarios per formal language.

4.2 Datasets

We perform experiments on three datasets. We
used one partly hand-crafted ICL-example (training
data) per dataset/formal language, which is not part
of the test set. Each test set configuration resembles
the configuration of Logic-LM.

ProntoQA (Saparov and He, 2023). The ProntoQA
dataset is a generated dataset. We use the fictional
character version with a reasoning depth of 5. A
random answer has a probability of 50% for getting
a correct answer (closed-world assumption - CWA),
and a test set with 500 samples is used.
ProofWriter (Tafjord et al., 2021). ProofWriter is
a generated dataset. We chose a reasoning depth of
5. A random answer has a probability of about 33%
to get a correct answer (open-world assumption -
OWA). The test set has 600 samples.

FOLIO (Han et al., 2024). FOLIO is a (partly)
expert-written dataset. A random answer is correct
with about 33% (OWA). The FOLIO test set has
204 samples. As ASP and Pyke are logic program-
ming paradigms, which can only handle a (proper)
subset of first-order logic, we do not use them on
the FOLIO dataset.

4.3 Large Language Models

We compare the formal languages on 6 different
large language models, ranging from 8 billion to
671 billion parameters. For all experiments we set
the temperature to 0, to obtain a near-deterministic
behavior. We restricted the maximum number of
new tokens to be 2048 and did not perform any
additional modifications to the LLMs.

We are primarily interested in how the interme-
diate language affects small models (~ 8 billion pa-
rameters). This comes, as we view neurosymbolic
Al as a potential enabler for low-resource LLM
usage. We used the following LLMs of approxi-

mately 8B parameters: GPT-4o-mini*, Ministral-
8B3, Llama-8B*. and DeepSeek-8B>.

To study the effects when using bigger models,
we additionally perform experiments on DeepSeek-
32B° (~ 32 billion parameters) and DeepSeek-V3’
(= 671 billion parameters) models.

4.4 Baselines

We show for each dataset the chance of getting a
correct answer by a random draw. Chance is either
50% for ProntoQA, as it has a CWA, or 33% for
ProofWriter and FOLIO, as they have an OWA.
Additionally, we use the following four baselines.
Standard - refers to standard prompting. The LLM
is given a short instruction on the task, the natural
language-posed problem, and a short example of
how the LLM shall answer the question.

CoT - refers to CoT prompting. The LLM is given
a short instruction on the task, the natural language-
posed problem, and an example which showcases
how to use CoT for obtaining a correct solution.
Logic-LM* and LINC#* - refer to the formal lan-
guages of Logic-LM and LINC. We do not use any
auxiliary systems of either Logic-LM or LINC. As
formal languages, Logic-LM uses a custom Pyke
derivative for ProntoQA and ProofWriter and a
slightly adapted FOL encoding for FOLIO. LINC
uses NLTK as a formal language. We use the ICL-
instructions of Logic-LM and LINC in user-mode.

2https://platform.openai.com/docs/models/
gpt-4o0-mini

3https://mistral.ai/news/ministraux

4https://openrouter.ai/meta—llama/llama—3.
1-8b-instruct

Shttps://openrouter.ai/deepseek/
deepseek-r1-distill-11ama-8b

6https://openrouter.ai/deepseek/
deepseek-r1-distill-qwen-32b

"https://api-docs.deepseek.com/news/news1226
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No-C.
p2(X) - p1(X).

Text
animal(X) :- cat(X).

/
animal(X) :- cat(X). H

Comm.

MD
% Each cat is an animal animal(X) :- cat(X).

““animal(X) :- cat(X).""
animal(X) :- cat(X).

Figure 3: Ablation study design about ICL-example encodings on 3 axes. Comparing context with No-C. and Text,
comments with / and Comm., and markdown with / and MD. Examples shown in ASP syntax.
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Figure 4: We show the effects of the ablation study (left), averaged across all formal languages, LLMs, and datasets
and the effects of the formal languages (right), averaged across all ablation study scenarios, LLMs, and the ProntoQA
and ProofWriter datasets. Error bars show the SEM, where n = 200 (left) and n = 80 (right).

Scenario | Avg. | SEM || Lang. | Avg. | SEM

No-C. | 4549 | 1.84 || Pyke | 44.55 | 3.09
Text | 5842 | 222 || ASP | 56.40 | 2.84
/5067 | 1.98 || NLTK | 61.44 | 3.54

Comm. | 5323 | 2.18 || FOL | 63.92 | 3.08
/ ‘ 51.49 ‘ 2.03 H

MD | 5242 | 2.14

Table 1: Scenarios per formal language ablation study
(left) and formal languages overall results (right). All
values in [%], for average overall-accuracy (Avg.) and
SEM, with n = 200 (left) and n = 80 (right).

4.5 Ablation Study Design

In addition to the choice of the formal language,
we are interested in studying how different ICL-
example encodings affect the reasoning perfor-
mance. Both Logic-LM and LINC encode predi-
cates names in a way that is close to the semantic
concept. Example: “Tommi is a cat” is translated as
cat(tommi) and not pl(tomms). Further, Logic-
LM and LINC include comments for every rule,
respectively formula. These comments, written in
natural language, relate the rule or formula to the
natural language-posed problem. As syntax affects
the reasoning performance of LLMs, these encod-
ing choices made by Logic-LM and LINC have an
effect on reasoning performance.

To shed light on the effects, we study what the
effects of predicate naming (context), the inclusion
of comments (comm.), and the wrapping of prob-
lems in markdown syntax (MD) are. These are
our three axes of variation for our ablation study,
resulting in 8 scenarios. We show the schematics
of the ablation study design in Figure 3.

Context: We measure the impact of predicate
names on reasoning performance. Predicates are ei-
ther given a suitable name according to the problem
definition (Text) or are enumerated (No-C.).
Comments: We study whether adding comments
(Comm.) to the ICL-example, such as in Logic-LM
and LINC, actually helps, or not (/).

Markdown: Code, or formal language, is often
wrapped in markdown code syntax by LLMs. We
test whether putting the example encoding in mark-
down code syntax has an effect (MD), or not (/).

4.6 Experimental Evaluation

We conduct our experiments on an adapted Logic-
LM implementation. Our adaptation includes an
ASP symbolic solver based on Clingo (Gebser
et al., 2016), a new Pyke implementation, and an
adapted NLTK/FOL solver implementation. We
conduct experiments for 4 formal languages and 8
scenarios per formal language, leading to 32 total
experiments for ProntoQA and ProofWriter. In-
cluding the 4 baseline experiments, we report 36
experiments, respectively. For FOLIO, we conduct
20 experiments in total (Pyke and ASP cannot be
measured). This leads to a total of 92 experiments
per LLM and 552 experiments with 39280 queries
passed to LLMs. We report costs of about 1108$.
Let #D be the dataset size, #EXEC the num-
ber of correctly parsed instances, and #TRUE the
number of correctly solved instances. Syntactically
correct refers to a translation that adheres to the
defined formal language, whereas correctly solved
refers to a correct syntactical translation and the cor-
rect output of the solver. The execution-rate is the
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Figure 5: Scatter plots comparing execution-rate to execution-accuracy for the 8 ablation study scenarios (left) and
the formal languages (right). Both are averaged across ProntoQA and ProofWriter datasets and all LLMs (n = 10).

Contour lines show overall-accuracy in steps of 10%.

fraction of correct syntactical outputs (Exec-Rate,
%), execution-accuracy, is the fraction of cor-
rectly solved instances of all syntactically correct
ones (Exec-Acc, ﬁgigg), and overall-accuracy
is the fraction of correctly solved instances over
the entire dataset (Overall-Acc, #QI;EE). Observe:
Overall-Acc = Exec-Acc - Exec-Rate.

Logic-LM and LINC employ backup procedures
to increase overall-accuracy. Backup procedures,
such as CoT prompting on syntax errors, can also
be integrated with our formal languages. Baselines
not using neurosymbolic reasoning (i.e., Standard
and CoT) are considered to have an execution-rate
of 100%, while their execution-accuracy resembles
their overall-accuracy, as they are not required to
adhere to a formal language.

5 Results

We show the experimental results in Figures 2—-6
and Tables 1-2. We perform the Wilcoxon signed
rank test with a significance level of 0.01, where we
show the details in the appendix. Here we present
the main findings.

Figure 2 shows the best (max) overall-accuracy
each formal language achieved per LLM, for the
ProntoQA and ProofWriter datasets. Performances
vary greatly between LLMs and formal languages.
Generally, the best results of FOL beat the best ones
of ASP and Pyke on both datasets for all LLMs.
For DeepSeek-32B and DeepSeek-V3, the best neu-
rosymbolic approaches were able to beat (or be
equal to) the baseline in three out of four cases. For
FOLIO (Figure 6), the neurosymbolic approaches
show promising results, as they approach the per-
formance of the baselines within 10% for 3 LLMs.

In Figure 4 and Table 1, we show averaged re-
sults with the standard error of the mean (SEM) for
the ablation study scenarios per formal language
and the effects of the different formal languages.
We average an ablation study scenario over all
LLMs, datasets, and formal languages. For averag-
ing the formal languages, we compute the average
across all LLMs, ablation study scenarios, and the
datasets ProntoQA and ProofWriter.

While the use of context increases overall-
accuracy, the results for using comments or wrap-
ping ICL-examples in markdown code are incon-
clusive. The best results were achieved using text
and at least one of comments or markdown code.
In general, FOL achieves better results than ASP
or Pyke. Further, NLTK and ASP have a higher
overall-accuracy than Pyke. The results between
FOL and NLTK, and NLTK and ASP, are incon-
clusive. For the problems in the datasets, we do
not encounter problems when solving in terms of
intractability - a combinatorial explosion in the
solver. Therefore, we are not required to use spe-
cial strategies for tackling intractability, such as
symmetry breaking (Fahle et al., 2001) or tackling
the ASP bottleneck (Beiser et al., 2024).

In Figure 5, we show scatter plots of the
execution-rate (x-axis) vs. execution-accuracy (y-
axis), for the ablation study scenarios and the for-
mal languages. Both plots show the same data,
however, with different legends. Each dot repre-
sents a formal language with a certain ablation
study scenario, averaged across all LLMs and
ProntoQA, and ProofWriter datasets. The overall-
accuracy is obtained by multiplying a point’s x-
position with its respective y-position.

No context leads to both lower execution-



Method ProntoQA

ProofWriter FOLIO

‘Overall—Acc Exec-Rate Exec-Acc ‘ Overall-Acc  Exec-Rate  Exec-Acc ‘ Overall-Acc  Exec-Rate  Exec-Acc

Chance | 50.00 / /] 3333 / /| 3333 / /
Standard 48.80 100.00  48.80 4733 100.00 47.33 54.90 100.00 54.90
Baseline T 86.60 100.00 86.60 51.67 100.00 51.67 60.78 100.00 60.78
Logic-LM* 220 320 68.75 0.00 0.00 0.00 0.00 0.00 0.00
LINC* 6.20 6.80 91.18 5.00 13.67 36.59 1.96 8.82 2222
No-C. 44.00 89.20 4933 18.17 45.83 39.64 / / /
Text 66.20 97.20 68.11 50.17 84.33 59.49 / / /
Comm.-No-C. 45.20 72.00 62.78 21.50 46.67 46.07 / / /
pyke  Comm--Text 38.80 52.40 74.05 15.17 23.17 65.47 / / /
MD-No-C. 47.60 99.20 47.98 11.33 26.50 42.77 / / /
MD-Text 69.60 97.80 71.17 52.00 86.17 60.35 / / /
MD-Comm.-No-C. | ~ 61.20 99.00 61.82 21.67 41.83 51.79 / / /
MD-Comm.-Text 64.60 78.80 81.98 11.67 1833 63.64 / / /
No-C. 42.40 86.00 49.30 13.67 29.00 47.13 / / /
Text 65.60 79.40 82.62 41.83 73.67 56.79 / / /
Comm.-No-C. 61.40 98.60 62.27 65.50 94.00 69.68 / / /
ASP Comm.-Text 88.20 89.20 98.88 48.83 78.83 61.95 / / /
MD-No-C. 30.60 62.40 49.04 23.83 49.00 48.64 / / /
MD-Text 86.60 95.60 90.59 38.33 70.67 54.25 / / /
MD-Comm.-No-C. | 6220 99.40 62.58 66.67 93.17 71.56 / / /
MD-Comm.-Text 93.20 93.80 99.36 50.17 80.67 62.19 / / /
No-C. 40.40 87.60 46.12 32.50 65.83 49.37 4.90 1225 40.00
Text 97.20 99.80 97.39 87.00 97.17 89.54 26.96 69.12 39.01
Comm.-No-C. 82.20 100.00 82.20 72.50 83.50 86.83 0.49 147 33.33
Nk Comm.-Text 99.60 100.00 99.60 93.00 97.17 95.71 45.10 76.96 58.60
MD-No-C. 29.20 58.00 50.34 35.50 74.67 4754 6.37 17.16 37.14
MD-Text 93.00 100.00 93.00 89.17 97.00 91.92 33.82 76.96 43.95
MD-Comm.-No-C. |~ 82.80 100.00 82.80 75.50 85.67 88.13 0.98 245 40.00
MD-Comm.-Text 99.40 100.00 99.40 94.17 97.83 96.25 44.61 72.55 61.49
No-C. 37.80 81.60 46.32 36.33 69.50 5228 3578 67.16 5328
Text 92.60 100.00 92.60 87.83 98.17 89.47 45.10 7451 60.53
Comm.-No-C. 83.40 100.00 83.40 86.67 95.83 90.43 55.88 87.25 64.04
FOL Comm.-Text 100.00 100.00  100.00 94.67 98.67 95.95 57.84 79.41 72.84
MD-No-C. 26.60 57.20 46.50 35.17 66.17 53.15 33.82 70.59 47.92
MD-Text 86.40 100.00 86.40 86.67 97.67 88.74 49.02 79.90 61.35
MD-Comm.-No-C. | ~ 82.60 100.00 82.60 87.50 96.17 90.99 57.35 88.24 65.00
MD-Comm.-Text 99.60 100.00 99.60 91.17 95.50 95.46 57.84 78.92 7329

Table 2: Detailed results for the Ministral-8B model, depicting overall-accuracy, execution-rate, and execution-
accuracy for the ProntoQA, ProofWriter, and FOLIO datasets. All values shown in percent [%].

accuracy and lower execution-rate, as out of the
12 points below 50% overall-accuracy 10 have
no-context. The best results are achieved with
text and text with markdown. Pyke performs ap-
proximately equally well on execution-rate and
execution-accuracy, while having all dots below
the 60% overall-accuracy mark, where most (6 out
of 8) are below 50%. ASP’s execution-rate tends
to stay relatively high, by ranging from 72.27%
to 87.41%, and its overall-accuracy does not fall
below 40%, while it goes beyond 60%. NLTK’s
execution-accuracy is relatively high, by staying
above 60%. Its overall-accuracy does not fall be-
low 40% and reaches over 70%. FOL’s behav-
ior is similar to NLTK’s, however, with a higher
execution-rate, resulting in FOL’s overall-accuracy
being marginally higher than NLTK’s.

5.1 Qualitative Error Analysis

In this section, we discuss common errors across
formal languages to get a better understanding of

the diffferences in our statistical results.

Across all formal languages, we experience
cases where the LLMs seemingly got trapped in
an endless output token generation, which is only
stopped by setting a hyperparameter that caps the
maximum number of output tokens (2048 in our
case). For Pyke in particular, we notice that LLMs
format the output incorrectly, by missing line
breaks. When translating to ASP, LLMs struggle
to distinguish the two notions of negation: strong,
written as —, and default, written as not. This re-
sults in program statements such as -not pl(wren),
which are syntactically incorrect. The syntactic er-
rors between NLTK and FOL are similar. Examples
include incorrectly setting parentheses or using a
predicate with multiple arities. For example, us-
ing p14(X) and p14(X,Y"). The Logic-LM* and
LINC* neurosymbolic baselines were particularly
prone to small syntax errors, like wrapping lines
or predicates in markdown bold-faced letters, or
enumerating lines. Take, for example, the intended
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Figure 6: Par.-coord. plot showing max overall-accuracy
for the FOLIO dataset for all LLMs. Maximum is com-
puted w.r.t. all scenarios per formal language.

output of Cold($x,bool) and the produced output
1. **Cold($x, bool)**. We consider such transla-
tions as syntactically false, which explains the bad
performance of Logic-LM* and LINC* in Table 2.

6 Related Work

Improving LLM’s reasoning capability was ap-
proached by different angles. CoT prompting, part
of the emergent ICL or few-shot-learning capabil-
ity (Shanahan, 2024), improves LLMs performance
on reasoning tasks (Wei et al., 2022). However,
CoT is non-faithful (Lyu et al., 2023) and LLMs
“remain limited in their capabilities to performing
probabilistic retrieval” (Panas et al., 2024). Re-
lated results show that LLLMs do not acquire sys-
tematic problem solving skills (Dziri et al., 2023).
Fine-tuning or pre-training improves numerical ca-
pabilities (Geva et al., 2020), syntax recognition
of ASP with LLASP (Coppolillo et al., 2024), or
proof verification (Geva et al., 2020). However, it
remains unclear whether fine-tuning enables LLMs
to reason precisely (Panas et al., 2024).
Neurosymbolic Al (Garcez and Lamb, 2023)
combines approaches offer an alternative to the
pure sub-symbolic approaches, ranging from dif-
ferentiable logic (Badreddine et al., 2022) over
visual question answering (Eiter et al., 2023), to
LLMs (Pan et al., 2023). For knowledge-based
systems, previous research focused on the profi-
ciency of LLMs on formal languages (Liu et al.,
2024). While autoformalization (Wu et al., 2022) is
concerned with the translation of natural language
into a particular formal language, the intermediate
language challenge is about choosing a suitable for-
mal language. For logical reasoning tasks, Logic-
LM (Pan et al., 2023) is a neurosymbolic method
that combines LLMs with symbolic solvers. Logic-

LM uses Pyke (Frederiksen, 2008) for logic pro-
gramming, Z3 (de Moura and Bjorner, 2008) for
SAT problems, Prover9 (McCune, 2010) for FOL
problems, and the Python-constraint (Niemeyer
et al., 2024) library for constraint programming.
Logic-LM’s formal languages deviate from the cor-
responding formal languages of the solvers, thereby
requiring parsers. The LINC (Olausson et al.,
2023) system uses NLTK as an intermediate lan-
guage and uses multiple ICL-examples and parallel
prompts. Also, integration of the error messages of
the solvers (Kirtania et al., 2024) into the transla-
tion process or the usage of different solvers (Lam
et al., 2024) is discussed. However, to the best of
our knowledge, no neurosymbolic LLM approach
thus far studied the effects of different formal lan-
guages on logical reasoning performance.

7 Conclusion

Logical reasoning tasks pose a problem to LLMs,
as they remain limited in their ability to perform
probabilistic retrieval (Panas et al., 2024). Neu-
rosymbolic approaches help, by constraining the
probabilistic nature to the translation step of a nat-
ural language-posed problem into a formal lan-
guage (Pan et al., 2023; Olausson et al., 2023).
Therefore, the reasoning step itself is not affected
by the probabilistic nature of LLMs.

In this paper, we discuss the effect of the chosen
formal language on a model’s reasoning perfor-
mance. We introduce the intermediate language
challenge, which refers to the problem of choos-
ing a suitable formal language for neurosymbolic
reasoning. In our experiments, we compare Pyke,
ASP, NLTK, and FOL as formal languages, and 8
ablation study scenarios on ICL-example encod-
ings, using 6 different LLMs and three datasets
(i.e., ProntoQA, ProofWriter, and FOLIO). Re-
sults show that, on average, FOL performs better
than logic programming approaches. Further, FOL
slightly outperforms NLTK on average, whereas
ASP clearly outperforms Pyke. The investigated ab-
lation study scenarios show that, on average, more
content information increases overall-accuracy for
neurosymbolic reasoning.

For future work, we want to investigate the im-
pact of fine-tuning LLMs for neurosymbolic rea-
soning and study the behavior of other formal lan-
guages or prompting techniques. The latter extends
to the application on additional datasets, possibly
including non-classical non-monotonic logic.



Limitations

To the best of our knowledge, no study thus far has
compared the impact of the chosen formal language
on neurosymbolic LLM reasoning performance.

Different LL.Ms. We considered an LLM from
a user perspective, thereby being unaffected by
additional training data. In this context, we stud-
ied the behavior of formal languages primarily on
small (= 8 billion parameters) models, while we
also performed analysis also on bigger models (~
32 billion and =~ 671 billion). Therefore, on fine-
tuned, bigger, or future models, the performance
might change significantly.

Different Formal Languages. We considered
4 formal languages, which we chose either due
to their recent usage in related neurosymbolic rea-
soning tasks (Pyke, NLTK, FOL), or due to their
popularity in industry or science (ASP). However,
we acknowledge that encodings in other formal lan-
guages, such as description logics, might change
the results significantly. The formal languages
presented thus far have in common that they are
declarative. Conversely, using procedural formal
languages, such as the widely used programming
language of Python, might be interesting as a com-
parison. However, due to their procedural nature,
it is unlikely that their usage yields substantial per-
formance improvements on logical reasoning prob-
lems w.r.t. overall-accuracy.

Other contributing factors affecting perfor-
mance. The formal language is not the only fac-
tor affecting performance w.r.t. overall-accuracy.
Undoubtedly, model architecture and training data
have an effect. Although highly interesting, we
consider a detailed evaluation of the model archi-
tecture and training data as outside of the scope of
this study.

Further, we observed that alterations of the ICL-
instruction, not only the ICL-example, has effects
on overall-accuracy. Therefore, our approach was
to achieve maximal comparability by keeping ICL
instructions largely the same between formal lan-
guages. Still, we cannot rule-out the possibility
that better performance is achieved when other
ICL-instructions are used. On a related note, some
methods, such as LINC, instruct the LLM in system-
mode to adhere to another personality - e.g., not
being a chatbot, but a translation engine. We opted
for a user-mode, as by doing that, a fair comparison
between neurosymbolic and CoT/standard prompt-
ing baselines is ensured. Using LLMs with a per-

sonality defined in system mode might change the
results.

Retrieval-Augmented-Generation (RAG) en-
ables the LLM to look up facts, such as syntactic
definitions. Although using RAG in a reasoning
setting is related, we view it as out of scope of this
study.

Automatic Neurosymbolic Reasoning. Inher-
ent to the neurosymbolic approach is the inclusion
of a separate symbolic reasoning system. However,
in an ideal integration of a symbolic solver into an
LLM, the symbolic solver’s details are hidden from
the end-user. Nonetheless, the symbiosis of the
LLM with the symbolic solver into one coherent
system that automatically detects when the usage
of the symbolic solver is beneficial, might pose a
major challenge.

Selection of Logical Reasoning Tasks. We con-
sidered the three logical reasoning datasets Pron-
toQA, ProofWriter, and FOLIO. However, the style
of how questions are posed and answered is semi-
formal. Further, only certain logical reasoning as-
pects are considered in the datasets, where classical
logic (such as first-order logic) is the intended logi-
cal reasoning concept. Other tasks, which would re-
quire non-classical logics such as in non-monotonic
reasoning, potentially change the reasoning perfor-
mance of the systems. As for example, ASP is a
non-monotonic reasoning framework, it is expected
that it performs better on non-monotonic reasoning
tasks. Further, ProntoQA and ProofWriter promi-
nently require the usage of the modus ponens in
their reasoning tasks, which only captures a small
subset of all logical reasoning tasks.

Lastly, when moving to bigger, more complex
problems in the reasoning datasets, additional chal-
lenges will occur that (might) prevent the usage of
symbolic solvers. Evidently, efficient neurosym-
bolic LLM reasoning must take this into account;
therefore, LLMs are not only required to translate
the problem correctly w.r.t. syntax and semantic,
but also in a way that facilitates efficient, w.r.t time,
solving by symbolic solvers.

Additional Baselines. Additional baselines
such as tree of thoughts (Yao et al., 2023) have the
potential to improve upon traditional CoT prompt-
ing, thereby elevating the baseline scores.
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A Appendix

In Section A.1, we show additional details of our
quantitative analysis. In Section A.2 we show the
details of the qualitative error analysis, including
occurrences and examples. In Sections A.3—-A.14
we show example prompts. Finally, in Section A.15
we discuss the licenses of the used scientific arti-
facts, and in Section A.16 we close with a brief
discussion on the usage of Al assistants.

We show in the Tables 5-9 additional experimen-
tal details and in Figures 7 and 8 distributions relat-
ing to the averages of Figure 4. Further, we show
sample prompts on the ProntoQA dataset. All de-
picted prompts were prompted in user-mode, with-
out additional information to ensure comparability
between the approaches. Besides the four base-
lines, we depict the 8 scenarios s.t. two scenarios
are shown per formal language s.t. for each formal
language one example contains No-C., while the
other 7ext, and additionally, at least one example
contains comments.

A.1 Quantitative Analysis (Details)

We show the results of the Wilcoxon signed
rank test. Consider the data used for Figure 4
and Table 1, where we show its distributions
in Figures 7 and 8. The data is not normally
distributed and it is independent per group (e.g.,
context, ASP, ..), however, it is paired between
ablation study groups (e.g., context and no-context)
and formal languages (Pyke, ASP, NLTK, FOL).
Therefore, we use non-parametric tests. We
choose a significance value of « 0.01 for
few false positives. We use the Python Scipy
package for the tests: The function wilcoxon
with parameters alternative=“greater” and
zero_methods=“zsplit” and the function
friedmannchisquare with default parameters.
Ablation study. For our ablation study, we
perform the Wilcoxon signed rank test on
the data tuples (feature enabled, feature dis-
abled): (Context, No-Context), (Comment,
No-Comment), (Markdown, No-Markdown).
Recall n 200 for each ablation study I €
{Context, No-Context, Comment, No-Comment,
Markdown, No-Markdown}. We perform a
1-sided test with Hy being there is no difference
and H being feature enabled > feature disabled.
We report the following p-values in Table 3.
Therefore, we conclude that context helps, how-
ever, the results of comment and markdown are
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Comparison P Decision
Context vs. No-Context 0.000 Reject Hy
Comment vs. No-Comment 0.032  Fail to reject Ho

Markdown vs. No-Markdown 0.054  Fail to reject Ho

Table 3: Wilcoxon signed-rank test results (o« = 0.01) -
p-values rounded to 3-decimals.

inconclusive, as we do not find statistical evidence
to reject the respective Hy.

Formal Languages. Recall n = 80 for each for-
mal language | € {Pyke, ASP, NLTK, FOL}. For
comparing the formal languages, we perform a
two-step approach: First, we perform the Fried-
man test to determine whether there is a differ-
ence between (Pyke, ASPNLTK,FOL), with Hy
that there is no difference. If we reject Fried-
man’s Hy, we perform 6 pairwise Wilcoxon signed
rank tests: (FOL,NLTK), (FOL,ASP), (FOL,Pyke),
(NLTK,ASP), (NLTK,Pyke), (ASP,Pyke). For the
Friedman test we obtain a p-value of p = 0.00,
therefore we reject Hy. We go on to perform the
pairwise tests, with the Wilcoxon signed rank test
- Hy being there is no difference and H; being
language-1 > language-2. We report the p-value
and the Holm corrected p-value in Table 4.

Comparison Raw p  Holm-adj. p Decision
FOL vs. NLTK  0.011 0.022 Fail to reject Hy
FOL vs. ASP 0.000 0.000 Reject Hy
FOL vs. Pyke 0.000 0.000 Reject Ho
NLTK vs. ASP  0.012 0.022 Fail to reject Hy
NLTK vs. Pyke  0.000 0.000 Reject Hy
ASP vs. Pyke 0.000 0.000 Reject Ho

Table 4: Wilcoxon signed-rank test results (o« = 0.01) -
p-values rounded to 3-decimals.

We conclude that FOL performs better than ASP
and Pyke. NLTK and ASP perform better than
Pyke. However, the results between FOL and
NLTK, and NLTK and ASP, are inconclusive, as
we cannot reject the respective Hy.

A.2 Qualitative Error Analysis Details

Here, we provide details and additional com-
mon errors we found, including where they
occurred. We structure their place of occurrence as
((LLM),(Text/No-Context (No-C.)),
(comment/no comment), (markdown/no markdown),
ID: (Example ID)).

Pyke 1: Semantically incorrect, but syntactically
correct translation: Stella is a yumpus is translated
as Tumpus(Stella, True) (GPT-40-mini, text, no
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Figure 7: Histograms of the ablation study scenarios, underlying the means and standard error of the means (SEM)
of Figure 4 (left). For all histograms, moving from the disabled feature to the enabled feature results in a slight shift
of the histogram frequencies further to the right.
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Figure 8: Histograms of the formal languages underlying the means and standard error of the means (SEM) of
Figure 4 (right). Pyke’s mode is between 0 and 10%, while a second, lower, mode is located between roughly 40 and
70%. ASP’s mode is located between 60 and 70% and generally shifted to the right compared to Pyke’s. NLTK’s
mode is between 90 and 100%, however all other values are approximately evenly distributed. On the other hand,
FOL’s mode is between 80 and 90%, while most values are shifted to the right compared to NLTK'’s.
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Method ProntoQA ProofWriter FOLIO
‘ Overall-Acc  Exec-Rate Exec-Acc ‘ Overall-Acc  Exec-Rate  Exec-Acc ‘ Overall-Acc  Exec-Rate  Exec-Acc
Chance | 5000 / /| 3333 / | 3333 / /
Standard 70.20 100.00 70.20 53.50 100.00 53.50 63.24 100.00 63.24
Baseline CoT 84.00 100.00 84.00 49.33 100.00 49.33 66.18 100.00 66.18
Logic-LM 74.40 100.00 74.40 0.00 0.00 0.00 0.00 0.00 0.00
LINC* 43.60 43.60 100.00 36.67 39.33 93.22 21.57 33.33 64.71
No-C. 41.60 82.00 50.73 38.67 74.00 52.25 / / /
Text 75.40 99.00 76.16 45.83 62.83 72.94 / / /
Comm.-No-C. 54.00 97.20 55.56 47.50 89.00 53.37 / / /
Pyke Comm.-Text 86.00 99.20 86.69 41.17 58.33 70.57 / / /
MD-No-C. 49.80 97.60 51.02 49.83 83.50 59.68 / / /
MD-Text 93.80 99.80 93.99 56.33 75.67 74.45 / / /
MD-Comm.-No-C. 71.40 100.00 71.40 52.83 71.67 73.72 / / /
MD-Comm.-Text 91.60 99.00 92.53 60.33 78.83 76.53 / / /
No-C. 42.40 86.00 49.30 49.17 95.33 51.57 / / /
Text 70.40 90.40 77.88 54.83 82.17 66.73 / / /
Comm.-No-C. 61.20 100.00 61.20 70.00 98.67 70.95 / / /
ASP Comm.-Text 50.00 100.00 50.00 33.33 100.00 33.33 / / /
MD-No-C. 43.60 90.20 48.34 49.67 99.67 49.83 / / /
MD-Text 81.40 92.20 88.29 59.83 92.33 64.80 / / /
MD-Comm.-No-C. 62.80 100.00 62.80 79.67 100.00 79.67 / / /
MD-Comm.-Text 97.20 97.40 99.79 70.50 91.00 77.47 / / /
No-C. 48.80 99.80 48.90 56.17 97.17 57.80 4043 84.04 48.10
Text 95.20 100.00 95.20 81.33 88.33 92.08 48.33 78.33 61.70
Comm.-No-C. 48.80 99.80 48.90 56.17 97.17 57.80 58.82 94.61 62.18
NLTK Comm.-Text 99.80 100.00 99.80 95.67 98.67 96.96 63.33 8333 76.00
MD-No-C. 48.80 99.80 48.90 56.17 97.17 57.80 44.12 92.65 47.62
MD-Text 95.20 100.00 95.20 81.33 88.33 92.08 48.53 77.94 62.26
MD-Comm.-No-C. 48.80 99.80 48.90 56.17 97.17 57.80 59.80 90.69 65.95
MD-Comm.-Text 99.80 100.00 99.80 95.67 98.67 96.96 54.90 85.29 64.37
No-C. 49.60 99.60 49.80 62.33 94.33 66.08 40.38 86.54 46.67
Text 90.00 100.00 90.00 79.83 85.67 93.19 52.38 77.38 67.69
Comm.-No-C. 49.60 99.60 49.80 62.33 94.33 66.08 60.29 91.67 65.78
FOL Comm.-Text 100.00 100.00 100.00 97.00 99.83 97.16 50.00 70.00 71.43
MD-No-C. 49.60 99.60 49.80 62.33 94.33 66.08 0.00 0.00 0.00
MD-Text 90.00 100.00 90.00 79.83 85.67 93.19 48.04 81.37 59.04
MD-Comm.-No-C. 49.60 99.60 49.80 62.33 94.33 66.08 61.76 93.63 65.97
MD-Comm.-Text 100.00 100.00 100.00 81.17 86.50 93.83 55.88 79.90 69.94

Table 5: Detailed results for the GPT-40-mini model, depicting overall-accuracy, execution-rate, and execution-
accuracy for the ProntoQA, ProofWriter, and FOLIO datasets. All values shown in percent [%].

comment, no markdown, ID: ProntoQA_2).

Pyke 2: Endless output generation, which was
capped at 2048 output tokens (Ministral-8b, text,
no comment, markdown, ID: ProofWriter_AttNeg-
OWA-D5-1220_Q6).

Pyke 3: Syntactically incorrect output: Line breaks
and tabs were missed as foreach facts.P1(x, True)
assert facts.P9(x, True) (DeepSeek-8B, No-C.,
comment, no markdown, ID: ProntoQA_1).

ASP 1: Syntactically incorrect output: Not adher-
ing to task description, by producing a CoT rea-
soning chain (DeepSeek-32B, text, comment, no
markdown, ID: ProntoQA_3).

ASP 2: Syntactically incorrect output: Unable to
capture negation, such as the query -not pI(wren)
(Llama-8b, No-C., no comment, no markdown, ID:
ProntoQA_9).

NLTK 1: Syntactically incorrect output: For-
got keyword introducing an NLTK formula
(DeepSeek-V3, text, comment, markdown, ID: FO-
LIO_dev_1).

NLTK 2: Syntactically incorrect output: Mis-

placed parentheses, such as attend(x) & engage(x) g

| -attend(x) & -engage(x)) (DeepSeek-8b, text, no
comment, markdown, ID: FOLIO_dev_0).

FOL 1: Syntactically incorrect output: Multiple
arities for one predicate, such as predicate p14 for
arities 1 and 2 (GPT-40-mini, No-C., no comment,
no markdown, ID: ProofWriter_RelNeg-OWA-D5-
1029_Q2).

Baselines: The neurosymbolic baselines were par-
ticularly prone to small syntax errors, like wrap-
ping lines or predicates in markdown bold faced let-
ters, or enumerating lines, such as enumerating and
wrapping a predicate: 1. **Cold($x, bool)** (GPT-
40-mini, Logic-LM*, ID: ProofWriter_AttNoneg-
OWA-D5-1041_Q1).

A.3 Standard Prompt

We show the full standard prompt, including
macros which are not shown in the subsequently
shown examples.

Given a problem statement as contexts,

the task is to answer a logical
reasoning question.

Context:
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Method ProntoQA ProofWriter FOLIO
‘ Overall-Acc  Exec-Rate Exec-Acc ‘ Overall-Acc  Exec-Rate  Exec-Acc ‘ Overall-Acc  Exec-Rate  Exec-Acc
Chance | 5000 / /| 3333 / | 3333 / /
Standard 52.00 100.00 52.00 43.50 100.00 43.50 52.94 100.00 52.94
Baseline CoT 68.80 100.00 68.80 46.67 100.00 46.67 57.35 100.00 57.35
Logic-LM 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
LINC* 15.00 15.00 100.00 21.67 24.50 88.44 0.00 0.00 0.00
No-C. 31.80 56.40 56.38 5.50 11.83 46.48 / / /
Text 55.40 73.60 75.27 0.00 0.33 0.00 / / /
Comm.-No-C. 27.00 53.00 50.94 3.67 6.50 56.41 / / /
Pyke Comm.-Text 0.00 0.00 0.00 7.50 11.00 68.18 / / /
MD-No-C. 24.20 45.80 52.84 3.17 10.67 29.69 / / /
MD-Text 61.00 76.00 80.26 0.17 0.17 100.00 / / /
MD-Comm.-No-C. 36.00 66.60 54.05 10.00 19.33 51.72 / / /
MD-Comm.-Text 57.00 64.80 87.96 9.83 12.83 76.62 / / /
No-C. 9.60 21.80 44.04 1.83 533 34.38 0.00 0.00 0.00
Text 7.00 11.40 61.40 12.33 29.33 42.05 2.94 6.86 42.86
Comm.-No-C. 6.00 13.20 45.45 0.67 2.67 25.00 0.49 1.47 33.33
ASP Comm.-Text 7.00 10.60 66.04 433 8.33 52.00 0.98 2.45 40.00
MD-No-C. 9.80 18.80 52.13 2.17 533 40.62 0.98 3.92 25.00
MD-Text 5.40 9.40 5745 19.33 38.00 50.88 7.35 22.55 32.61
MD-Comm.-No-C. 7.40 13.60 54.41 3.83 8.17 46.94 0.49 2.45 20.00
MD-Comm.-Text 8.20 12.00 68.33 3.67 7.83 46.81 0.00 0.00 0.00
No-C. 12.80 25.40 50.39 22.67 40.50 55.97 2.94 7.35 40.00
Text 32.00 34.80 91.95 35.67 41.50 85.94 4.41 10.29 42.86
Comm.-No-C. 32.80 46.00 71.30 28.00 33.33 84.00 34.80 65.69 52.99
NLTK Comm.-Text 34.80 36.60 95.08 38.67 41.67 92.80 27.45 50.98 53.85
MD-No-C. 11.60 23.20 50.00 25.33 49.50 51.18 7.84 17.16 45.71
MD-Text 61.40 66.20 92.75 45.50 53.83 84.52 17.65 39.71 44.44
MD-Comm.-No-C. 48.80 69.20 70.52 33.67 42.67 78.91 40.20 70.10 57.34
MD-Comm.-Text 55.20 60.00 92.00 40.83 45.83 89.09 41.67 57.35 72.65
No-C. 26.40 50.00 52.80 28.17 57.33 49.13 0.00 1.47 0.00
Text 70.20 80.60 87.10 64.33 80.83 79.59 6.37 9.31 68.42
Comm.-No-C. 59.00 67.80 87.02 45.33 57.00 79.53 23.53 42.16 55.81
FOL Comm.-Text 42.60 52.00 81.92 66.33 85.33 77.73 32.84 51.96 63.21
MD-No-C. 19.80 36.80 53.80 29.00 61.00 47.54 0.49 0.98 50.00
MD-Text 77.00 83.40 92.33 63.17 79.50 79.45 16.67 32.84 50.75
MD-Comm.-No-C. 73.40 80.40 91.29 40.83 52.50 77.78 26.96 46.08 58.51
MD-Comm.-Text 72.20 77.40 93.28 53.83 61.33 87.77 38.24 55.88 68.42

Table 6: Detailed results for the Llama 3.1 8B Instruct model, depicting overall-accuracy, execution-rate, and
execution-accuracy for the ProntoQA, Proof Writer, and FOLIO datasets. All values shown in percent [%].

4 Each jompus is fruity. Every jompus is a 22 The correct option is:

wumpus. Every wumpus is not
transparent. Wumpuses are tumpuses.
Tumpuses are mean. Tumpuses are
vumpuses. Every vumpus is cold. Each
vumpus is a yumpus. Yumpuses are
orange. Yumpuses are numpuses.
Numpuses are dull. Each numpus is a

A.4 Chain-of-Thought (CoT) Prompt

We show a full CoT prompt without macros.

1 Given a problem statement as contexts,
the task is to answer a logical

dumpus. Every dumpus is not shy. reasonin uestion
Impuses are shy. Dumpuses are R & -
rompuses. Each rompus is liquid. 3 Context:

Rompuses are zumpuses. Alex is a

4 Each jompus is fruity. Every jompus is a

tumpus . .
X wumpus. Every wumpus 1is not
o L UesEd e transparent. Wumpuses are tumpuses
6 Question: Is the following statement P ) P P :
. Tumpuses are mean. Tumpuses are
true or false? Alex is not shy. -
7 vumpuses. Every vumpus is cold. Each
g [PTER vumpus is a yumpus. Yumpuses are
orange. Yumpuses are numpuses.
9 A) True .
Numpuses are dull. Each numpus is a
10 B) False -
1 dumpus. Every dumpus is not shy.
12 The correct option is: A IPUSES AFE S5 Dumpu;es are.
13 —mmmm rompuses. Each rompus is 11q91d.
14 Context: igﬁgazes are zumpuses. Alex is a
ig [LCONTEXT]] 5 Question:
. . 6 Question: Is the following statement
i; Yueserens LLOUESTIEN ] true or false? Alex is not shy.
. 7
19 Options: .
8 Options:
g? [COPTIONS]] 9 A) True
10 B) False
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12
13

14

16
17
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Method ProntoQA ProofWriter FOLIO

‘OVE[’E}H—ACC Exec-Rate  Exec-Acc ‘ Overall-Acc  Exec-Rate  Exec-Acc ‘ Overall-Acc  Exec-Rate  Exec-Acc

Chance | 5000 / /| 3333 / /| 3333 / /
Standard 52.00 10000  52.00 43.50 100.00  43.50 52.94 10000 52.94
Baseline T 68.80 10000 68.80 46.67 100.00  46.67 57.35 10000 5735
Logic-LM 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
LINC* 15.00 15.00 100.00 21.67 24.50 88.44 0.00 0.00 0.00
No-C. 420 8.00 52.50 033 0.83 40.00 / / /
Text 5.80 13.40 43.28 050 0.67 75.00 / / /
Comm.-No-C. 0.40 120 33.33 0.17 033 50.00 / / /
pyke  Comm-Text 020 0.80 25.00 0.00 0.00 0.00 / / /
MD-No-C. 2.00 4.60 4348 0.17 033 50.00 / / /
MD-Text 5.00 9.80 51.02 0.67 117 57.14 / / /
MD-Comm.-No-C. 1.80 3.00 60.00 0.00 0.00 0.00 / / /
MD-Comm.-Text 1.60 220 72.73 0.00 0.00 0.00 / / /
No-C. 9.60 21.80 44.04 1.83 533 34.38 / / /
Text 7.00 11.40 61.40 1233 29.33 42.05 / / /
Comm.-No-C. 6.00 13.20 4545 0.67 267 25.00 / / /
ASP Comm.-Text 7.00 10.60 66.04 433 8.33 52.00 / / /
MD-No-C. 9.80 18.80 52.13 217 533 40.62 / / /
MD-Text 5.40 9.40 57.45 19.33 38.00 50.88 / / /
MD-Comm.-No-C. 7.40 13.60 54.41 383 8.17 46.94 / / /
MD-Comm.-Text 8.20 12.00 68.33 3.67 7.83 46.81 / / /
No-C. 19.60 40.00 49.00 18.67 33.50 55.72 343 14.71 23.33
Text 18.60 30.40 61.18 23.17 35.83 64.65 1.96 539 36.36
Comm.-No-C. 15.60 26.20 59.54 7.17 11.67 61.43 1.96 343 57.14
NLrk  Comm-Text 24.00 32220 74.53 9.67 11.00 87.88 0.00 049 0.00
MD-No-C. 17.00 30.60 55.56 3.67 7.17 51.16 1078 29.90 36.07
MD-Text 22.80 39.20 58.16 433 7.17 60.47 8.82 25.98 33.96
MD-Comm.-No-C. | 29.00 49.80 58.23 9.67 13.67 70.73 1.96 490 40.00
MD-Comm.-Text 26.60 38.40 69.27 2.83 3.67 71.27 5.88 12.25 48.00
No-C. 23.60 44.20 53.39 24.67 58.17 4241 1.96 6.37 30.77
Text 35.20 56.80 61.97 22.83 56.67 40.29 1.96 6.37 30.77
Comm.-No-C. 56.00 83.60 66.99 29.83 40.50 73.66 245 735 33.33
ror  Comm-Text 69.80 93.40 74.73 22.50 57.67 39.02 1.96 637 30.77
MD-No-C. 16.60 32.20 5155 17.00 48.00 3542 294 294 100.00
MD-Text 39.80 63.40 62.78 20.33 47.83 4251 294 490 60.00
MD-Comm.-No-C. | 54.20 81.40 66.58 22.67 33.17 68.34 539 8.33 64.71
MD-Comm.-Text 64.40 86.60 74.36 11.00 1533 71.74 637 10.78 59.09

Table 7: Detailed results for the DeepSeek-8b model, depicting overall-accuracy, execution-rate, and execution-
accuracy for the ProntoQA, ProofWriter, and FOLIO datasets. All values shown in percent [%].

7 4) Define the "query". The query has to
Reasoning: be defined according to the
Alex is a tumpus. Tumpuses are vumpuses following example: Given the
So Alex is a vumpus. Each vumpus question: "True or false: Alex is
is a yumpus. So Alex is a yumpus. not shy".
Yumpuses are numpuses. So Alex is a 8 Then you should define this as "Shy(alex
numpus. Each numpus is a dumpus. So , false)".
Alex is a dumpus. Every dumpus is 9 The program must by syntactically
not shy. So Alex is not shy. correct. A correctly parsed example
is given below. The output should be
The correct option is: A given in a Pyke readable format.
—————— Therefore, be sure not to use any "
[...] bullet points”, or "numberings" when
printing the output. Further, no
special characters like ("#") must
A.5 Logic-LM*: Example Prompt occur.

10 ------
The following shows the Logic-LM* prompt with-11 Problem:

out macros. “[...]” indicates that we skipped rules 12 Each Jjompus is fruity. Every jompus is a
. wumpus. Every wumpus is not
forbrevny. transparent. Wumpuses are tumpuses.
Tumpuses are mean. Tumpuses are

vumpuses. Every vumpus is cold. Each
vumpus is a yumpus. Yumpuses are

orange. Yumpuses are numpuses.

13 Numpuses are dull. Each numpus is a
dumpus. Every dumpus is not shy.

Tn mere detadlls Impuses are shy. Dumpuses are

1.) Define the predicates. rompuses. Each rompus is 1iqgid.

2) Define the facts. Rompuses are zumpuses. Alex is a

3) Define the rules. tumpus .

Task Description: You are given a
problem description and a question.

In general, the task is to parse the
problem description and question
into a a Pyke (Python Knowledge
Engine) readable format.
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Method ProntoQA

ProofWriter FOLIO

‘Overall-Acc Exec-Rate  Exec-Acc ‘ Overall-Acc  Exec-Rate  Exec-Acc ‘ Overall-Acc  Exec-Rate  Exec-Acc

Chance | 5000 / /| 3333 / | 3333 / /
Standard 99.20 100.00  99.20 64.17 100.00  64.17 67.16 10000 67.16
Baseline 0T 98.80 10000  98.80 66.67 100.00  66.67 71.57 100.00 7157
Logic-LM 74.20 88.00 84.32 0.00 0.00 0.00 0.00 0.00 0.00
LINC* 0.00 0.00 0.00 0.00 0.17 0.00 0.00 0.00 0.00
No-C. 42.40 64.60 65.63 56.17 80.83 69.48 / / /
Text 74.60 89.00 83.82 46.67 54.17 86.15 / / /
Comm.-No-C. 43.00 62.60 68.69 38.17 56.17 67.95 / / /
pyke  Comm-Text 66.40 81.60 81.37 37.33 44.83 83.27 / / /
MD-No-C. 43.00 70.00 61.43 54.50 68.00 80.15 / / /
MD-Text 68.80 83.20 82.69 45.67 51.67 88.39 / / /
MD-Comm.-No-C. |~ 68.80 83.00 82.89 50.83 71.50 71.10 / / /
MD-Comm.-Text 79.40 89.80 88.42 39.33 46.83 83.99 / / /
No-C. 63.60 87.00 73.10 50.50 74.00 68.24 / / /
Text 72.00 90.00 80.00 66.00 85.17 77.50 / / /
Comm.-No-C. 72.00 95.20 75.63 62.83 80.67 77.89 / / /
ASP Comm.-Text 67.80 94.40 71.82 60.33 75.67 79.74 / / /
MD-No-C. 73.20 94.60 77.38 54.17 76.67 70.65 / / /
MD-Text 77.60 92.40 83.98 65.33 84.33 77.47 / / /
MD-Comm.-No-C. |~ 52.20 93.00 56.13 64.83 80.67 80.37 / / /
MD-Comm.-Text 58.60 95.80 61.17 58.83 74.67 78.79 / / /
No-C. 35.60 50.40 70.63 67.00 79.67 84.10 42.16 57.35 73.50
Text 96.00 97.80 98.16 74.50 83.00 89.76 51.96 68.63 75.71
Comm.-No-C. 56.20 60.20 93.36 54.33 64.00 84.90 441 7.84 56.25
Nirk  Comm.-Text 67.60 68.00 99.41 45.67 50.83 89.84 637 7.84 81.25
MD-No-C. 40.40 66.40 60.84 68.33 79.17 86.32 26.96 36.76 7333
MD-Text 95.00 96.80 98.14 72.83 83.00 87.75 48.04 64.71 74.24
MD-Comm.-No-C. | 59.60 66.20 90.03 23.33 3167 73.68 294 6.37 46.15
MD-Comm.-Text 74.80 76.40 97.91 19.83 27.17 73.01 1.96 441 44.44
No-C. 49.20 57.80 85.12 75.67 85.50 88.50 49.02 65.20 75.19
Text 85.00 89.40 95.08 74.83 83.00 90.16 43.63 60.78 7177
Comm.-No-C. 61.60 67.00 91.94 50.83 61.67 8243 12.75 16.67 76.47
FoL  Comm.-Text 55.20 56.80 97.18 80.00 87.33 91.60 4.90 11.76 41.67
MD-No-C. 48.60 58.80 82.65 78.67 87.17 90.25 43.63 54.90 79.46
MD-Text 87.00 90.40 96.24 75.67 83.50 90.62 45.10 59.80 7541
MD-Comm.-No-C. |~ 52.20 60.00 87.00 14.00 28.00 50.00 5.88 8.33 70.59
MD-Comm.-Text 75.60 79.40 95.21 13.67 30.17 45.30 3.92 8.82 44.44

Table 8: Detailed results for the DeepSeek-32b model, depicting overall-accuracy, execution-rate, and execution-

accuracy for the ProntoQA, ProofWriter, and FOLIO datasets. All values shown in percent [%].

14 Question: 4

15 True or false: Alex is not shy.

16 ### 5

17 Predicates:

18 Jompus ($x, bool) ::: Does x belong to
Jompus?

19 [...]

20 Facts:

21 Tumpuses (Alex, True)

22 Rules: 6

23 Jompus ($x, True) >>> Fruity($x, True)

24 [...]

25 Query: 7

26 Shy(Alex, False) 8

27 GEEEEE 9

28 [...] 10

11

A.6 LINC* 12

13

The following shows the Logic-LM* prompt with- 14

out macros. “[...]” indicates that we skipped rules }g

for brevity. 17

1 The following is a first-order logic ( 18
FOL) problem.

2 The problem is to determine whether the 19

conclusion follows from the premises 20

21

3 The premises are given in the form of a
set of first-order logic sentences.

18

The conclusion is given in the form of a

single first-order logic sentence.
The task is to translate each of the
premises and conclusions into FOL
expressions, so that the expressions
can be evaluated by a theorem
solver to determine whether the
conclusion follows from the premises

Expressions should be adhere to the
format of the Python NLTK package
logic module.

<PREMISES >

All dispensable things are environment-
friendly.

[...1]

</PREMISES>

<CONCLUSION>

A worksheet is not dispensable.

</CONCLUSION>

<EVALUATE >

TEXT: All dispensable things are
environment-friendly.

FOL : all x. (Dispensable(x) ->
EnvironmentFriendly (x))

[...1]

</EVALUATE >

[...]
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Method ProntoQA ProofWriter FOLIO
Overall-Acc  Exec-Rate Exec-Acc | Overall-Acc  Exec-Rate Exec-Acc | Overall-Acc  Exec-Rate Exec-Acc
Chance 50.00 / / 33.33 / / 33.33 / /
Standard 98.00 100.00 98.00 76.00 100.00 76.00 68.63 100.00 68.63
Baseline CoT. 99.80 100.00 99.80 79.67 100.00 79.67 71.57 100.00 71.57
Logic-LM 73.60 99.60 73.90 0.00 0.00 0.00 0.00 0.00 0.00
LINC* 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
No-C. 49.60 83.00 59.76 49.00 67.67 72.41 / / /
Text 78.20 100.00 78.20 77.00 96.67 79.66 / / /
Comm.-No-C. 56.80 86.20 65.89 66.50 93.83 70.87 / / /
Pyke Comm.-Text 74.00 99.40 74.45 72.33 87.67 8251 / / /
MD-No-C. 47.00 83.60 56.22 73.17 94.17 77.70 / / /
MD-Text 78.40 100.00 78.40 77.83 96.83 80.38 / / /
MD-Comm.-No-C. 78.60 95.40 82.39 64.67 81.00 79.84 / / /
MD-Comm.-Text 82.40 99.80 82.57 65.67 81.00 81.07 / / /
No-C. 30.60 55.80 54.84 74.67 98.83 75.55 / / /
Text 92.60 100.00 92.60 78.83 100.00 78.83 / / /
Comm.-No-C. 95.60 100.00 95.60 79.83 100.00 79.83 / / /
ASP Comm.-Text 98.80 100.00 98.80 79.83 100.00 79.83 / / /
MD-No-C. 17.40 32.40 53.70 74.00 99.17 74.62 / / /
MD-Text 99.00 100.00 99.00 78.67 99.67 78.93 / / /
MD-Comm.-No-C. 94.60 100.00 94.60 79.83 100.00 79.83 / / /
MD-Comm.-Text 99.00 100.00 99.00 79.83 100.00 79.83 / / /
No-C. 34.80 61.80 56.31 93.17 96.83 96.21 63.73 85.29 74.71
Text 99.20 100.00 99.20 91.33 94.00 97.16 57.84 80.88 71.52
Comm.-No-C. 99.40 99.60 99.80 79.67 82.83 96.18 57.35 75.49 75.97
NLTK Comm.-Text 96.40 96.40 100.00 71.33 73.17 97.49 49.51 67.16 73.72
MD-No-C. 32.20 58.20 55.33 94.17 97.67 96.42 64.71 87.25 74.16
MD-Text 100.00 100.00 100.00 92.17 94.83 97.19 61.76 80.88 76.36
MD-Comm.-No-C. 99.40 100.00 99.40 82.67 85.67 96.50 61.27 77.94 78.62
MD-Comm.-Text 100.00 100.00 100.00 79.17 81.67 96.94 33.33 40.69 81.93
No-C. 46.20 76.80 60.16 94.33 97.00 97.25 57.84 82.84 69.82
Text 99.20 100.00 99.20 90.00 92.83 96.95 60.29 77.45 77.85
Comm.-No-C. 50.80 50.80 100.00 80.50 83.00 96.99 63.73 84.80 75.14
FOL Comm.-Text 4.00 4.00 100.00 89.33 92.33 96.75 40.20 48.53 82.83
MD-No-C. 47.20 80.20 58.85 91.33 94.17 96.99 59.80 79.90 74.85
MD-Text 98.80 100.00 98.80 85.50 88.50 96.61 56.37 75.00 75.16
MD-Comm.-No-C. 100.00 100.00 100.00 84.33 87.17 96.75 41.18 54.41 75.68
MD-Comm.-Text 83.40 83.40 100.00 79.67 81.67 97.55 50.98 67.65 75.36

Table 9: DeepSeek-V3 Detailed results for the DeepSeek-V3 model, depicting overall-accuracy, execution-rate, and
execution-accuracy for the ProntoQA, ProofWriter, and FOLIO datasets. All values shown in percent [%].

A.7 Pyke (No-C., comment, no markdown)
Prompt

The following shows the Pyke (No-C., comment,
no markdown) prompt without macros. “[...]”" indi-
cates that we skipped rules for brevity.

Task Description: You are given a
problem description and a question.

In general, the task is to parse the
problem description and question
into a a Pyke (Python Knowledge
Engine) readable format.

In more detail:

1) Define the facts.

2) Define the rules.

3) Define the "query". The query has to
be defined according to the
following example: Given the
question: "True or false: Alex is
not shy".

Then you should define this as "P13(alex
, false)".

The program must by syntactically
correct. A correctly parsed example
is given below. The output should be

given in a Pyke readable format.
Therefore, be sure not to use any
bullet points”, or "numberings"” when

printing the output. Further, no
special characters like ("#") must

n

10
11

12

Problem:
Each jompus is fruity. Every jompus is a
wumpus. Every wumpus is not
transparent. Wumpuses are tumpuses.
Tumpuses are mean. Tumpuses are
vumpuses. Every vumpus is cold. Each
vumpus is a yumpus. Yumpuses are

orange. Yumpuses are numpuses.
Numpuses are dull. Each numpus is a
dumpus. Every dumpus is not shy.
Impuses are shy. Dumpuses are
rompuses. Each rompus is liquid.
Rompuses are zumpuses. Alex is a
tumpus.
Question:
True or false: Alex is not shy.
###
Facts:
# Alex is a tumpus.
P1(Alex, True)
Rules:
# Each jompus is fruity.
facti
foreach
facts.P2($x, True)
assert
facts.P3($x, True)
[...]
Query:



28 # True or false: Alex is not shy.
29 P13 (Alex,False)
30 [...]

A.8 Pyke (Text, no comment, no markdown) 3

Prompt 14
15
The following shows the Pyke (Text, no comment, 16

no markdown) prompt without macros. “[...]” indi- 17

. . 18
cates that we skipped rules for brevity. 19
1 [...] 20
2 ##H 21
3 Facts: 22
4 Tumpus (Alex, True) 23
5 Rules: 24
6 factil 25
7 foreach 26
8 facts.Jompus($x, True) 27
9 assert 28
10 facts.Fruity($x, True) 29
11 [...] 30
12 Query:
13 Shy(Alex,False)
14 [...]

A.9 ASP (No-C., no comment, markdown)
Prompt

The following shows the ASP (No-C., no comment,
markdown) prompt without macros. “[...]” indi-
cates that we skipped rules for brevity.

”

1

2

3

1 Task Description: You are given a 4
problem description and a question. 5

2 In general, the task is to parse the 6
problem description and question 7

into an Answer Set Programming (ASP) 8

program. 9

3 In more detail: 10
4 1) Define the facts. 11
5 2) Define the rules. 12
6 3) Define the "query”. The query has to 13
be defined as a (or several) literal 14

(s). 15

7 For example: Given the question: "True 16
or false: Alex is not shy". 17

8 Then you should define this as "-p15¢( 13
alex)". 19

9 The program must by syntactically
correct. A correctly parsed example
is given below. The output should be

given as an ASP program (logic
programming). Therefore, be sure not
to use any "bullet points”, or "
numberings"” when printing the output

Further, no special characters
like ("#") must occur.

10 ------

11 Problem: 2

12 Each jompus is fruity. Every jompus is a

wumpus. Every wumpus is not 3
transparent. Wumpuses are tumpuses.
Tumpuses are mean. Tumpuses are
vumpuses. Every vumpus is cold. Each

vumpus is a yumpus. Yumpuses are
orange. Yumpuses are numpuses. 4
Numpuses are dull. Each numpus is a 5

—

20

dumpus. Every dumpus is not shy.
Impuses are shy. Dumpuses are
rompuses. Each rompus is liquid.
Rompuses are zumpuses. Alex is a
tumpus.

Question:

True or false: Alex is not shy.

###

Facts:

pl(alex).

Rules:

p2(X) :- p3(X).
[...]

Query:

-p15(Calex).

A.10 ASP (Text, comment, markdown)
Prompt

The following shows the ASP (Text, comment,
markdown) prompt without macros. “[...]” indi-
cates that we skipped rules for brevity.

...]

Facts:
% Alex is a tumpus.
tumpus (alex).

Rules:
% Each jompus is fruity.
fruity(X) :- jompus(X).
C...]

Query:
% True or false: Alex is not shy.
-shy (alex).

A.11 NLTK (No-C., no comment, no
markdown) Prompt

The following shows the NLTK (No-C., no com-
ment, no markdown) prompt without macros. “[...]”
indicates that we skipped rules for brevity.

[...]

Task Description: You are given a
problem description and a question.

In general, the task is to parse the
problem description and question
into a a NLTK (Natural Language
Toolkit) Logic format. The NLTK
library is a python library.

In more detail:

1) Define the facts.



6 2) Define the rules.
7 3) Define the "query"”. The query has to
be defined as a (or several) literal

(s).

8 For example: Given the question: "True
or false: Alex is not shy".

9 Then you should define this as "-p14(

alex)". 1

A.13 FOL (No-C., comment, markdown)
Prompt

The following shows the FOL (No-C., comment,

markdown) prompt without macros. “[...]” indi-

cates that we skipped lines for brevity.

Task Description: You are given a

10 The program must by syntactically problem description and a question.
correct. A correctly parsed example 2 In general, the task is to parse the
is given below. The output should be problem description and question
given in the NLTK format. Therefore into a a FOL (First Order Logic)
, be sure not to use any "bullet POrDAT .
points”, or "numberings"” when Bin more detedl:
printing the output. Further, no 4 1) Define the facts.
special characters like ("#") must 5 2) Define the rules.
OCCUIRE 6 3) Define the "query". The query has to
1 be defined as a (or several) literal
12 Problem: (s).
13 Each jompus is fruity. Every jompus is a 7 por oyample: Given the question: "True
wumpus. Every wumpus is not or false: Alex is not shy"”.
transparent. WUmpUSGS are tumpuses. 8 Then you should define this as n_p14(
Tumpuses are mean. Tumpgses are alex)".
vumpuses. Every vumpus is cold. Each 9 The program must by syntactically

vumpus is a yumpus. Yumpuses are
orange. Yumpuses are numpuses.
Numpuses are dull. Each numpus is a

dumpus. Every dumpus is not shy.
Impuses are shy. Dumpuses are
rompuses. Each rompus is liquid.
Rompuses are zumpuses. Alex is a
tumpus.
14 Question: 10
15 True or false: Alex is not shy. 11
16 ### 12
17 Facts:
18 NLTK: pl(alex)
19
20 Rules:
21 NLTK: all x. (p2(x) -> p3(x))
22 [...]
23
24 Query:
25 NLTK: -pl4 (alex)
26 ------
27 [ ]
A.12 NLTK (Text, comment, no markdown) }i
Prompt 15

. 16
The following shows the NLTK (Text, comment, ;7
no markdown) prompt without macros. “[...]” indi- 18

cates that we skipped rules for brevity. ég

1 [C...] 21
2 Facts: 22
3 TEXT: Alex is a tumpus. 23
4 NLTK: tumpus (alex) 24
5 25
6 Rules: 26
7 TEXT: Each jompus is fruity. 27
8 NLTK: all x. (jompus(x) -> fruity(x)) 28
9 [...] 29
10 Query: 30
11 TEXT: Alex is not shy. 31
12 NLTK: -shy(alex) 32
13 SEEEEE 33
14 [...] 34
35

correct. A correctly parsed example
is given below. The output should be
given in the FOL format. Therefore,
be sure not to use any "bullet
points”, or "numberings" when
printing the output. Further, no
special characters like ("#") must
occur.
Problem:
Each jompus is fruity. Every jompus is a
wumpus. Every wumpus is not
transparent. Wumpuses are tumpuses.
Tumpuses are mean. Tumpuses are
vumpuses. Every vumpus is cold. Each
vumpus is a yumpus. Yumpuses are
orange. Yumpuses are numpuses.
Numpuses are dull. Each numpus is a
dumpus. Every dumpus is not shy.
Impuses are shy. Dumpuses are
rompuses. Each rompus is liquid.
Rompuses are zumpuses. Alex is a
tumpus.
Question:
True or false:
H#it#
Facts:
TEXT:
FOL :

Alex is not shy.

Alex is a tumpus.
pl1(alex)

Rules:
TEXT:
FOL :

Each jompus is fruity.
Vx. (p2(x) — p3(x))

Alex is not shy.
-pl14 (alex)
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A.14 FOL (Text, no comment, markdown)
Prompt

The following shows the FOL (Text, no comment,
markdown) prompt without macros. “[...]” indi-
cates that we skipped lines for brevity.

[...]

Facts:

FOL :

tumpus (alex)

Rules:

FOL: Vx.

[...]

(jompus (x) — fruity(x))

Query:

-shy(alex)

A.15 Licenses of Scientific Artifacts

Logic-LM uses an MIT license, which grants us
the free usage and the rights to use, copy, mod-
ify, merge, publish, distribute, sublicense the soft-
ware 8. ProntoQA is licensed under the Apache
License 2.0 ? and FOLIO under the Creative Com-
mons Attribution Share Alike 4.0 International !°,
which permits the usage of the data. No specific
license is given for LINC '! and ProofWriter 2.
However, for ProofWriter they state in the pa-
per that “Datasets available at https://allenai.
org/data/proofwriter” (Tafjord et al., 2021)
and for LINC “Code is provided to reproduce all
experiments and figures” 3. While we did not use
any LINC code (just the prompting methodology),
we interpret the license of ProofWriter to grant us
permission to use it as a benchmark dataset. The
used LLMs and software are suitable for scientific
use.

A.16 Usage of AI Assistants

This paper discusses the logical reasoning ability
of Al assistants (LLMs). Evidently, we performed
experiments upon them - see also our experiment

8https://github.com/teacherpeterpan/Logic—LLM

*https://github.com/asaparov/prontoga/blob/
main/LICENSE

1Oh’ctps://gi’chub.com/Yale—LILY/FOLIO/blob/main/
LICENSE

Uhttps://github.com/benlipkin/linc

12https://allenai.org/data/proofwriter

Bhttps://github.com/benlipkin/linc

22

setup in Section 4. Besides that, we used spell-
checking tools, such as Grammarly.


https://allenai.org/data/proofwriter
https://allenai.org/data/proofwriter
https://allenai.org/data/proofwriter
https://github.com/teacherpeterpan/Logic-LLM
https://github.com/asaparov/prontoqa/blob/main/LICENSE
https://github.com/asaparov/prontoqa/blob/main/LICENSE
https://github.com/Yale-LILY/FOLIO/blob/main/LICENSE
https://github.com/Yale-LILY/FOLIO/blob/main/LICENSE
https://github.com/benlipkin/linc
https://allenai.org/data/proofwriter
https://github.com/benlipkin/linc
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