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Abstract

Detecting multimodal fake news is imperative001
for maintaining social media security and safe-002
guarding community well-being. Existing de-003
tection approaches often fall short in adequately004
considering the nuanced context of social me-005
dia and fail to fully utilize various modalities006
such as metadata, resulting in a significant gap.007
In this paper, we propose a novel and efficient008
model that integrates both textual global fea-009
tures and local features. This model captures se-010
mantic relationships within the text and utilizes011
a global corpus representation to align with the012
complex context of social media. We further en-013
hance feature connectivity by employing a mul-014
tilevel fusion technique that integrates visual015
and metadata information. Extensive experi-016
ments demonstrate that our method achieves017
state-of-the-art performance across all classifi-018
cation tasks using Fakeddit, the largest multi-019
modal fake news dataset, underscoring its ef-020
fectiveness.021

1 Introduction022

In our increasingly digitalized society, the prolif-023

eration of fake news and disinformation has ex-024

tended across various channels, including journal-025

ism, news reporting, and social media. This surge026

in false information has led to numerous issues,027

such as inciting unfounded fears during health028

crises like the COVID-19 pandemic (Rocha et al.,029

2021). The impact of fake news is exacerbated030

by the widespread use of popular social media031

platforms and online sources that lack robust fact-032

checking measures or third-party filters, enabling033

individuals to disseminate false information on a034

large scale with relative ease. Moreover, social035

media platforms provide a versatile medium where036

users can share textual content alongside images,037

adding complexity to the detection of fake news038

(Nakamura et al., 2020). Therefore, research in039

fake news detection is crucial for ensuring the well-040

being of our community.041

To effectively detect online fake news, many re- 042

searchers have proposed using deep learning tech- 043

niques for automatic detection. Early efforts pri- 044

marily focused on monomodal detection, which 045

concentrated on the textual aspect of online infor- 046

mation, as fake news initially appeared predom- 047

inantly in text form. However, the evolution of 048

social media now allows users to incorporate im- 049

ages and videos to enhance their content, provid- 050

ing a medium for fake news that may rely heavily 051

on visual elements, with text serving as a supple- 052

mentary component. As a result, multimodal fake 053

news detection methods have been developed to 054

address this challenge. Additionally, several stud- 055

ies have highlighted the importance of comments 056

and metadata, such as the number of comments 057

and followers, as valuable sources of information 058

for determining the authenticity of a piece of infor- 059

mation. This introduces another crucial modality 060

alongside text and images. 061

Despite these advancements, significant chal- 062

lenges remain in the field of multimodal fake news 063

detection. Firstly, the feature extraction process 064

for textual content, including the original post and 065

associated comments, often lacks a nuanced un- 066

derstanding of the context. Secondly, few studies 067

have fully leveraged all available modalities within 068

fake news datasets; most focus solely on the orig- 069

inal text and images, paying insufficient attention 070

to associated comments and metadata. This over- 071

sight creates a noteworthy gap in the research that 072

warrants further investigation. 073

In this paper, we propose an effective model 074

to bridge these gaps, as illustrated in Fig. 1. 075

Our model comprises three integral components, 076

encompassing all valuable modalities within the 077

dataset. In the "Textual Input" section, we metic- 078

ulously analyze the content based on the original 079

post and associated comments. We utilize BERT 080

to extract local embeddings and employ a vocabu- 081

lary graph to establish global relationships within 082
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Figure 1: Overall Structure of Our Method

the dataset’s lexicon, generating global embed-083

dings for the textual content. By concatenating084

the local and global features, we feed them into a085

transformer encoder to fuse them using an attention086

mechanism, resulting in comprehensive textual fea-087

tures for the model. In the "Image Input" section,088

we employ a pretrained image model to extract vi-089

sual features from the resized input image. Lastly,090

in the "Meta Info Input" section, we utilize the091

post’s metadata information, such as the number092

of likes and followers. Since these numbers are093

quantifiable, we apply standardization and use a094

multilayer perceptron (MLP) to obtain meta fea-095

tures. Our multimodal feature fusion approach em-096

ploys a multilevel fusion strategy. Initially, we fuse097

textual and image features through techniques such098

as concatenation, averaging, maximization, or addi-099

tion. Subsequently, we apply concatenation fusion100

to incorporate meta features after compressing the101

feature dimensions. The experimental results on102

the widely-used Fakeddit dataset (Nakamura et al.,103

2020) demonstrate that our model achieves state-104

of-the-art (SOTA) performance across all classifica-105

tion tasks (2-way, 3-way, and 6-way), underscoring106

the effectiveness of our approach. Furthermore, the107

ablation tests provide additional validation for the108

significance of each module in our model.109

Our contributions can be summarized as follows: 110

• We introduce a novel structure for multimodal 111

fake news detection, incorporating a vocab- 112

ulary graph and text global representations, 113

which enriches contextual information. 114

• We utilize all available modalities within the 115

dataset, employing a meticulously designed 116

multilevel feature fusion structure to effec- 117

tively leverage the information and enhance 118

fake news identification. 119

• Our model achieves state-of-the-art perfor- 120

mance across all classification tasks in the 121

dataset, with a comprehensive discussion on 122

how different fusion methods impact perfor- 123

mance. 124

2 Related Works 125

Based on the modalities employed in fake news 126

detection, the related literature can be categorized 127

into two groups: monomodal approaches and mul- 128

timodal approaches. 129

2.1 Monomodal Fake News Detection 130

Many early monomodal approaches concentrate on 131

the textual content of online posts. Lin et al. (2019) 132

proposed a novel rumor detection method based on 133
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a hierarchical recurrent convolutional neural net-134

work and a bidirectional GRU network with an135

attention mechanism, which integrates contextual136

features and captures time-period information. Ma137

et al. (2018) introduced a text-based method for138

rumor detection by combining propagation trees139

with recurrent neural networks. Comments are also140

considered a part of the text modality. Xu et al.141

(2022) concatenated the original post and associ-142

ated comments to form a single long text, which is143

then segmented into shorter chunks more suitable144

for BERT-based vectorization and further classi-145

fication. However, the drawback of monomodal146

approaches is that they may not adapt well to the147

evolving social media landscape, where new in-148

stances of fake information are increasingly con-149

veyed through images, with text serving only as a150

supplementary component.151

2.2 Multimodal Fake News Detection152

Fake information can manifest across various153

modalities. Singhal et al. (2019) proposed a mul-154

timodal framework for fake news detection that155

employs a language transformer and visual models.156

Modality-specific feature representations are fused157

through concatenation and fed into a binary clas-158

sifier. Similarly, Nakamura et al. (2020) utilized a159

two-stream network to process textual and visual160

information. A bidirectional BERT encodes text161

data, while a ResNet50 model processes visual data.162

The resulting embeddings are fused by taking their163

element-wise maximum. In contrast, Dong et al.164

(2018) utilized textual information and user-based165

metadata, such as age and the number of followers.166

These features are combined and processed by an167

attention-based bidirectional Gated Recurrent Unit168

network. The extracted features are then fed into a169

unified attention model, with patterns in attention170

distribution leveraged to detect fake news.171

Only a few approaches leverage textual, visual,172

and metadata simultaneously. Cui et al. (2019)173

proposed a multistream architecture with an ad-174

versarial loss that individually influences all three175

network branches. The fused features are fed into176

a fully connected layer followed by a softmax to177

obtain likelihoods for fake news. Kirchknopf et al.178

(2021) proposed a multimodal network architecture179

enabling different levels and types of information180

fusion. They also utilize secondary information,181

such as user comments and metadata, along with182

text and images, and fuse this information while183

accounting for the specific intrinsic structures of 184

the modalities. 185

Compared to these multimodal detection ap- 186

proaches, our method delves deeper into the de- 187

tailed modalities of the original post and associated 188

comments. We use a vocabulary graph and graph 189

convolution to represent global features, which dif- 190

fer from the local features extracted in the related 191

works mentioned above. Furthermore, our model 192

leverages all available modalities with a multilevel 193

fusion approach to further enhance detection accu- 194

racy. 195

3 Methodology 196

The overall structure of our method is presented 197

in Fig. 1. Our approach can be divided into two 198

main components: multimodal feature extraction 199

and multimodal feature fusion. 200

3.1 Multimodal Feature Extraction 201

3.1.1 Integrating Global Features with Local 202

Features 203

While BERT excels at learning local semantic fea- 204

tures of text, it faces limitations in encoding in- 205

formation with remote dependencies due to con- 206

straints on input text length (Lu et al., 2020). This 207

inability to capture word features across the entire 208

corpus poses challenges in nuanced sentiment anal- 209

ysis, leading to potential misclassification. This 210

highlights the importance of extracting global fea- 211

tures alongside local features for effective fake 212

news detection, especially in contexts where ex- 213

pressions are nuanced, as is common on social 214

media. 215

For instance, consider the following comment 216

extracted from a social media post: 217

Although it seems to be true, few have tried to 218

find out the truth of the case. 219

In this comment, both affirmative and negative 220

sentiments regarding whether the event is fake news 221

are expressed. However, the affirmative sentiment 222

that views the event as fake news is expressed in- 223

directly, using phrases like "few ... find out the 224

truth," while the negative sentiment is conveyed 225

more directly, as in "seems to be true." In such con- 226

texts, if the language representation model does not 227

associate this nuanced affirmative sentiment with 228

the concept of "fake news," the classifier may un- 229

derestimate this strong viewpoint, resulting in the 230

comment being incorrectly classified as "not fake 231

news." 232

3



Encoder

BERT Tokenizer

Word 1 Word 2 Word n...

Input Sentences

Vocab
look up

input_idsposition_ids token_type_ids gcn_ids

position

embedding

token type

embedding

word

embedding
gcn_inputs

Global Vocab Graph

graph 

convolution

graph

embedding

word

embedding

Graph Enriched 

Embedding
feature concatenateoutput embedding

Figure 2: Local and Global Textual Feature Extraction

Recent research highlights the Graph Convo-233

lutional Network (GCN) and its variant, the Vo-234

cabulary Graph Convolutional Network (VGCN),235

for their effectiveness in extracting global features236

(Kipf and Welling, 2017; Lu et al., 2020). VGCN237

connects words in the language through a graph,238

enabling convolutional operations on neighboring239

nodes to integrate representations of words with240

those of their neighbors. This captures global rela-241

tionships within specific domain language to some242

extent. However, traditional graph convolution,243

which focuses solely on global lexical information,244

overlooks word order in sequences, which is cru-245

cial for sentence understanding. Relying solely on246

global features is insufficient for accurately rep-247

resenting a sentence. Therefore, an appropriate248

structure is needed to fuse the two types of tex-249

tual features extracted. Fig. 2 illustrates how we250

leverage both local and global features to represent251

textual features effectively.252

We begin by concatenating the original post and253

comments to create an extended text input. Using254

the BERT tokenizer and embedding layer, we gen-255

erate three types of embeddings: position, token256

type, and word embeddings. The word embeddings257

capture local features since they are learned solely258

within the input text range. These word embed-259

dings serve as the input features for the VGCN260

model, where graph convolution is performed on261

the global vocabulary graph to derive the global262

graph embeddings. The detailed mathematical pro-263

cedures are outlined below: 264

Assume a text segment is represented by a row 265

vector x, where each element corresponds to a word 266

node in the global vocabulary graph. The definition 267

of a single-layer convolution operation on this text 268

row vector is given by (Lu et al., 2020): 269

h = (AxT )TW = xAW

Here, A represents the original neighbor matrix 270

of the entire graph and is a symmetric matrix. In 271

this expression, the xA operation extracts node 272

information from the global vocabulary graph re- 273

lated to the input vector x, and W is a hidden state 274

weight matrix. Through this operation, a global 275

feature representation of the input row vector x is 276

obtained. 277

Now, replacing the row vector x with the BERT 278

word embeddings and considering a two-layer 279

graph convolution structure, the obtained graph 280

embeddings can be presented as: 281

G = ReLU(XbevAvvWvh)Whg

Here, b represents the batch size, e is the dimen- 282

sion of the BERT embedding, v is the size of the 283

vocabulary, h is the size of the hidden layer, and 284

g is the final graph embedding dimension. The 285

above mathematical expressions describe a process 286

in which the input matrix first undergoes a sin- 287

gle layer of convolutional operation on the graph. 288

Through the operation XbevAvv, it captures a por- 289
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tion related to the input text from the global vo-290

cabulary graph. Then, it undergoes two layers of291

convolution, combining the words in the input text292

segment with their relevant words in the vocabulary293

graph. This process results in obtaining the global294

feature representation of the input text, which has295

dimensions of b× e× g.296

After acquiring the global features G, we con-297

catenate them with the local features X to create298

the graph-enriched embeddings. This combined299

representation is then fed into the transformer en-300

coder module, where the features undergo layer-by-301

layer interactions, ensuring the retention of word302

order in the sentence. This approach not only pre-303

serves the sequential arrangement of words but also304

incorporates the background information obtained305

from the graph.306

3.1.2 Image and Metadata Features307

Images play a crucial role in fake news detection,308

serving as an important modality to convey infor-309

mation or provide supplementary context. For the310

images in the dataset, we employ pretrained image311

models to extract visual features. Before feeding312

the data into the model, we conduct image resiz-313

ing, transforming the images to a standardized size314

suitable for model input.315

Metadata also plays a vital role in aiding the de-316

tection of fake news. It may encompass social me-317

dia metrics or categorical data, such as the number318

of comments, likes/dislikes, upvotes, or other rank-319

ing information. Accounts that frequently spread320

fake news often have fewer followers than typical321

users, and the posts they deliver typically have low322

like or upvote rates. The metadata initially needs323

to be standardized to a well-defined value range324

and then concatenated into a vector. Given the ab-325

sence of a pre-defined encoder for such data, we326

train a lightweight multilayer perceptron (MLP) to327

effectively represent the input metadata.328

3.2 Multimodal Feature Fusion329

We employ a multilevel fusion strategy to integrate330

the textual, image, and metadata features obtained331

in the previous section. Initially, we choose to332

fuse the textual and image modalities, considering333

their common occurrence in social media, where334

both offer valuable information for determining the335

authenticity of a post. We ensure that the output di-336

mensions of the transformer encoder and the image337

model are consistent. Subsequently, we explore the338

following four widely-used fusion strategies:339

• Concatenate. This strategy involves merg- 340

ing feature tensors along a specified dimen- 341

sion, retaining distinct information from each 342

modality, although it may increase the overall 343

model parameters. 344

• Add. In this strategy, feature tensors are 345

element-wise summed, emphasizing the com- 346

plementary nature of the two modalities and 347

mitigating their deficiencies. 348

• Max Pooling. Max pooling fusion selects the 349

maximum value at each position from the fea- 350

ture tensors, highlighting dominant features 351

from each modality and aiding in capturing 352

the most significant information. 353

• Average Pooling. Average pooling fusion 354

computes the average value at each position 355

from the feature tensors of both modalities, 356

providing a balanced representation and pre- 357

serving the overall feature distribution from 358

both sources. 359

Following the first-level feature fusion, we den- 360

sify the fused features and proceed with the second- 361

level fusion involving metadata features. We per- 362

form separate fusion processes because we con- 363

sider metadata to play a supporting role in fake 364

news detection. This structural choice aligns with 365

the specific intrinsic nature of these modalities. For 366

metadata features, we directly apply concatenate 367

fusion to retain as much information as possible. 368

Finally, the resulting fused features undergo dense 369

layers and softmax activation for classification. 370

4 Experiments 371

4.1 Dataset and Benchmarks 372

For our experiments and investigation into multi- 373

modal fake news detection, we employ the Faked- 374

dit dataset (Nakamura et al., 2020), which is the 375

largest published multimodal fake news dataset to 376

our knowledge. The Fakeddit dataset comprises 377

one million samples spanning up to six different cat- 378

egories of information disorder and was collected 379

through the pushshift API. An added advantage of 380

this dataset is that it provides not only ground truth 381

for binary fake/non-fake classification but also a 382

more fine-grained distinction with 3 and 6 classes. 383

This further categorization divides fake news into 384

smaller categories such as "Misleading Content" 385

or "False Connection." The dataset includes Red- 386

dit postings with comments, where many postings 387
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Table 1: Performance Comparison on Fakeddit Dataset

Models
2-way 3-way 6-way

Validation Test Validation Test Validation Test
BERT (Devlin et al., 2019) 0.9077 0.9056 0.9060 0.8997 0.8460 0.8475
Ma-RVNN (Ma et al., 2020) 0.9025 0.9036 0.9002 0.8996 0.8420 0.8453
RoBERT (Xu et al., 2022) 0.9285 0.9278 0.9214 0.9205 0.8601 0.8575
ToBERT (Xu et al., 2022) 0.9286 0.9275 0.9226 0.9216 0.8613 0.8605
Nakamura et al. 0.8929 0.8909 0.8905 0.8890 0.8600 0.8588
MVAE+ (Li et al., 2022) 0.9007 0.9003 0.8992 0.8895 0.8623 0.8612
EMAF (Li et al., 2022) 0.9246 0.9230 0.9234 0.9216 0.8856 0.8816
Kirchknopf et al. 0.9412 0.9436 0.9337 0.9326 0.9014 0.9005
AM3 (Yuan et al., 2024) 0.9310 0.9294 0.9277 0.9245 0.9065 0.9046
Ours 0.9585 0.9590 0.9517 0.9522 0.9229 0.9254

contain both text and images. Additionally, vari-388

ous metadata attributes are available, such as the389

number of upvotes and downvotes of postings, the390

number of comments, and a score for the post itself.391

For our experiments, we selected data where all392

modalities are available, resulting in 560k training393

samples, 58k validation samples, and 58k testing394

samples. The standard benchmark for this task is395

accuracy, and since Fakeddit provides a split of396

the dataset into training, validation, and test sets,397

it facilitates directly comparable experiments. In398

our experiments, we focus not only on commonly399

compared 2-way classification tasks but also on the400

3-way and 6-way tasks. This choice is driven by401

our intention to demonstrate that our method can402

delve deeper into the nuances of specific fake news403

types.404

4.2 Experimental Setup405

4.2.1 Vocabulary Graph Building406

We construct our vocabulary graph using nor-
malized point-wise mutual information (NPMI)
(Bouma, 2009), defined by the equation:

NPMI(i, j) = − 1

logp(i, j)
log

p(i, j)

p(i)p(j)

In this formulation, i and j represent individ-407

ual words. Specifically, p(i, j) = #W (i,j)
#W denotes408

the joint probability of words i and j appearing to-409

gether, while p(i) = #W (i)
#W represents the marginal410

probability of word i. Here, #W (∗) signifies the411

number of sliding windows containing either a412

word or a pair of words, and #W is the total num-413

ber of sliding windows.414

To capture long-range dependencies within sen- 415

tences, we set the window size larger than an entire 416

sentence. A positive NPMI value indicates a strong 417

semantic correlation between words, whereas a 418

negative value signifies little to no semantic corre- 419

lation. For our vocabulary graph, we establish an 420

edge between two words if their NPMI exceeds a 421

specified threshold. In our experiments, we set this 422

threshold to 0. 423

4.2.2 Training details 424

Given the extensive nature of the training data, we 425

employ Distributed Data Parallel (DDP) (Li et al., 426

2020) to accelerate the training process. This tech- 427

nique allows for data parallelism at the module 428

level across 8 V100 GPUs. Each image is resized 429

to 299× 299 pixels to conform to the input dimen- 430

sions required by the image model. The network 431

is trained end-to-end using the AdamW optimizer 432

(Loshchilov and Hutter, 2019), with a learning rate 433

set to 1 × 10−5 and an L2 regularization term of 434

0.01. We conduct training over 10 epochs for each 435

task, utilizing a batch size of 8 per GPU. 436

4.3 Experiment Results 437

To evaluate the efficacy of our proposed approach, 438

we benchmark it against several state-of-the-art 439

models encompassing both monomodal and multi- 440

modal architectures. The summary of these com- 441

parisons is presented in Table 1. 442

For monomodal models, we consider the follow- 443

ing: (1) BERT (Devlin et al., 2019), fine-tuned 444

for a straightforward classification task based on 445

textual content, comprising the original post and 446

comments. (2) Ma-RVNN (Ma et al., 2020), a 447
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Table 2: Different Textual and Image Fusion Performance Results

Fusion Type
2-way 3-way 6-way

Validation Test Validation Test Validation Test
Add 0.9543 0.9512 0.9478 0.9497 0.9206 0.9190
Max 0.9437 0.9421 0.9379 0.9394 0.9173 0.9134
Average 0.9469 0.9432 0.9402 0.9389 0.9165 0.9146
Concatenate 0.9585 0.9590 0.9517 0.9522 0.9229 0.9254

tree-structured recursive neural network designed448

to extract discriminative features from microblog449

posts by following their non-sequential propaga-450

tion structure. (3) RoBERT & ToBERT (Xu et al.,451

2022), BERT-based models that concatenate the452

original post and associated comments into a single453

long text. This text is then segmented into shorter454

chunks for BERT-based vectorization and fed into455

a classifier based on an LSTM network or a trans-456

former layer for the detection task.457

For multimodal models, our selected compar-458

isons include: (1) BERT+ResNet50 (Nakamura459

et al., 2020), a straightforward model that extracts460

features from both the original text and images,461

fusing them through max pooling. (2) MVAE+462

(Li et al., 2022), which introduces a variational463

autoencoder to reconstruct data from multimodal464

representations, promoting the learning of corre-465

lations between modalities. (3) EMAF (Li et al.,466

2022), adopting an entity-centric cross-modal in-467

teraction to preserve semantic integrity and capture468

details of multimodal entities. (4) Multimodal469

Information Disorder Model (Kirchknopf et al.,470

2021), a multimodal network architecture enabling471

different levels and types of information fusion, in-472

cluding comments and metadata. (5) AM3 (Yuan473

et al., 2024), featuring a novel asymmetric fusion474

architecture designed not only to fuse common475

knowledge in both modalities but also to exploit476

the unique information in each modality.477

From the results presented in the table, it is appar-478

ent that multimodal models generally outperform479

their monomodal counterparts by leveraging the480

integration of features from both text and other di-481

mensions. However, it is noteworthy that as the482

number of classification categories increases, the483

overall performance tends to decrease. This decline484

can likely be attributed to the unbalanced data dis-485

tribution among the various categories and the in-486

herent difficulty in distinguishing nuances between487

specific fake news categories. Despite these chal-488

lenges, our proposed methods consistently achieve489

state-of-the-art (SOTA) performance across all clas- 490

sification tasks. This underscores the effectiveness 491

of our approach in extracting and fusing modal 492

features to enhance fake news detection. 493

Additionally, we have conducted experiments 494

to investigate the impact of different fusion tech- 495

niques for integrating textual and image features, 496

as described in Section 3.2. The results, summa- 497

rized in Table 2, indicate that feature concatenation 498

yields the best performance. We believe this is due 499

to its capacity to preserve the most comprehensive 500

set of features from both textual and image content. 501

4.4 Ablation Experiments 502

We also conduct extensive ablation experiments 503

to evaluate the effectiveness of each component 504

within our model. The components assessed in- 505

clude local textual features (derived from BERT), 506

global textual features (derived from VGCN), com- 507

ments, image features, and metadata features. The 508

results are presented in Table 3. 509

From these results, it is evident that each com- 510

ponent of our model significantly contributes to its 511

overall exemplary performance in fake news detec- 512

tion tasks. Notably, we observe that the removal of 513

image features leads to a more substantial perfor- 514

mance drop compared to the removal of comments 515

or metadata. This suggests that image features play 516

a more crucial role in debunking fake news. Fur- 517

thermore, our findings indicate that local features 518

are more critical than global features. This is likely 519

attributable to the fact that global features capture 520

the connections between words in the text and the 521

overall vocabulary, but they fall short in understand- 522

ing the word order and specific associations within 523

the textual content, resulting in a decline in perfor- 524

mance. 525
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Table 3: Ablation Experiments Performance on Test Dataset in Fakeddit

Textual(Local) Textual(Global) Comment Image Metadata 2-way 3-way 6-wayD D D D 0.9456 0.9387 0.9124D D D D 0.9316 0.9217 0.9038D D D D 0.9519 0.9479 0.9198D D D D 0.9173 0.9094 0.8748D D D D 0.9437 0.9287 0.9089D D D D D 0.9590 0.9522 0.9254

5 Discussion526

5.1 Case Analysis527

We also present example cases from the Fakeddit528

dataset to provide a more tangible demonstration529

of our model’s effectiveness. In Fig. 3, we show-530

case two examples that other baseline models in-531

correctly classify into different categories, where532

our method succeeds. Both examples contain im-533

ages and main texts that offer limited information534

for debunking the fake news. However, by extract-535

ing both global and local textual features from the536

comments, our model accurately links the hidden537

information in the comments to the specific type538

of fake news. For instance, the phrase "better title"539

reveals that the post’s title and images are mislead-540

ingly connected.541

Metadata

Image

Main Text

Comments

upvote_rate: 0.96

#comments: 4

score: 22

Groudtruth misleading content

... I had a similar fake album

cover before, with this title, but 

I can't find it anywhere... Also, 

this is a fun picture, as it's not 

really the atmosphere of a 

planet, but morning frost on a 

car roof

infinity mirror the atmosphere 

of pluto
creepy deer

Better title would be creepy goat...I 

still had to enlarge it to see what 

the hell that was... I thought it was 

a poorly done stuffing of a bear 

head or something...My first 

thought was bear

upvote_rate: 0.97

#comments: 7

score: 405

false connection

Figure 3: Some Cases from Fakeddit

5.2 Limitations and Further Works542

As with all prior works, our methods also have543

certain limitations that warrant further exploration.544

• Further Research on Cross-Modality Fu-545

sion. While our study extensively investigates546

widely-used cross-modality fusion techniques,547

there are still many unexplored avenues. Fu- 548

ture research can delve deeper into enhanced 549

cross-modality fusion methods, integrating 550

both textual and image metadata. For example, 551

identifying entities within images can help to 552

better ascertain the relevance between text and 553

visuals, which could be crucial for accurately 554

categorizing specific types of fake news. 555

• Detailed Feature Representation in Visual 556

Modality: Although our approach meticu- 557

lously considers textual features, the strategy 558

for extracting visual features relies on rela- 559

tively straightforward methods using a pre- 560

trained image model. Future work could fo- 561

cus more on advanced visual representation 562

techniques. 563

6 Conclusions 564

In this paper, we introduce a novel framework for 565

detecting multimodal fake news by incorporating 566

both global and local textual features. By leverag- 567

ing the BERT model and vocabulary graph convolu- 568

tion networks, we effectively extract rich semantic 569

information from both the post and its associated 570

comments. This dual approach not only captures 571

semantic connections within the text but also em- 572

ploys a global corpus representation to better align 573

with the intricate context of social media. Subse- 574

quently, we implement a multilevel fusion tech- 575

nique to integrate visual and metadata information, 576

thereby enhancing the connectivity of cross-modal 577

features. Through extensive experimentation, we 578

demonstrate that our method consistently achieves 579

state-of-the-art (SOTA) performance across all clas- 580

sification tasks on the largest multimodal fake news 581

dataset, Fakeddit. These results validate the effec- 582

tiveness of our approach, underscoring its potential 583

for more reliable and nuanced fake news detection. 584
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