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#### Abstract

The objective of generative model inversion is to identify a size- $n$ latent vector that produces a generative model output that closely matches a given target. This operation is a core computational primitive in numerous modern applications involving computer vision and NLP. However, the problem is known to be computationally challenging and NP-hard in the worst case. This paper aims to provide a finegrained view of the landscape of computational hardness for this problem. We establish several new hardness lower bounds for both exact and approximate model inversion. In exact inversion, the goal is to determine whether a target is contained within the range of a given generative model. Under the strong exponential time hypothesis (SETH), we demonstrate that the computational complexity of exact inversion is lower bounded by $\Omega\left(2^{n}\right)$ via a reduction from $k$-SAT; this is a strengthening of known results. For the more practically relevant problem of approximate inversion, the goal is to determine whether a point in the model range is close to a given target with respect to the $\ell_{p}$-norm. When $p$ is a positive odd integer, under SETH, we provide an $\Omega\left(2^{n}\right)$ complexity lower bound via a reduction from the closest vectors problem (CVP). Finally, when $p$ is even, under the exponential time hypothesis (ETH), we provide a lower bound of $2^{\Omega(n)}$ via a reduction from Half-Clique and Vertex-Cover.


## 1 Introduction

### 1.1 Generative model Inversion

In the last 30 years, recovery of latent vectors generating a target has gained attention. The focus has shifted away from "linear" generative models such as sparse models (1;2;3) and towards nonlinear generative models such as convolutional neural networks (4), 5), pre-trained generative priors (6), or untrained deep image priors (7, 8, 9). While there has been significant practical progress in compressed sensing with generative models, theoretical progress has been more modest. The seminal work of (6) established the first statistical upper bounds for this field, and (10) showed these bounds are nearly optimal, but only restrictive cases have provable algorithmic upper bounds for generative inversion. The paper (11) proves the convergence of projected gradient descent for compressed sensing with generative priors, but only under the assumption that the range of the generative model admits a polynomial-time projection oracle.

Several works establish upper bounds. The paper (12) proves the convergence of gradient descent for shallow generative priors whose weights obey a distributional assumption. (13) shows the correctness of a layer-wise inversion algorithm for sufficiently expansive networks, and establishes NP-hardness lower bounds for exact calculation. (14) and (15) show that under certain structural assumptions on G, some methods converge to a neighborhood of true solution. However, these assumptions are somewhat hard to verify in practice. Recent work has proposed using invertible generative models
for image sampling (16, 17), using non-volume preserving transformations and being compared to a different approach proposed by (18). Our focus is on more general families of generative neural networks with ReLU activations, which are not necessarily invertible.

Problem Statement. A 1-layer ReLU network $G_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m_{1}}$ can be defined as $G_{1}(z)=$ $\operatorname{ReLU}\left(W_{1} z+b_{1}\right)$ with weight matrix $W_{1} \in \mathbb{R}^{m_{1} \times n}$ and bias $b_{1} \in \mathbb{R}^{m_{1}}$, where $m_{1}$ is the number of hidden neurons. An $L$-layer neural network $G:=G_{L}$ can be expressed with the following recurrence relation: $G_{l}(z)=\operatorname{ReLU}\left(W_{l} G_{l-1}(z)+b_{l}\right)$ for $l \in \mathbb{Z}^{+}, l=2,3, \ldots, L$, where $W_{l} \in \mathbb{R}^{m_{l} \times m_{l-1}}$ are the layer-wise weight matrices, and $b_{l} \in \mathbb{R}^{m_{l}}$ are layer-wise bias vectors. We assume that the network width, $\max _{l} m_{l}$, is bounded as $O(n)$ unless otherwise specified.
In the generative inversion problem, we are given a ReLU network $G$ and an observation $x$. Then, the purpose is to determine the closest point of the range of the neural network to the input $x$. In other words, we want to find $z^{*}$ that satisfies the following under a given norm: $z^{*}=\arg \min _{z}\|G(z)-x\|$.
Stated as a decision problem, the goal of exact recovery is to distinguish between two cases: either there exists a $z^{*}$ such that $G\left(z^{*}\right)=x$, or for all $z$ we have $G(z) \neq x$. On the other hand, in many practical cases finding a close enough point suffices. Therefore, we investigate the hardness of the decision problem where the goal is to distinguish between the two cases for a parameter $\delta>0$ : there exists a point $z^{*}$ such that $\left\|G\left(z^{*}\right)-x\right\|<\delta$, or for all $z$ we have $\|G(z)-x\| \geq \delta$. We prove several new hardness results when $\|\cdot\|$ corresponds to $\ell_{p}$-norm depending on the parity of $p$.

### 1.2 Fine-grained complexity.

Classical complexity theory has attempted to delineate the boundary between problems that admit efficient (polynomial-time) algorithms and problems that do not. A fine(r) grained picture of the landscape of polynomial-time has begun to emerge over the last decade. In particular, the focus has shifted towards pinning down the exponent, $c$, of a problem that can be solved in polynomial time $\tilde{O}\left(n^{c}\right)$. Most of these newer results are conditional and rely on reductions from popular (but plausible) conjectures such as the Strong Exponential Time Hypothesis (SETH) (19), (20). See the relevant surveys (21), (22), (23), and (24) for comprehensive overviews of this emerging area. This approach provides conditional lower bounds on well-known problems such as edit distance (25), Frechet distance (26), dynamic time warping (27), longest common subsequence (LCS) (28), and string matching (29). In the context of machine learning, reductions from SETH applied to clustering (30), kernel PCA (31), sparse linear regression (32), Gaussian kernel density estimation (33), and approximate nearest neighbors (34) problems. In recent work, this approach has also been shown to imply an $\Omega\left(n^{2}\right)$-lower bound for transformer models with input size $n$ (35).
(Strong) Exponential Time Hypothesis and $k$-SAT. The $k$-SAT problem involves a given SAT formula on $n$ variables, with each clause of size $k$, and requires us to determine whether the formula is satisfiable or not. Despite decades of effort, no one has invented a faster-than-exponential $\left(O\left(2^{n}\right)\right)$ time algorithm for this problem. Unless $P=N P$, no polynomial-time algorithm exists. The Strong Exponential Time Hypothesis (SETH) is a strengthening of this statement (19): for every $\varepsilon>0$, there is no algorithm that solves $k$-SAT in $2^{(1-\varepsilon) n}$ time. The Exponential Time Hypothesis (ETH) is a (slightly) weaker conjecture: there exists $\delta>0$ such that 3 -SAT cannot be solved in time $2^{\delta n}$.
Closest Vector Problem. We leverage SETH-hardness of the closest vector problem (CVP), defined as follows: Consider a lattice $\mathcal{L}=\mathcal{L}(\mathbf{B})=\left\{\mathbf{B} z \mid z \in \mathbb{Z}^{n}\right\}$, where $B=\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right)$ and all the vectors $\mathbf{v}_{i} \in \mathbb{R}^{d}$. Given a target vector $\mathbf{t}$, define $\operatorname{dist}_{p}(\mathcal{L}, \mathbf{t})=\min _{\mathbf{x} \in \mathcal{L}(\mathbf{B})}\|\mathbf{x}-\mathbf{t}\|_{p}$. The goal of the $\mathrm{CVP}_{p}$ problem is to distinguish between two cases: YES $\left(\operatorname{dist}_{p}(\mathcal{L}, \mathbf{t}) \leq r\right)$ and NO ( $\left.\operatorname{dist}_{p}(\mathcal{L}, \mathbf{t})>r\right)$. A result of (36) states that assuming SETH, then $\mathrm{CVP}_{p}$ cannot be solved in $O\left(2^{(1-\epsilon) n}\right)$ time for odd integers $p \geq 1, p \neq 2 \mathbb{Z}$. As follow-up work, (37) proved the same hardness for the so-called $(0,1)-\mathrm{CVP}_{p}$ problem: for any $1 \leq p \leq \infty$, distinguish between the two cases: YES $\left(\left\|B y^{*}-t\right\| \leq r\right.$ for some $\left.y^{*} \in\{0,1\}^{n}\right)$ and NO $(\|B y-t\|>r$ for all $y \in \mathbb{Z})$.
Half-Clique and Vertex Cover. We also consider two graph optimization problems: Vertex Cover and Half-Clique. The goal of Vertex Cover is to find a set of vertices of the minimum size that touch every edge in a given graph; the decision version is to decide whether or not a vertex cover of a given size exists. The Half-Clique problem is a special case of the $k$-CLIQUE problem (for $k=n / 2$ ), where the goal is to decide whether or not there exists a clique with $k$-vertices. Both decision problems are classical, NP-complete, and ETH-hard (22).

## 2 Hardness Results

The constructions of the reductions from the problems whose hardness is known under some hypotheses are given in this part. For the sake of brevity, we leave the analysis to the full version.

### 2.1 Hardness of Exact Inversion

The work (13) shows the NP-hardness of the exact inversion problem. We strengthen this to show SETH-hardness below in 1 . First, we provide hardness results when $z \in\{1,-1\}^{n}$, and we generalize these results for $z \in \mathbb{R}^{n}$.
Theorem 1. Suppose SETH holds. Then for any $\epsilon>0$ there is a 2-layer, $O(n)$-width ReLU network, $G_{2}(z)$ and a target $x$ for which no $O\left(2^{(1-\epsilon) n}\right)$ time algorithm can demonstrate the existence of $z \in\{1,-1\}^{n}$ that satisfies $G_{2}(z)=x$.

Reduction. The reduction is from $k$-SAT, with $m$-clauses, $n$-literals. Let $z=\left[z_{1}, z_{2}, \ldots, z_{n}\right]^{T} \in$ $\{1,-1\}^{n}$ where $z_{i}$ represents the assignment of $i^{t h}$ literal, 1 for TRUE and -1 for FALSE. We construct the first-layer weight matrix $W_{1} \in \mathbb{R}^{m \times n}$ as, if $i^{t h}$ literal appears positively or negatively (or does not appear) in $j^{\text {th }}$ clause then $\left(W_{1}\right)_{j i}=-1$ or 1 (or 0$)$. Also, the first layer bias vector $b_{1} \in \mathbb{R}^{m}$ is constructed that all entries are $-(k-1)$. For the second layer, $W_{2} \in \mathbb{R}^{1 \times m}$ is all 1 matrix, while $b_{2}=0$. Lastly, the given observation $x \in \mathbb{R}$ is 0 . It can be shown that determining whether there is a $z$ for which $G_{2}(z)=x$ can be reduced from $k$-SAT by this construction.
Theorem 2. Suppose SETH holds. Then for any $\epsilon>0$, there is a 4-layer, $O(n)$-width ReLU network $G_{4}$ and an observation $x$ such that there is no $O\left(2^{(1-\epsilon) n}\right)$ time algorithm to determine whether there exists $z \in \mathbb{R}^{n}$ satisfying $G_{4}(z)=x$.

Reduction. The reduction from k-SAT. The input is $z=\left[z_{1}, z_{2}, \ldots, z_{n}\right]^{T} \in \mathbb{R}^{n}$. The first 2 layers are used to map all the values into $[-1,1]$. The first layer output is $\max \left\{z_{i},-1\right\}$ for all $i \in[n]$, and the second layer output is $v \in \mathbb{R}^{n}$ such that $v_{i}=\min \left\{\max \left\{z_{i},-1\right\}, 1\right\}$ for all $i \in[n]$. The third layer output is $u \in R^{m+2}$ where first $m$ nodes will be defined as the first layer of Theorem 1 with same weight and bias, and we will add 2 more nodes $u_{m+1}=\sum_{i=1}^{n} \max \left\{v_{i}, 0\right\}$ and $u_{m+2}=$ $\sum_{i=1}^{n}-\min \left\{v_{i}, 0\right\}$. The last layer has 2 output nodes, the first output node $G_{4}(z)_{1}=\sum_{i=1}^{n} u_{i}$, and the second output node $G_{4}(z)_{2}=u_{m+1}+u_{m+2}$. Also, the given observation $x=[0, n]^{T} \in \mathbb{R}^{2}$.

### 2.2 Hardness of Approximate Inversion

We first lower bound the complexity of the inverse generative model under the $\ell_{p}$-norm for positive odd numbers $p$ by reducing it from $\mathrm{CVP}_{p}$. This gives a lower bound of $O\left(2^{n}\right)$ by assuming SETH. For positive even numbers $p$, we reduce from the Half-Clique and Vertex Cover Problems. This gives a lower bound of $2^{\Omega(n)}$ by assuming ETH.

### 2.2.1 Reduction from CVP

In Theorem 3, we present hardness results on the input $z \in\{0,1\}^{n}$, which are derived by applying a reduction from $(0,1)-\mathrm{CVP}_{p}$. Our results are inspired by the proofs of the hardness of the sparse linear regression problem established in (32). We further extend our findings by proving that the results also hold for $z \in \mathbb{R}^{n}$ in Theorem 4, with a reduction from the binary case.
Theorem 3. Assume SETH. Then for any $\epsilon>0$, there is a l-layer, $O(n)$-width ReLU network $G_{1}$ and an observation $x$ such that there is no $O\left(2^{(1-\epsilon) n}\right)$ time algorithm to determine whether there exists $z \in\{0,1\}^{n}$ that satisfies $\left\|G_{1}(z)-x\right\|_{p}<\delta$ for a given $\delta>0$ and any positive odd number $p$.

Reduction. The reduction is from $(0,1)-\mathrm{CVP}_{p}$. The first layer weight and bias are constructed as $W_{1}=\left[\begin{array}{c}\bar{W}_{1} \\ -\bar{W}_{1}\end{array}\right]$ and $b_{1}=\left[\begin{array}{c}\bar{b}_{1} \\ -\bar{b}_{1}\end{array}\right]$ where for some positive real number $\alpha>\delta=r$,

$$
\bar{W}_{1}=\left[\begin{array}{ccccccc}
\mathbf{v}_{1} & \overrightarrow{0} & \mathbf{v}_{2} & \overrightarrow{0} & \ldots & \mathbf{v}_{n} & \overrightarrow{0} \\
\alpha & \alpha & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \alpha & \alpha & \ldots & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & \alpha & \alpha
\end{array}\right], \bar{b}_{1}=\left[\begin{array}{c}
-\mathbf{t} \\
-\alpha \\
-\alpha \\
-\alpha
\end{array}\right]
$$

Also, the given observation $x$ is the all-zeros vector.

Theorem 4. Assume SETH. Then for any $\epsilon>0$, there is a 5-layer ReLU network $G_{5}$ and an observation $x$ such that there is no $O\left(2^{(1-\epsilon) n}\right)$ time algorithm to determine whether there exists $z \in \mathbb{R}^{n}$ that satisfies $\left\|G_{5}(z)-x\right\|_{p}<\delta$ for a given $\delta>0$ and any positive odd number $p$.

In the case of exact inversion, the transition from $\{0,1\}^{n}$ to $\mathbb{R}^{n}$ was accomplished by adding two extra layers. When we try the same trick in the approximate case, instead of having exact binary values $\{0,1\}$, we result in points clustered in a small interval around 0 or around 1 . To overcome this issue, we introduce two additional layers that map the points around 0 to 0 and those around 1 to 1 . The following construction is for $\delta<1 / 4$. It can be done with slight changes for any $\delta>0$.

Reduction. The first 2 layers are designed to make the entries $z$ in $[0,1]$, so $z_{i}$ is mapped to $v_{i}=\min \left\{\max \left\{z_{i}, 0\right\}, 1\right\}$ for all $i \in[n]$. In the $3^{r d}$ layer, the first $n$ nodes are defined by $u_{[n]}=$ $\operatorname{ReLU}\left(W_{3} v+b_{3}\right)$ where $W_{3}=-I_{n}$ and $b_{3}=\frac{1}{2} \cdot \overrightarrow{1} \in \mathbb{R}^{n}$. Also, introduce 2 more nodes that $u_{n+1}=\sum_{i=1}^{n} \max \left\{v_{i}, 1 / 2\right\}$ and $u_{n+2}=\sum_{i=1}^{n}-\min \left\{v_{i}, 1 / 2\right\}$. In the $4^{t h}$ layer, the first $n$ nodes are defined by $t_{[n]}=\operatorname{ReLU}\left(W_{4} u_{[n]}+b_{4}\right)$ where $W_{4}=-4 \cdot I_{n}$, and $b_{4}=\overrightarrow{1} \in \mathbb{R}^{n}$. Also, we add another node $t_{n+1}=u_{n+1}+u_{n+2}=\sum_{i=1}^{n} \max \left\{v_{i}, 1 / 2\right\}+\sum_{i=1}^{n}-\min \left\{v_{i}, 1 / 2\right\}$. In the last layer, construction is similar to Theorem 3 with an addition of one more node given by $s_{m+1}=t_{n+1}$ so that the output is $s \in \mathbb{R}^{m+1}$. And, the given output $x$ is $x=[0, n / 2] \in \mathbb{R}^{m+1}$.

### 2.2.2 Reduction from Half-Clique

To handle the case of even $p$, we cannot reduce from CVP in (37). Instead, we achieve this through two reductions: to the binary case from the Half-Clique and from the Vertex Cover problem. To transition from binary to real numbers, the same approach used in Theorem 4 can be followed. Both of these approaches enable us to show ETH hardness (22). We demonstrate a $2^{\Omega(n)}$ lower bound for binary inputs via a reduction from Half-Clique and Vertex Cover.

Theorem 5. Assume ETH. There is a 1-layer, $O\left(n^{2}\right)$-width ReLU network $G_{1}$ and an observation $x$ such that computational complexity to determine whether there exists a $z \in\{0,1\}^{n}$ with $\| G_{1}(z)-$ $x \|_{p} \leq \delta$ is $2^{\Omega(n)}$ for a given $\delta>0$ and any positive even number $p$.

Reduction. The reduction is from the Half-Clique problem on a positive edge-weighted graph $G(V, E)$ where $|V|=n$. The Half-Clique problem is to determine if a half-clique with a total weight less than $M$ exists. We use the same trick $G_{1}(z)=\operatorname{ReLU}\left(W_{1} z+b_{1}\right)$ where $W_{1}=\left[\begin{array}{c}W \\ -W\end{array}\right]$ and $b_{1}=\left[\begin{array}{c}b \\ -b\end{array}\right]$. And, we consider the problem definition to be $\|W z+b\|_{p} \leq \delta$ when the target is $x=\overrightarrow{0}$. Firstly, label the vertices by $1, \ldots, n$. Construct the matrix $C \in \mathbb{R}^{\binom{n}{2} \times n}$ and the vector $c \in \mathbb{R}^{\binom{n}{2}}$ as follows. For an edge $e(i, j) \in E$ with edge weight $w_{e}, C_{e k}=2 \sqrt[p]{w_{e}}$ if $k \in\{i, j\}$, $C_{e k}=0$ otherwise, and $c_{e}=-\sqrt[p]{w_{e}}$. For a non-edge $e(i, j) \notin E, C_{e k}=2 \alpha$ if $k \in\{i, j\}, C_{e k}=0$ otherwise, and $c_{e}=-\alpha$, here $\alpha$ is a large constant. The matrix $W \in \mathbb{R}^{\left(\binom{n}{2}+1\right) \times n}$ is constructed as the concatenation of $C$ and $\beta \cdot \overrightarrow{1} \in \mathbb{R}^{1 \times n}$, and vector $b \in \mathbb{R}^{n+1}$ is defined by $b_{[n]}=c$ and $b_{n+1}=-(n / 2) \beta$, here $\beta$ is a large constant. Let $Z$ be the number of non-edges, and the given value $\delta=\sqrt[p]{\sum_{e \in E} w_{e}+\alpha^{p} Z+\left(3^{p}-1\right) M .}$

### 2.2.3 Reduction from Vertex Cover

Here, we give the following construction for Theorem5 by reduction from Vertex Cover.
Reduction. The Vertex Cover problem asks if $G(V, E)$ has a vertex cover of size $q$. Let $Z$ denote the number of edges. Construct a matrix $C \in \mathbb{R}^{\binom{n}{2} \times n}$ and a vector $c \in \mathbb{R}^{\binom{n}{2}}$ as follows: For an edge $e(i, j) \in E, C_{e i}=C_{e j}=2 \alpha$, and $c_{e}=-\alpha$. All the other entries are 0 in $C$. Matrix $W \in \mathbb{R}^{\left.\binom{n}{2}+1\right) \times n}$ is constructed as the concatenation of $C$ and $\beta \cdot \overrightarrow{1} \in \mathbb{R}^{1 \times n}$, and vector $b \in \mathbb{R}^{n+1}$ is defined by $b_{[n]}=c \in \mathbb{R}^{n}$ and $b_{n+1}=-(n-q) \beta$, here $\beta$ is a large constant. Let the given value $\delta=\sqrt[p]{Z \alpha^{p}}$.
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