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ABSTRACT

Modern Al systems, including LLMs, are trained on diverse tasks (e.g., trans-
lation, code generation, math reasoning, text prediction) simultaneously. A key
challenge is to quantify the influence of individual training tasks on target task
performance — a problem we term fask attribution. A natural solution is leave-
one-out retraining, where each task is removed and the model is retrained to mea-
sure its effect on target performance. However, this approach is computationally
prohibitive at scale. We address this challenge using surrogate models that ap-
proximate a target task’s performance given any subset of training tasks. While
prior work has explored linear surrogates, these only capture first-order (linear)
effects and do not model nonlinear task interactions such as synergy, antagonism,
or XOR-type relationships. We introduce kernel surrogate models, which better
capture these nonlinear relationships. To make kernel estimation tractable, we
develop a gradient-based procedure leveraging a first-order approximation of pre-
trained models, and empirically validate this to be accurate. Experiments across
various domains (math reasoning in transformers, in-context learning, and multi-
objective reinforcement learning) validate the effectiveness of kernel surrogate
models. We find that kernel surrogate models demonstrate a 25% higher corre-
lation with the leave-one-out ground truth than linear surrogate models and in-
fluence functions (among other baselines), establishing a more accurate and scal-
able solution for task attribution. Using kernel surrogate models for downstream
task selection leads to 40% improvement in demonstration selection for in-context
learning and multi-objective reinforcement learning benchmarks.

1 INTRODUCTION

Modern Al systems are trained to perform well on multiple tasks simultaneously, from machine
translation to code generation, object recognition, and mathematical reasoning. The multi-task ca-
pability of Al models raises the question of how we can better interpret their model behaviors. In
this paper, we study the problem of quantifying the influence of individual training tasks on model
performance, a problem that we term as task attribution.

Besides being a fundamental question for model interpretability, this problem has natural interpre-
tations in many applications. In multi-task learning, understanding the task relationships can inform
the design of neural network architectures and loss reweighting strategies (Yang et al., 2025). In
multi-group learning (Deng & Hsu, 2024), better modeling between different groups can reveal how
training on different demographic groups affects model behavior. Similarly, for in-context learning
(Garg et al., 2022; Zhang et al., 2025), one may consider the question of adding or removing one
demonstration example in the prompt and ask how that affects the model predictions. Other exam-
ples include multi-objective reinforcement learning (Yu et al., 2020), where one might care about
how competing reward signals influence learned policies.

The natural way to estimate the statistical influence of one training task can be done via leave-
one-out (LOO) retraining, which measures performance changes when one task is excluded from
training. Notably, computing LOO scores requires retraining the model repeatedly; if we have
K training tasks, computing the LOO scores for all K tasks requires training the model K + 1
times, which is computationally prohibitive when working with large-scale systems. More efficient
proxies for the LOO scores involve influence functions (Koh & Liang, 2017; Grosse et al., 2023),
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which measure the change of model predictions if one sample is added or removed in the training
set. Notice that influence functions are often computed at the terminal state of model training, once
it has reached a local minimum (Feldman & Zhang, 2020). Computing the influence functions (for
all the K training tasks) again requires repeatedly computing Hessian-vector products as part of
the Hessian approximation (Basu et al., 2021; Bae et al., 2022; Kwon et al., 2024). An alternative
approach that has emerged, called datamodels (Ilyas et al., 2022) and data attribution (Park et al.,
2023; Bae et al., 2024), involves building a surrogate function for approximating the outcome of a
black-box model. For example, data models (Ilyas et al., 2022) work by learning a surrogate function
that maps individual subsets of training subsets (that is, subsets of {1,2,..., K} in our setting), to
their trained outcomes if they are combined together. Notably, existing surrogate modeling methods
focus on estimating linear surrogate models, which can be theoretically shown to capture first-order
effects (Park et al., 2023; Li et al., 2023).

In this paper, we propose a kernel surrogate model instead, motivated by the need to capture non-
linear task interactions. We begin by analyzing the residual errors of surrogate models via a second-
order Taylor expansion. When the second-order terms in the expansion are negligible, we find that
the linear surrogate model coefficients (estimated via minimizing the surrogate model loss) are ap-
proximately equal to the influence functions (up to third-order expansion errors). An implication
of this result is that linear surrogate models do not capture second-order terms, which correspond
to non-linear task interactions. Motivated by these observations, we propose to estimate kernel
surrogate models such as the radial basis function (RBF) kernels. Estimating the kernel surrogates
requires pre-computing model outcomes on multiple subsets. Instead, we design An efficient estima-
tion procedure by using gradients as features, building on a first-order approximation of the model
outputs. Empirically, we validate this first-order approximation to be accurate, incurring less than
1% relative error across a range of datasets, including CIFAR-10, modular arithmetic, in-context
learning, and multi-objective RL benchmarks.

We validate the kernel surrogate modeling approach across a wide range of datasets and models.
First, we test our central hypothesis on modular arithmetic reasoning tasks. This presents a non-
linear learning problem, and we find that by using kernel surrogates, we can achieve a more accurate
task attribution score by 42% relative to existing methods (Li et al., 2023; Ilyas et al., 2022; Park
et al., 2023). Similarly, we conduct experiments on in-context learning and on a sequential decision-
making benchmark, noting qualitatively similar results. By running inference on the Qwen3-8B
model with sentiment classification and math reasoning tasks, the attribution scores using kernel
surrogates improve over existing methods by 18%. By running soft actor-critic on the Meta-World
MT10 benchmark (Yu et al., 2020), we can provide more accurate task attribution results with a 5%
improvement for environments where data distributions shift dynamically during policy learning.
Our method consistently outperforms existing approaches across all settings, achieving a higher
correlation with LOO by 25%. Finally, we use the kernel surrogate model to perform downstream
task selection, and find that our approach achieves 40% lower loss for both improved inference and
improved optimization in the meta-world benchmark. Moreover, the running time of estimating
kernel surrogates remains comparable to that of estimating linear surrogate models.

Taken together, this paper provides an efficient estimation algorithm for task attribution via ker-
nel surrogate models. First, we analyze the residual errors of surrogate models, showing that
the influence functions correspond to estimated coefficients of linear surrogate models. Second,
we design kernel surrogate models for capturing nonlinear task relationships. Additionally, we
provide an efficient estimation algorithm based on projected gradients. Overall, our approach
is thus scalable and highly flexible for modeling task relationships in black-box systems. Fi-
nally, we evaluate this approach in a wide variety of relevant empirical settings for Al systems,
including reasoning, LLM inference, and RL. We provide the code to replicate our results at
https://anonymous.4open.science/r/KernelSM.

2 PRELIMINARIES

We begin by introducing the notation and a task weighting framework. Within this framework,
we provide a formal definition of task attribution. Building on this foundation, we adapt influence
functions and task modeling techniques from the data attribution literature, which serve as state-of-
the-art benchmarks for evaluating task contributions without repeated retraining.
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Preliminaries. Suppose our training dataset consists of K tasks, denoted by S = {T', T, ..., Tk }.
Each task k contains n; samples drawn from its task-specific distribution, i.e., T =

{(@k,5,Yk,5) ;2. The total number of training samples is n = Zle ng.

We consider a model fy parameterized by W € R, which is shared across all tasks. For each
task k, we denote the task-level loss by ¢ ( fw, Tk ). To specify which tasks are included in training,
we introduce a K -dimensional binary vector s = [sq, - , K]T, where s;, indicates that task k is
selected and s;, = 0 otherwise. The corresponding weighted empirical loss is then defined as

K
=157 k=1
For example, when s;, = 1 for all k, the weighted loss L(W,s) reduces to the average loss over all
tasks. We denote by 1 (s) = arg miny, L(W,s) the minimizer of the weighted loss, and by fs)
the corresponding trained model.

Influence estimation. We aim to evaluate the influence of training tasks on a target test task Tieg.
To this end, we define a performance metric F'(s) = lies( f13, (s) Tiest), which measures the test loss

of the model trained with subset of training tasks indicated by s.

A natural way to quantify the contribution of a task is through leave-one-out (LOO) training, which
measures the change in performance when task % is excluded from the training set

Ti%° = F(1x) — F(1x — ey),
where 1 is the all-ones vector corresponding to training on all tasks, and e € {0,1}¥ is the
one-hot vector with a 1 in the k-th coordinate.
Definition 2.1. We define the ground truth of task attribution of task k as T:9°.

An alternative approach is based on extending classical influence functions (Koh & Liang, 2017) to
task-weighted empirical loss. Given s, the influence of task & on the metric F'(s) is

Ti(s) = [VwF(s)] " [V L(W, s)]‘lvw (;’“&C(fw,Tk)> .
> j=15j
This expression quantifies how the test performance changes when task k is infinitesimally up-
weighted. The gradient term captures task k’s direct contribution, the Hessian inverse accounts for
curvature of the training loss, and the outer product with Vyy F(s) translates the perturbation into
its effect on the test metric.

Task modeling. Another approach to quantify task influence is through task modeling (Li et al.,
2023). The key idea is to sample binary vectors s(), s(2), ... s("™) from {0, 1}, each indicating a
random subset of tasks. For each s/), we train the model on the corresponding weighted loss to ob-
tain fi5, (s) and record its performance F(s/)). We then fit a linear surrogate model, parameterized

by intercept o € R and coefficients 3 = [, ..., k] € RX, to approximate F(s)
2
R(a, ) = B | (F(s) — a — 875)°] @)

where D is a distribution of s. The optimal surrogate model is obtained by minimizing the empirical
counterpart of R(a, 3) using the m sampled pairs {(s\), F(s()))}m,.

3 METHODS

In this section, we present a kernel-based surrogate modeling approach for influence estimation.
First, we analyze surrogate modeling together with influence functions using a second-order Taylor
expansion in the task modeling space. We provide an approximation of the surrogate model and
find that the first-order approximation is given by the influence function. Thus, linear surrogate
models correspond to estimating the influence functions while ignoring non-linear interactions in the
task composition. Second, we design a kernel-based surrogate modeling to capture the non-linear
interactions between tasks. Finally, we also introduce a gradient estimation algorithm to efficiently
find the kernel surrogate.



Under review as a conference paper at ICLR 2026

3.1 ANALYZING SURROGATE MODELING IN THE ATTRIBUTION SPACE

Second-order expansion of surrogate modeling. We center our analysis around s* = 1, which
corresponds to the global model trained on all tasks. Then we can characterize task contributions
with respect to this global model. Expanding around this anchor point s*, we approximate the
performance function F'(s) using a second-order Taylor expansion:

F(s) = F(s*) 4+ [VsF(s*)] " (s — s*) + %(s —s*) "THg(s — s¥), )

Second-Order (Interaction) Effects

First-Order (Linear) Effects

where the Hessian Hg = V2F(s*) captures the non-linear interactions between tasks.

We next connect this expansion to linear task modeling, which approximates F'(s) with a linear
surrogate of the form g(s) = « + 3 's. To analyze the behavior of this surrogate, we substitute
the second-order expansion of F(s) in Equation (3) directly into the surrogate model’s optimization
objective, E[(F'(s) — g(s))?]. The following proposition formalizes the resulting characterization of

the coefficients.
Proposition 3.1. Let F : {0,1}* — R and fix s* = 1x. Suppose each coordinate in s is drawn

independently from a Bernoulli distribution, sy, ~ Bernoulli(p). Let (&, 3) be the parameters that
minimize R(«, B) in equation (2). Then

B~ VsF(s*) + (p— 1)Hg - 1 + 4 (1 — 2p) diag(Hy) . )

sampling shift Bernoulli variance

This result shows that the surrogate coefficients A recover the gradient of F' at the fully trained
model s*, up to two terms induced by the sampling distribution. The first corresponds to a sampling
shift due to the mean of the Bernoulli draw, while the second reflects the variance adjustment that
accounts for randomness in task inclusion. A detailed proof of this proposition is in Appendix A.2.

Connection between influence functions and linear surrogate models. This result also shows the
connection between the linear task modeling and influence functions. Specifically, under a first-order
approximation (H; = 0), both methods are estimators of the same underlying quantity V¢ F'(s*).
Under this assumption, the second-order bias terms in the equation for B from Proposition 3.1 van-
ish, directly showing that the linear task modeling coefficients approximate the gradient of the per-
formance landscape: B ~ VsF(s*). The influence function, by contrast, is analytically derived to
compute Z = [Z;(s*), Zo(s*), ..., Zr (s*)] T = VsF(s*). This is stated precisely below.

Corollary 3.2. Under a first-order assumption where task interactions are negligible, i.e., Hg = 0,
the coefficients of a linear surrogate model are approximately equal to the influence function vector:

BT =VF(s*).

Thus, influence functions provide a first-order approximation of surrogate models, while linear sur-
rogate models capture additive relations. In particular, more expressive attribution methods are
needed to express higher-order relationships.

To empirically validate this connection, we experiment with a binary logistic regression setting,
where the first-order approximation is expected to hold. We compared the estimates from both the
linear task model and influence functions against the ground-truth leave-one-out (LOO) retraining
scores. In Figure 1, we found that both methods produced estimates that aligned closely with the
ground truth: the Linear Task Model and Influence Functions achieved high Pearson correlations of
0.98 and 0.97, respectively, with the LOO scores. The estimates from the two methods were also
highly correlated with each other, with a Pearson correlation of 0.96. This demonstrates that when
the performance landscape is nearly linear, both the empirical and analytical approaches indeed
converge to the same underlying attribution scores. A detailed description of the experimental setup
is available in Appendix C.1.

3.2 LEARNING KERNEL SURROGATE MODELS

To build intuition for why a nonlinear data model is necessary, we present a numerical example
in Figure 2. We use a binary classification task with a two-layer MLP as the base classifier. The
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Figure 1: We compare the influence functions (IF), leave-one-out (LOO) retraining, and linear sur-
rogate models. Each point corresponds to the individual effect of removing one training example.

final goal for the surrogate model is to predict the MLP’s output probability on a fixed test sample,
given the subset of training data it was trained on. We specifically analyze the effect of different
subsets of training data sampled from near the MLP’s decision boundary. The detailed setting is in
Appendix C.2.

The influence of a training subset exhibits strong non-

1.0 173
linearity that cannot be decomposed into individual sample g O L Goal
contributions. When specific samples combine in a training = . [ X e
. . =05 I g N Linear
subset, they produce changes in the MLP learned function, € 7 ——= Kernel
causing transitions in test point predictions. The linear surro-  ~ 00 .

gate model does not capture these interactions. By contrast, 516 % 1o
the RBF kernel surrogate model captures these dependencies Subset

by modeling the joint influence of sample combinations. This
demonstrates that non-linear surrogate models are necessary
for capturing nonlinear interactions.

Figure 2: Illustrate linear vs. kernel
models on a decision boundary.

Estimating surrogate model using kernel ridge regression. To address the limitations of linear
models, we propose the kernel surrogate model algorithm, which replaces the linear mapping with a
non-linear function learned through kernel ridge regression. This enables modeling complex, non-
additive task interactions.

We learn a kernel surrogate function g : {0,1}% — R within a Reproducing Kernel Hilbert Space
(RKHS) H}, by minimizing the following objective:

m

min (F(S(i)) - Q(S(i)))Q + AHQHQK’ ®)

where A\ > 0 is a regularization parameter and K is an m x m kernel matrix with entries K;; =
k(s(i), sU )). For example, since input vectors s are binary, we use the Radial Basis Function (RBF)

kernel:
k(s 5) = exp (=7 ~ s ). ©

By the representer theorem, the minimizer takes the form: g(s) = Y .~ ¢;k (s(i)7 s) . The coefficient
vector ¢ = [c1,...,¢pm] " is computed as: ¢ = (K+AId)~'F, where F = [F(s(M)), ... F(s("™)"
is the vector of observed outcomes and Id is the identity matrix.

This kernel provides flexibility for capturing complex relationships while maintaining computa-
tional tractability. Hyperparameters A and -y are selected via cross-validation. Unlike linear models
that assign fixed coefficients to individual tasks, the kernelized task model learns a global non-
linear function that predicts performance for any task combination, thereby capturing intricate inter-
dependencies between tasks.

We empirically validated this choice by comparing the RBF kernel with linear and polynomial
kernels with degrees {1,2,3} in Table 1. We use ResNet-9 classifiers trained on the CIFAR-10
dataset (Krizhevsky et al., 2009) as the base model. The detailed description is in Appendix C.4.
We find that the RBF kernel achieves a much lower residual error compared to the linear surrogate
model. We discuss more kernels in Appendix C.4.
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Table 1: We investigate the surrogate model per- Table 2: Relative approximation error of ey (z),

formance with different kernels. tested on four different tasks.
Residual error \ Linear RBF Relative error
CIFAR-10 44409 1.0400 CIFAR-10 1.0240.69%
Modular arithmetic | 4.6413 1.5404 Modular arithmetic ~ 2.4049 17%
In-context learning | 0.8492 0.4101 In-context learning ~ 0.514¢.04%
Multi-objective RL | 0.2401 0.140.1 Multi-objective R 0.434.9.73%

3.3 EFFICIENT ESTIMATION VIA PROJECTED GRADIENTS

One downside of surrogate modeling is that it involves training m separate models, one on each
randomly-sampled subset. Instead of training the model to get fi;-;) on each subset s(*), one can
approximate the model output via a first-order Taylor expansion with perturbed parameters W =
W+ Z as:

fw (@) = fiy(2) + (Vw fw (2), Z) + ew (2),
where Z € R? is the parameter perturbation vector and Vi fw () is the gradient of the model
logits with respect to its parameters, evaluated at W, and ey () is the first-order Taylor’s expansion

error of fy on input z. We empirically evaluate relative approximation error (ey (z)/ fW(m))2 in
Table 2.

By substituting this approximation into the empirical loss, we can estimate the optimal parameter
perturbation AW ;). We now get an approximated objective on each subset s() as:

k

Zky =argminy_ > sl (fp (@) + (Y fiw(2), 2).y) |
ZerR? (z,y) €Ty

assuming the expansion error of ey () is negligibly small. This corresponds to a regularized multi-
nomial logistic regression problem, where the gradient serves as features for the regression weights
Z. Now, to minimize the above approximated loss on all the subsets s("), () ... s("™) one only
needs to compute the function values and the gradients at the initialization 1474 (e.g., a well-trained
LLM), including f;, («) for all  in the training set, as well as V f;, () for all possible x.

We estimate the model’s output on a test sample (Ziest, Yrest) Using the same linear approximation:
fW(s(w) (xtest) = fW (xtest) + <va (xtest)a Z:(i) >

The performance of the subset model is then evaluated as the loss #( fW(S(i))(:rtest), Yrest) ON the
test set. The primary challenge in solving this objective is the high dimensionality of the parameter
space. We address this by applying random projection to project the gradients into a low-dimensional
subspace. In practice, solving the regression with the projected gradients takes a few seconds, al-
lowing for quickly estimating the performance of multiple subsets. See the detailed procedure in
Algorithm 2, Appendix B. Taken together, we summarize the overall procedure in Algorithm 1
below.

4 EXPERIMENTS

Our experiments investigate three key questions: (1) How does KERNELSM compare to existing
attribution techniques on complex tasks such as modular arithmetic reasoning, in-context learning,
and multi-objective reinforcement learning? (2) Can the attributions generated by KERNELSM
be effectively leveraged for downstream task selection? (3) How does a complex loss landscape
impact the performance of KERNELSM compared to methods relying on linear surrogate models?
We evaluate our approach across three settings, including arithmetic reasoning, in-context learning,
and multi-objective reinforcement learning. We find that KERNELSM can improve over existing
influence estimation methods by 25%. When applied to downstream task selection, KERNELSM
can improve the performance of baselines by 41%. Various robustness checks and ablation studies
validate the consistency of KERNELSM under different optimizers and sample sizes.
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Algorithm 1 Estimating Kernel Surrogate Models (KERNELSM)

1: Input: Set of training tasks {77, ..., Tk}, test performance metric F'(-), number of subsets m,
subset sampling distribution D, kernel function k(-, -), £2-regularization parameter A > 0
2: Output: Regression coefficient vector ¢
/* Generating sampled subsets *
: Initialize surrogate dataset Dgyrrogate — 0
: Compute initial logits { f};, ()} and gradients {V 3, fi ()} for all relevant data points z
cfori=1,...,mdo
Sample a task subset, represented by a binary vector s(*) ~ D, where s,(f) = 1 if task T} is
in the subset, and 0 otherwise
Obtain F(W ") « GradientEstimation(s®, {fs (2)}. {Vyi fw(2)}, F)
DSUITOngtC — Dsurrogate U {(S(Z)7 F(W(l)))}
9: end for
/* Kernel ridge regression */
10: Construct the m x m kernel matrix K where KC;; = k(s(¥),s(7))
11: Construct the outcome vectory = [F(W M), ... F(W))T,
12: Solve for the KRR coefficients ¢ < (K + A1d) "ty
13: return g(s) = S| ¢;k(s@,s)

N bk w

[ BN

4.1 EXPERIMENT SETUP

Datasets and models. Our primary controlled environment is an arithmetic reasoning task, where
we train a small decoder-only Transformer. Consider learning a transformer model to perform mod-
ular arithmetic operations over two numbers, in the form of a o b (mod p) = ¢, where o is an
arithmetic operation and p is a prime. Inputs are composed of four tokens: a, o, b, and =, with ¢ and
b generated between 0 and p — 1. The label is the result of the arithmetic operation c. Specifically,
we use the addition task a + b (mod p) = c and the quadratic task a? + b + ab (mod p) = c,
where we set p = 97.

For more complex scenarios, we evaluate a Qwen3-8B model on in-context classification tasks. We
construct prompts with £ = 4 in-context examples followed by a query. For attribution computation,
we treat each example’s input embedding as the sample input, and the query’s cross-entropy loss as
the model score F'(s). We evaluate on two datasets: SST-2 and coin flip.

We also evaluate attribution in multi-objective reinforcement learning using the MetaWorld MT10
benchmark. It contains ten different manipulation tasks. We adopt the Soft Actor-Critic (SAC)
algorithm as our training protocol. Each task is treated as a sample for attribution analysis, and we
evaluate the model score by the average rewards of all tasks.

Baselines. We compare KERNELSM with existing data attribution methods. Influence func-
tions (Koh & Liang, 2017) employ implicit differentiation, computing the inverse Hessian via
LISSA. Tracln (Pruthi et al., 2020) traces prediction changes throughout training by computing gra-
dient products between training and test examples. Linear surrogate models (Ilyas et al., 2022) train
linear models that predict test behavior from binary indicators of training sample inclusion across
multiple model retrainings. Trak (Park et al., 2023) applies random projection and the one-step
Newton method to approximate the datamodels’ results without retraining.

Evaluation. We evaluate the data attribution methods by comparing them to the linear datamodeling
score (LDS) (Ilyas et al., 2022). We compute LDS in the following steps: (1) Sample m fixed subsets
of the training set, which are represented by s, ... s("™) € {0,1}%. We sample s from a Bernoulli
distribution with probability p. (2) For each s(*), we train a model F(s(*)), and use a task attribution
method to obtain an estimation F’ (s(i)). (3) We compute the LDS from the Spearman correlation p
between the real model output and the task attribution estimation.

4.2 EXPERIMENTAL RESULTS

Estimation results. Our results uniformly demonstrate that by moving beyond the linear assump-
tions of prior work, KERNELSM achieves a more accurate estimation of task attribution. The ad-
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Table 3: Summary of comparison results on task attribution. We report the mean and standard
deviation from five independent runs.

Methods Modular arithmetic reasoning In-context learning Multitask RL
Addition Quadratic SST-2 Coin flip Metaworld
Influence functions 0.03:“),01 0.01i0<01 0.16:5:0_05 0.05i0<10 0.71i0,11
Tracln 0.17:|:0,()3 0-32j:0.09 0.21:‘:0,05 0-32i0409 0.45;{;0,15
TRAK 0.1440.01 0.28+0.06 0.1141908 0.2340.12 0.4240.19
Linear surrogate models 0.181002 0.4410.09 0~33i0.05 0-43i0.05 0.76i(]‘04
KERNELSM 0.3040.12 0.5219.08 0-37i0402 0.549.01 0.8040.04

Table 4: We evaluate KERNELSM on the downstream task selection. We measure performance by
the loss in ICL tasks and the target rewards in multi-objective RL tasks. We measure the running
time in minutes.

Loss () SST-2 Coin flip  Time (}) | Rewards (1) MT 10  Time ()
Influence func. 0.2340.21 1.6241.33 1741 Influence func. 16.341.4 241
Linear surrogate  0.2019.11  0.0540.03 241 Linear surrogate  13.1443 144
KERNELSM 0.1640.08 0.024¢.03 241 KERNELSM 18.845.6 144

vantage is most pronounced in tasks with complex, non-linear structures. For example, in modular
arithmetic reasoning, KERNELSM improves the LDS by over 42% on average compared to linear
surrogate models. Similarly, on the reasoning Coin Flip ICL task, where the language model ex-
hibits intricate prompt-following behavior that falters linear approximations, our method’s ability to
capture higher-order interactions yields a 25% relative improvement in LDS. In multi-objective rein-
forcement learning, where the task’s more transparent structure allows the linear baseline to perform
well already (LDS of 0.76), KERNELSM still shows an improvement to 0.80.

Task selection results. Next, we show that the accurate attributions from KERNELSM are applica-
ble to downstream optimization tasks. We apply task attribution methods to find optimal groupings
for downstream performance. For prompt selection in ICL, we select the top-4 examples with the
highest attribution score. For synergistic task selection in RL, we co-train each target task with the
top-3 tasks identified by our method to encourage positive transfer.

To derive an individual attribution for each item from the kernel surrogate model, we adopt a random
ensemble method. We sample multiple subsets and use our kernel surrogate to obtain a performance
prediction for each. The final attribution for any given item is then calculated as the average predic-
tion score of all sampled subsets in which that item was included.

As shown in Table 4, KERNELSM achieves a 40% lower loss in the prompt selection task in ICL,
and improves the target rewards by 15%. These results demonstrate the benefit of using KERNELSM
over linear surrogate models.

4.3 REGULARIZATION OF HESSIAN

Recall from equation (4) that the error of surrogate models is influenced by the second-order terms.
Next, we compare the accuracy of linear task modeling by measuring the curvature of the loss
Hessian V%Vﬁ(W), by controlling it with different Hessian regularization. We report results on
a modular quadratic task trained using a two-layer transformer. We compared three methods, in-
cluding the standard SGD without explicit Hessian regularization, and two Hessian regularization
methods: sharpness-aware minimization (SAM) (Foret et al., 2021), and noise stability optimization
(NSO) (Zhang et al., 2024). We measure the Hessian trace on the global model, and the LDS and
residual error of the linear surrogate model are measured on subsets with o« = 0.9, at 500, 1000,
1500, and 2000 training epochs.

In SGD, the Hessian trace increases continuously throughout training. This worsens the linear sur-
rogate model’s performance, characterized by a decrease in LDS. Eventually, the LDS dropped to
0.01. By contrast, both SAM and NSO constrain the Hessian trace. This regularization results in
improved model fit, whose LDS remained relatively consistent throughout training.
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Figure 3: We investigate both linear and kernel surrogate models’ fit under different Hessian reg-
ularization during model training. The linear surrogate model does not fit model outcomes when
using SGD, and only works when its Hessian is regularized. By contrast, kernel surrogate models
remain robust when trained with various optimizers and regularization.

5 RELATED WORK

Our work is related to the literature on training data attribution methods. Data attribution methods
have been extensively studied to quantify the influence of individual training samples on model
behavior (Koh & Liang, 2017; Feldman & Zhang, 2020; Ilyas et al., 2022). In this work, we extend
these concepts to task attribution, where we measure the contribution of groups of samples that form
different training tasks.

The first line of approach is based on the influence function (Koh & Liang, 2017). These meth-
ods compute the influence function. The main challenge is that the influence function involves
Hessian computation. Instead of computing the exact Hessian inverse, recent approaches use the
Gauss-Newton Hessian approximation (Choe et al., 2024). Influence functions can also be applied
to non-decomposable loss functions, such as contrastive loss and preference loss, allowing for data
attribution across a broader class of models (Deng et al., 2025). The second line of approach studies
the trajectory of model training, rather than just examining the final state of the trained model. These
methods aim to trace the training dynamics and predict the counterfactual trajectory that would re-
sult from a different training set (Bae et al., 2024). Recent work calculates the exact influence of
training data on a single, deterministic model instance by leveraging large-scale meta-gradient com-
putation (Engstrom et al., 2025; Ilyas & Engstrom, 2025). The third line of research involves using
a surrogate model to approximate the behavior of the original complex model and then computing
the surrogate model. Recent work shows that the model output can be linearized in a certain local
area (Li et al., 2024). Under this assumption, one can rephrase the model output as a first-order Tay-
lor expansion on the parameters. This method provides an efficient estimation for the leave-one-out
score (Li et al., 2023) and for datamodels (Park et al., 2023). Building on top of surrogate model
methods, our work aims to improve upon this by using a kernel-based model to better capture the
non-linear interactions between tasks.

6 CONCLUSION

In this paper, we study the problem of task attribution, which aims to quantify the influence of
different training tasks on a model’s final performance. We first unified the theories of existing
influence functions and linear surrogate models, highlighting their limitations in handling non-linear
interactions between tasks. To overcome this challenge, we proposed a new kernel-based attribution
method. This approach effectively captures complex task interactions and does not rely on specific
assumptions about the training process. This makes it broadly applicable to emerging paradigms,
including in-context learning and reinforcement learning. Furthermore, we introduced an efficient
gradient approximation technique that avoids expensive retraining, ensuring our method is scalable.
We validated our method’s effectiveness with experiments across several distinct domains. The
experiment results demonstrate that our approach provides more accurate attribution than existing
methods in a diverse range of settings that are relevant to modern Al systems.
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REPRODUCIBILITY STATEMENT
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of our model architecture, training procedure, and evaluation settings. A full account of assumptions
and theoretical background is provided in the appendix. All datasets used are publicly available
and described with preprocessing details in the supplementary materials. To further support repro-
ducibility, we have provided an anonymous repository containing source code, hyperparameters,
and scripts to reproduce all experiments.

THE USE OF LARGE LANGUAGE MODELS

In this paper, we have used the LLM to polish the English writing.
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A COMPLETE PROOFS

A.1 DERIVATION OF INFLUENCE FUNCTIONS

Let S = {(z1,v1), (x2,Y2), - - -, (Tn,yn)} be a dataset including n samples from an unknown data
distribution. Let fy denote a model with parameters W € R?. Let I:( fw) denote the empirical
training loss of the model fy, averaged over the n training data samples. The textbook definition of
influence, as defined by how much a trained model changes after adding or removing one sample z,

is given by (VQﬁ( fw)) 71Vﬁ(z, fw). To derive this result, let the perturbed parameter after adding
input z with step size € be given by:
Ve r— in (L L(zW)) 7
We, z = arg i ( (W) + eL(z, W) (7)

Define the parameter change A, = WE,Z — W, and note that, as W does not depend on ¢, we can

thus write: .
aWe.  dA.

de de
Based on first-order optimality conditions, from Eq. (7), we get:

VL(W..)+eVL(z,W..).

Since WQZ — Wase— 0, we perform Taylor’s expansion with the anchor set at W up to first-order
as:

(VL) + VLG, W) + (V2LOV) + V2L (2, 1)) A, ~ 0, )

which is approximately zero after dropping the second-order term. After setting e to approaching
zero, and solving for A, we get:

A, = —[V2L(W)] (vi(W) FeVL(z, W)) — e [V2L(W)] IV L(z, W), )
since Vﬁ(W) = 0. Through the chain rule, the influence on any differentiable quantity /' becomes:
I = [VwF ()l [V2L(fw)] " VL fw): (10)

A.2  PROOF OF PROPOSITION 3.1

Proof. We let 1 = E[s] = p1g. First, we derive the population OLS coefficients. Since features
are independent, the population OLS coefficient for feature sy, is

. Cov(sy, F(s))

B =~ 2
Var(sg)

We decompose the covariance using the Taylor expansion:

Cov(sk, F(s)) ~ Cov(sy, F(s*)) + Cov(sg, g (s —s*)) + Cov(sy, 2 (s — s*) " Hy(s — s%)).

=0 linear quadratic

The linear term reduces to g, Var(sy) by independence. For the quadratic term, write s — s* =
(s — ) + (u — s*) and expand:

Q=3[(s W) Hu(s — ) +2(n — ) Hyls = ) + (0~ 8) Halu— %)
The constant part vanishes in covariance. For the mixed part,

Cov(sk, (u —s*) " Hy(s — p)) = Var(s) Z Hij(ps —s),

using symmetry of H,. For the centered quadratic,

(s —p) Hy(s —p) = Z Hii(si — pa)® + QzHij(Si — pi)(85 = 1)

i<j
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All cross-covariances with ¢ # j vanish by independence and zero mean of (s; — p;), leaving
1 Cov(sy, (s — ) "Hy(s — ) = 3 Hyr, Cov(si, (k. — pu)?)-

With X, = s — ug, Cov(sy, X7) = E[X}], and for Bernoulli(p), E[X}] = p(1 — p)(1 — 2p).
Hence

Cov(sk, Q) = Var(s) > _ H;(pj —}) + 5 Hiw p(1 = p)(1 — 2p),
j
which yields
B ge+ Y Hij(uj —s}) + 3 Hen(1 = 2p).

Stacking over k gives (4).
Intercept. Using 5y = E[F(s)] — 37 pand E[s — ] = 0,

E[F(s)] ~ F(s*) + ¢ (1 —s*) + %((u — )T H,(pu — s*) + Tr(H, cov(s))).

Residual mean-squared error. Let X = s — p (zero mean, independent coordinates). The optimal
linear predictor removes the constant and all components in the span of { X }. Therefore

Cov[ Xy, Q]?

£ = Var [Q ~E[Q Z bkxk} Var(Q) — A

Because Cov[X}, Q] = Cov|[sg, @] and Var[X}] = Var[s;] = p(1 — p), this gives

K Cov(sg, Q)?

E = minE[(F(s) — o — B"s)?] ~ Var(Q) — 11
mig E[(F(s) — o — 58)°] r(Q) 2 ar(sy) (11)
It remains to compute Var[Q]. Since Q = 1 X T H, X,
XTH,X = ZH”X2+2ZHUX,»Xj
1<J
= Var(X"H,X) ZH?\/arX2 +4)  H} Var[X,;X;),
1<J

by independence and mean zero, eliminating mixed covariances. Thus
Var(Q) = % Var(X " H,X).
For Bernoulli(p), X; € {1 — p, —p} with E[X?] = p(1 — p), E[X}] = p(1 — p)* + (1 — p)p?, so

Var(X?) = E[X}'] - E[X}]* = p(1 — p)(1 — 2p)?,
Var(X; X;) = E[X7|E[X?] = [p(1 — p)]* (i # j).

Substituting gives

Cov(sy, Q) = ZHk] )+ 3 Hyp(1 = p)(1 — 2p), (12)

Var(Q Z )1 —2p)? +4> " H}, )1 (13)

i<j
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A.3 PROOF OF COROLLARY 3.2

Proof. Next, we show that the influence function estimates the gradients of the performance func-
tion. Our goal is to show that the vector of influence functions Z = (Zy,...,Zx) " is equal to the
gradient vector Vg F'(s).

The optimal parameters W(s) = arg miny, ﬁ(VV7 s). The empirical risk minimizer corresponds to
the uniform weight vector s* = 1% Let F(s) be any differentiable performance metric that depends
on the optimal parameters, e.g., the loss on a test point, F'(s) = {( fW(s) (Zrest), Yrest)- The gradient

of this function at the standard training point, Vs F'(s*).

The original influence function uses an additive perturbation ¢ for a single sample 7. The perturbed
objective is:

K
Lo W,€) = [ 3 3w (). ) | + 0w ). ) (14)
j=1

We can rewrite this expression by collecting terms for each sample:

Lpert(VVa 6) = % (1 + €)€(fW(g:’L)7y'L) + Zg(fW(Ij)7y]) . (15)
J#i

This shows that the additive perturbation framework is a specific instance of the general task weight
framework. It corresponds to a path in the n-dimensional weight space s, where the path is defined
as:

s(e)=(1,1,...,1+¢€,....,1)T =" 4 €-e,. (16)

~——
i-th pos.

Here, ¢; is the i-th standard basis vector.

The influence function for sample i, Z;(F'), is defined as the derivative of the performance function
F with respect to €, evaluated as € = 0. We can compute this derivative using the multivariate chain
rule on our general function F'(s):

dF(s(e))
Li(F) = —= .
(F) e |, (17)
The chain rule states:
dF(s(e)) + ds(e)
——= =VF . . 18
de VsF(s(e)) de (18)
From our definition, s(¢) = s* + € - ¢;, the derivative of the path vector is simply dz(:) = e;.
Substituting this in, we get:
dF (s(c)) T OF(s(e))
———= =VF e = ——(—. 1
e VsF(s(e))' -e D5, (19)

This means the derivative with respect to the perturbation parameter ¢ is exactly the partial derivative
with respect to the weight s;.

Finally, we evaluate this at £ = 0. At this point, s(0) = s*. Therefore:

OF (s(e)) OF (s)
(F) = = (20)
' Oe e=0 asi s=s*
Since this holds for all ¢ = 1,..., K, the vector of influence functions is identical to the gradient
vector of the performance function:
T=(Ty,...,Ig)" = VF(s*). (21)
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Next, we examine the optimal solution of task modeling, which estimates the gradients of the per-
formance function. Denote the quality of a linear data model 3 € RX over training set B given
by:

K 2
R(a, B) = Esp (F(S) —a—-> Bz‘si) (22)
i=1

Let 4 = E[s] € RE, up = E[F(s)] € R, X = Cov(s) = E[(s—p)(s— ) '], and ¢ = Cov (s, F) =
El(s — p)(F(s) — pr)]-
Then the minimizer of

R(a,B) =E[(F(s) —a— B"s)?

is

b= fo=pr—i"
The minimal residual (risk) is

R(&, B) = Var(F(s)) — ¢St
With the first-order Taylor expansion on F'(s*):

OF(s)
Js

.
F(s) = F(s*) + [ SJ (s —s*) +r(s). (23)

Define the first-order expansion

F(s)=F(s*) +¢' (s —s") + R(s),

where g = V¢ F(s*). Neglecting quadratic remainder terms,

sS=

crYg,  ppRF(S) 49 (n—sY).

Therefore,

friSg=1Izg, o= F(s") —g's" +(9—Ixg) p,
where [Ty, := %Y = B projects onto range (). In particular, if ¥ is full rank (or g € range(X)),
then B ~ g and 5’0 ~ F(s*) — g"s*. Here the full rank of ¥ follows from the random sampling of

subsets, and we need the number of subsets to be large enough so that it’s full rank (See Section 3.2,
Li et al. (2023)).

By combining these two results, we have proven the proposition that when the respective assump-
tions for both methods are satisfied, they are numerically equivalent, 5 = g. O

B ALGORITHM DETAILS

Random Projection. This method directly addresses the high dimensionality of the gradient by
projecting it into a low-dimensional subspace. We employ a random matrix P € R¥*? (where
k < d) to map the gradient V fy (x) € R? to a compressed representation V f (z) = PV fy () €
RE>**. Motivated by the Johnson-Lindenstrauss Lemma, which guarantees that pairwise distances
are approximately preserved, we then solve the perturbation objective using these low-dimensional
features. The optimization is performed over a k-dimensional vector, making the problem tractable
and independent of the original parameter count d.

Gradient estimation for in-context learning. For our experiments on the ICL task, we define
the loss function and compute gradients in the embedding space. This approach enables us to
avoid perturbation-based objective optimization methods, as we already know the difference in em-
beddings. Thus, we can directly perform a first-order estimation of the logit outputs for different
prompts based on the gap between their embeddings. Consider the model output of a prompt subset
S on an input z, denoted as fy (¢(S, z)). Given an anchor prompt Sy, the first-order approximation
of fy around the embedding vector ¢(Sy, =) is given by:

fw(@(S,2)) = fw(¢(S0,2)) + (Vg fw (¢(S0, 7)), (S, ) — ¢(S0, ) + €52.  (24)
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Algorithm 2 GradientEstimation

1: Input: Task subset vector s(*); pre-computed logits { [ (2)}: pre-computed gradients
{Vii fw ()} test task Tieg
2: Requires: /5 regularization A\ > 0; random projection matrix P € R**9
3: Output: Estimated performance on the test task, (%)
4: Construct the sample subset S} = {z; = (x;, y])}ljill from tasks in s(*
/* Step 1: Project gradients and solve for low-dimensional regression */
5: Compute projected gradients for all samples in the subset: g; = PV fy (z;)

6: Define the low-dimensional objective over Z € R*:

IS|
A
ﬁproj(z) = § lcE (fW(x]) + <gj7Z>7yj) + 5”2”3
j=1

7: Compute the optimal low-dimensional regression by minimizing this convex objective:

Z* = argmin Ly (2)
ZEeRF
r# Step 2: Estimate performance */
8: y() 0
9: for each Ztest — (xlesta ytest) € Tiest do
10: Project the test gradient: giest = PV fi, (%test)
11: Approximate the test logits using the low-dimensional projections:

fW(S(i))(xtesl) = fW(xtest) + (gtesu Z*>

12: Accumulate the loss: y(®) « y(*) 4 E(fW(s(i))(xtest)a Vtest)

13: end for
14: Yy yO) /| Tieg > Average loss over the test task

15: return y*)

C EXPERIMENT DETAILS

C.1 CORRELATION BETWEEN SURROGATE MODELS AND INFLUENCE FUNCTIONS

We designed an experiment using an f»-regularized logistic regression model (with a 1072 4,
penalty) on the Wisconsin Breast Cancer dataset. The data was standardized and split into a training
set of 455 samples and a test set. Our analysis focused on quantifying the influence of each training
point on the loss of a single, randomly selected test point.

We computed three distinct valuation scores for every training point: the ground-truth leave-one-out
(LOO) score, the first-order influence function (IF) approximation, and the coefficients from a linear
surrogate model. The LOO scores were obtained by exhaustively retraining the model from scratch
(cold-start) after removing each training point individually and recording the change in test loss.
The IF scores were calculated as a first-order approximation using the Hessian of the full training
loss, stabilized with a 10~3 damping term. To build the surrogate model, we generated 1000 subsets,
each containing 430 training points, and retrained a model on each to measure the resulting test loss
change. These loss changes were then used as targets in a final linear regression, whose coefficients,
solved via ordinary least squares (OLS), provided the surrogate model scores.

C.2 NON-LINEAR NUMERICAL SIMULATION

We consider a binary classification task in a feature space X € R? with labels Y € {0,1}. The
base learning algorithm, denoted by A, is a two-layer MLP. The network architecture consists of
an input layer, two hidden layers with 16 neurons each and ReL.U activation functions, and a final
output layer with a softmax activation.
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Table 5: We investigate the surrogate model performance with different kernels. We run each exper-
iment with five random seeds to report the standard deviations.

Residual error \ Linear regression Degree-1 Degree-2 Degree-3 RBF

CIFAR-10 44109 3.8408 1.6101 27102 1.0400
Modular arithmetic 4.6413 22405 1.7404 33407 1.5404
In-context learning 0.840.2 0.6+0.1 0.540.1 0.5401 04491
Multi-objective RL 0.240.1 0.240.1 0.110.1 0.1401 0.1491

To analyze the influence of different training samples, we construct a series of related but distinct
training subsets. We first define a small, fixed set of N anchor data points, Sanchor = { (74, ¥:) 1, }.
Next, we define a candidate set of K additional data points, C = {¢1, ca, ..., ck }, which are sam-
pled along the path that traverses a critical region near this boundary. The experiment then focuses
on a series of K training subsets, where each subset .S; is formed by combining the fixed anchor set
with exactly one candidate point from C: S; = Sanchor U{(c;j, %)}, forj=1,..., K. Weselecta
fixed test point zy € X whose prediction is sensitive to the location of the decision boundary. The
goal is to attribute the model’s prediction on g to the choice of the candidate point c;.

C.3 ABLATION STUDIES

Kernel methods often require a higher sample complexity to converge to an optimal solution com-
pared to linear models. We conduct an ablation study to investigate this trade-off. We compared
the performance of the kernel surrogate model with that of the linear surrogate model, varying the
size of the data subset used for their construction, sampling from 20% to 80% of the total subsets.
The results in Figure 4 show that the kernel surrogate model consistently outperforms the linear
surrogate model across all tested subset sizes. Notably, even when the number of samples was small
(e.g., at the 20% subset level), the kernel method still demonstrated a better performance.

C.4 COMPARISON OF KERNELS

We use the CIFAR-10 dataset and the ResNet-9 classifier for our experiments. The dataset consists
of 60,000 32 x 32 color images in 10 classes, with 6,000 images per class. We utilize the standard
training set of 50,000 images. To align with the scope of our task attribution methodology, we
partition the 50,000 training samples into 50 disjoint tasks. Each task is constructed by randomly
sampling 1,000 data points from the training set without replacement. This results in 50 distinct
tasks, which form the basis of our analysis. For the training of our surrogate model, we randomly
select 30 of these 50 tasks.

We evaluate the performance of different kernels. Let s(®) and s(®) denote different subset indices.
The kernels evaluated in our study are:

* Polynomial Kernel (Degree-1, 2, 3): The general form of the polynomial kernel is
k(s(“), S(b)) - (S(a)TS(b) + o)t
In our experiments, we set the constant ¢ = 0 and test for degrees d € {1, 2, 3}.
* Radial Basis Function (RBF) Kernel: The RBF kernel is defined by the following equation:

k(s,s®) = exp (— 7[5 — s ).
In our experiments, we set y = 1072,

In Table 5, we find that the linear surrogate model (Task modeling) and the degree-1 kernel have a
large residual error. The degree-2 kernel achieves the lowest residual error among the three polyno-
mial kernels. And the RBF kernel achieves the lowest residual error among all the kernels.

C.5 OMITTED EXPERIMENTAL SETUP

Modular arithmetic tasks. For modular arithmetic tasks, we consider the following functions, with
p=97:a+ b (mod p) = ¢, and a? + ab + b? (mod p) = c. For each task, we generate a complete
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dataset by iterating through all possible pairs of (a,b), where a,b € {0,1,...,p — 1}. This results
in a dataset of 97 x 97 = 9,409 unique equations for each function. Each equation is formatted as
a sequence of tokens: a, op, b, =, ¢, where op is + for addition and a placeholder token for the
quadratic function. We randomly split the whole dataset into a training set comprising 90% of the
data and a test set comprising the remaining 10%.

We use a standard two-layer decoder-only transformer with embedding dimension 128 as the clas-
sifier for all modular experiments. The model is trained to predict the correct token for the result
c, given the preceding sequence (a, op, b, =). The cross-entropy loss and gradients are computed
based on the model’s output logits at the final token position.

To support our task attribution analysis, we employ a grouped subset sampling strategy that partitions
the training data based on the values of both operands, a and b. We first partition the range of
possible values for each operand, {0,1,...,96}, into 5 disjoint intervals. Specifically, a training
example (a, b, ) is assigned to a group G; ; where i = |a/20] and j = [b/20]. This createsa 5 x 5
grid of 25 groups, where each group corresponds to a specific rectangular region in the input space.
Subsets of the training data are then constructed by selecting specific combinations of these groups.
This method enables a fine-grained analysis of how the model learns from different regions of the
input space, allowing for the systematic construction of task vectors. We sample 50 subsets with a
sampling ratio 0.9, and use 40 subsets as the surrogate training set.

In-context learning. For in-context learning, we use the Qwen3-8B as the base model and evaluate
it on a sentiment classification dataset, SST-2, and a reasoning task, the coin flip. The SST-2 dataset
is a binary sentiment classification dataset composed of movie reviews labeled as either positive or
negative from the GLUE benchmark. The number of queries is 450. The Coin-Flip dataset is an
arithmetic reasoning task where the model reads a natural language description of a sequence of fair
coin flips and must predict the final outcome (heads or tails). The number of queries is 869. For
each dataset, we use the first 50 candidate demonstrations as the data to be attributed. We sample
200 subsets, each containing 4 prompts, and use 80 of these subsets as the surrogate training set.

Multi-objective reinforcement learning. We use MT 10 from the Meta-World benchmark (Yu et al.,
2020), which consists of 10 diverse robotic manipulation tasks. The agent’s observation includes the
environment state and a one-hot vector that specifies the current task. A sparse reward for moving
the objective to its goal position. The 10 tasks in MT10 are: reach, push, pick-place, door-open,
drawer-open, drawer-close, button-press-topdown, peg-insert-side, window-open, and box-open.

For the task attribution evaluation, we use the Soft Actor-Critic (SAC) as the training algorithm, and
take the reward of each task as the F'(s). We sample 50 subsets, each containing 7 tasks, and use 40
subsets as the surrogate training set.

C.6 BASELINES

Influence functions. Influence functions (Koh & Liang, 2017), originally proposed for individual
samples, can be adapted to estimate the influence of entire tasks by considering a task-weighted loss
function. The influence of infinitesimally up-weighting task 7}, on the test performance is given by
the formula from the main text:

=153

Here, H = V%, L(W,s) is the Hessian of the total training loss. In our implementation, we approx-
imate the inverse Hessian-vector product H ~'v (where v is the gradient of the task-specific loss
term) by solving a Lasso regression problem, which avoids direct matrix inversion.

TracIn. TracIn (Pruthi et al., 2020) traces the influence of training data through the optimization
trajectory, avoiding Hessian computation. We adapt this method from the sample level to the task
level by measuring the correlation between task gradients over the course of training. The influence
of a training task 7} on a test task Ti.s is approximated by summing the dot products of their
respective loss gradients across various training checkpoints:

T
TracIn(Tx, Ties) = Y 0 Vw fida Vv b (fuw, Ti),

t=1
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Figure 4: We investigated how the size of the surrogate training split affects the residual error of the
linear and kernel models. We observed that across a range of training splits from 20% to 80%, the

kernel model consistently yields a lower residual error than the linear model.

Table 6: Top positively and negatively influential prompt samples identified on the Coin flip task.

Query

Top Positively Prompt Sample

Top Negatively Prompt Sample

Q: A coin is heads up.
kielmeyer flips the coin. jev-
genij does not flip the coin. Is
the coin still heads up? (no)

Q: A coin is heads up. erdener flips
the coin. ismari does not flip the
coin. Is the coin still heads up? (no)

Q: A coin is heads up. pachl flips
the coin. lissett flips the coin. Is the
coin still heads up? (yes)

Q: A coin is heads up. bonnitta
does not flip the coin. ellise
does not flip the coin. Is the
coin still heads up? (yes)

Q: A coin is heads up. brittingham
does not flip the coin. alilet does
not flip the coin. Is the coin still
heads up? (yes)

Q: A coin is heads up. kimyetta
flips the coin. raynel does not flip
the coin. Is the coin still heads up?

(no)

Q: A coin is heads up. roeland
does not flip the coin. joeliz
flips the coin. Is the coin still

Q: A coin is heads up. kulju does
not flip the coin. afrodisio flips the
coin. Is the coin still heads up? (no)

Q: A coin is heads up. pachl flips
the coin. lissett flips the coin. Is
the coin still heads up? (yes)

heads up? (no)

where W, are the model parameters and 7 is the learning rate at checkpoint ¢.

TRAK. TRAK (Park et al., 2023) offers an efficient method for data attribution by linearizing the
model and using random projections. We adapt it to attribute influence at the task level. The core idea
is to represent each task by an average of its constituent samples’ projected gradients. Specifically,
for each sample z in a task, a feature vector is computed from the gradient of a model output function
fw - To get a feature vector for an entire task T}, we average these features over all its samples. This
task-level feature is then projected into a low-dimensional space using a random matrix P. The
attribution score for the test task Ty is then computed as: ¢(Ties) | (@' ®) '@ " Q. Here, ¢(Ties)
is the projected feature vector for the test task, ® is the K x k matrix of stacked projected features
for the K training tasks, and Q is a K x K diagonal weighting matrix. The final scores are averaged
over an ensemble of models to ensure robustness.

Linear surrogate models. Linear surrogate models (Ilyas et al., 2022; Li et al., 2023) directly learn
a linear mapping from data weights to model predictions. Given a set of models trained on different
data subsets, this approach fits a linear function f : {0,1}" — R that predicts test performance
from training set inclusion indicators. The coefficients of this linear model serve as attribution
scores, capturing the marginal contribution of each training example across multiple training runs.

C.7 QUALITATIVE RESULTS
In Table 6, we present the top positively and negatively prompt samples obtained by KERNELSM

on the Coin flip dataset. We use bold to show information that is the same as the query, and italics
for information that is different from the query.

C.8 EXTENSIONS

Meta-learning. Model-agnostic meta-learning (MAML) seeks to learn a model initialization that is
optimized for rapid adaptation to new tasks, typically with only a few gradient steps. Our work on
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task attribution, which measures a model’s sensitivity to its training data, is connected to this goal.
The error of first-order attribution methods is directly governed by the Hessian. For attribution, a
large Hessian signifies a highly curved, non-linear performance landscape where linear approxima-
tions are unreliable, leading to significant attribution error. In contrast, MAML leverages this same
curvature as a signal. The meta-gradient update in MAML involves differentiating through an inner-
loop gradient step, a calculation that explicitly depends on the Hessian of the inner-loop loss with
respect to the model parameters. There also exists a mathematical parallel between the derivation
of influence functions and the formulation of implicit MAML (iMAML) (Rajeswaran et al., 2019).
Influence functions can be derived by applying the implicit function theorem to the first-order opti-
mality condition of the perturbed loss, yielding an expression for the parameter change that involves
the inverse Hessian. Analogously, iIMAML uses the implicit function theorem to derive an analytical
expression for the meta-gradient that depends only on the solution of the inner optimization, not the
path taken to reach it.

Multi-group learning. Multi-group learning aims to train a single predictor that performs robustly
across a predefined set of subgroups, addressing the common failure mode where high average
accuracy masks poor performance on critical subpopulations (Deng & Hsu, 2024). The influence
of task k£ on the performance of a model evaluated on task j can be directly interpreted as the
marginal contribution of group k’s training data to the model’s performance on group j. A positive
influence value for a loss-based metric provides a clear signal of negative transfer. Standard influence
functions, being first-order approximations, capture pairwise, additive effects and struggle to model
more complex issues. For example, a model may perform poorly on an intersectional group (e.g.,
women of a specific race) due to higher-order interactions between the data subgroups that linear
methods cannot detect. By using a non-linear RBF kernel, our model learns a global function that
captures combinatorial effects between groups. This can also inform the design of robust learning
algorithms. For example, the MGL-Tree algorithm for hierarchical groups decides whether to use
a general parent-level predictor or a specialized child-level predictor by comparing their empirical
risks. Our method could provide a more principled, causal signal to guide this choice.
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