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Abstract

Our ability to interpret others’ mental states001
with nonverbal cues (NVC) has been fundamen-002
tal to our survival and social cohesion. While003
existing Theory of Mind (ToM) benchmarks004
have primarily focused on false-belief tasks005
and reasoning with asymmetric information,006
they overlook other mental states beyond belief007
and the rich tapestry of human nonverbal com-008
munication. We present OBSERVABLETOM,009
a comprehensive framework for evaluating the010
ToM capabilities of machines in interpreting011
NVCs. Starting from an FBI agent’s validated012
profile handbook, we develop OTOMtext, a di-013
alogue dataset of 9,896 entries with diverse con-014
text, and OTOMvideo, a carefully curated video015
dataset with fine-grained annotations of actions016
with psychological interpretations. Our evalu-017
ation reveals that current AI systems struggle018
significantly with NVC interpretation, showing019
not only a substantial performance gap (GPT-020
4o: 73.6% vs. human: 91.5%) but also patterns021
of over-interpretation, with particularly low pre-022
cision (40.0-63.5%) indicating high false alarm023
rates.024

1 Introduction025

Understanding others’ mental states through026

visual cues is fundamental to human social in-027

teraction and intelligence (Fernandez-Duque and028

Baird, 2005; Tomasello et al., 2005). We natu-029

rally infer emotions from facial expressions (Bar-030

rett et al., 2011), intentions from behaviors (Bec-031

chio et al., 2018), and even social status from ap-032

pearances (Freeman and Ambady, 2011). As ar-033

tificial intelligence systems become increasingly034

integrated into our daily lives - from virtual assis-035

tants to social robots (Mathur et al., 2024) - their036

ability to interpret these NVCs becomes crucial for037

meaningful human-AI interaction.038

Large Language Models (LLMs) have made re-039

markable progress in processing text-based interac-040

tions (Park et al., 2023), yet their capability to un-041

Someone killed a friend of mine.

And anyone I ask about it ends up dead. Why is that?

I don't know.           Some people might take that as a sign.

 Why don't you just consider it a mystery best left unsolved?

But I like mysteries.

Suitable explantion for 
NVC and context



A. Showing confidence

Explanation

Suitable NVC for 
given context



A. Interlace finger

Cue

00:24:320 --> 00:25:320

00:22:440 --> 00:25:320

00:25:320 --> 00:26:320

00:27:320 --> 00:30:160

00:30:160 --> 00:31:160P1

P1

P1

P2

P2

ObservableTOM

Validity

If the NVC matches 
the given explanation



A. Valid

Figure 1: We build OBSERVABLETOM, a dataset de-
signed to integrate nonverbal cues (NVC) understanding
in context.

derstand the subtle mental states expressed through 042

nonverbal communication remains largely unver- 043

ified. Although existing Theory of Mind (ToM) 044

benchmarks (Le et al., 2019; Weber et al., 2021; 045

Jin et al., 2024) have advanced our understanding, 046

they primarily focus on false-belief tasks (Wim- 047

mer and Perner, 1983) - testing an agent’s ability 048

to reason about asymmetric information between 049

characters. However, human social cognition en- 050

compasses a much broader spectrum of mental state 051

inference (Ma et al., 2023), involving the dynamic 052

exchange of NVCs. 053

Another attempt to measure NVC understanding 054

capability through video datasets (Luo et al., 2020; 055

Chen et al., 2023; Liu et al., 2021; Huang et al., 056

2021) have encountered two significant method- 057

ological limitations. First, they employ oversim- 058

plified scoring systems focused on emotions (e.g., 059

rating valence/arousal on a 1-7 scale), which fail 060

to capture the broad range of mental states. Sec- 061

ond, these annotations lack pinpointed behavioral 062

annotation with its psychological interpretation - 063

for instance, identifying which exact moment in a 064
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video sequence indicates that a subject is ‘happi-065

ness’ or ‘proud of themselves’.066

To address these challenges, we introduce OB-067

SERVABLETOM (OTOM), a comprehensive frame-068

work for evaluating machines’ ToM capabilities in069

interpreting nonverbal social cues. Our framework070

starts from an expert-established psychological lit-071

erature about NVCs. We expand that theory with072

detailed everyday NVCs in detailed dialogue gen-073

erated with GPT-4o (OTOMtext) or grounded in074

movie clips (OTOMvideo). Our data is validated by075

a high score of human labelers showing its plausi-076

bleness and clarity. While current state-of-the-art077

model GPT-4o (OpenAI et al., 2024a) correctly078

guess complex false belief tasks, they fail to un-079

derstand day-to-day NVC in real-world simulating080

contexts.081

Our key contributions are:082

1. OTOMtext, specifically designed for evalu-083

ating nonverbal ToM capabilities, featuring084

fine-grained behavioral cues and their corre-085

sponding mental states.086

2. OTOMvideo, A NVC benchmark sourced087

from movie clips to simulate multi-model real-088

world NVC understanding.089

3. Empirical analysis demonstrating significant090

gaps between the human-like social agent and091

current LLM/VLM.092

In §2, we examine key challenges in theorizing093

NVCs. §3 evaluates basic nonverbal understand-094

ing capabilities without contexts. §4 introduces095

our OBSERVABLETOM framework, and §5 and §6096

presents empirical analyses of current models.097

2 What Makes Understanding NVCs098

Difficult?099

2.1 Ambiguous Definition of NVCs100

Challenge Defining NVCs presents two funda-101

mental challenges. First, determining what are102

meaningful nonverbal signals is an ongoing de-103

bate in psychology. As human rarely stand still,104

conceptualizing what behavior is NVC is impor-105

tant. Second, mapping these physical signals to106

the underlying psychological states is also ambigu-107

ous. For example, research on lip biting behavior108

shows conflicting interpretations: some studies link109

it to anxiety and emotional suppression (Zucker-110

man et al., 1981), while others suggest it could111

be a habitual action without psychological signifi- 112

cance (Harrigan, 2005). 113

In OTOM To address this definitional chal- 114

lenge, our work leverages a body language dic- 115

tionary (Navarro, 2018), which was written by a 116

former FBI Agent with decades of field experi- 117

ence. As illustrated in Figure 2, NVCs deal with the 118

whole body in a comprehensive way. It also offers 119

multiple interpretations of NVCs (e.g., Be stressed, 120

be happy, or to show status) for one cue. We dis- 121

entangle the explanation paragraph with GPT-4o. 122

The outer circle displays the five most frequent 123

interpretations for each category. 124
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Figure 2: Anatomical categories in data source (Navarro,
2018) and the five most frequent interpretations for each
category. It includes 407 NVCs, and we get 1,114 inter-
pretations by disentanglement (the prompt is provided
in Table 10). The wider plot is in Figure 8.

2.2 Contextual Defeasibility 125

Challenge Since ‘real mind’ of other agent is 126

inapproachable, all interpretations exist as possi- 127

bilities. In that case, context emerges as a crucial 128

influencing factor in the interpretation of NVCs. 129

Humans naturally excel at adjusting their interpre- 130

tations of NVCs based on contextual shifts. For 131

LLMs to achieve meaningful human interaction, 132

they must develop the capability to accurately in- 133

corporate contextual understanding into their inter- 134

pretation of nonverbal expressions. 135

In OTOM To systematically address this context 136

dependence, we employ Dell Hymes’ SPEAKING 137

model (Hymes, 2013) as our analytical framework. 138
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Cue Explanation Validity

Model Acc Acc Acc Pre Rec

Random 25.0 25.0 50.0 50.0 50.0

GPT-4o 74.3 86.2 82.4 70.5 92.8
GPT-4o-mini 72.0 84.0 79.4 63.2 93.5

Qwen2.5-32B 71.2 83.3 79.6 63.9 93.1
Qwen2.5-14B 67.0 82.1 74.3 51.4 94.7
Qwen2.5-7B 66.5 75.6 65.2 32.4 94.0
Qwen2.5-3B 62.4 75.0 65.1 32.4 93.8
Qwen2.5-1.5B 62.4 75.0 65.1 32.4 93.8

Motion Neck Streching

Dictionary ...in a circular motion is a stress reliever and pacifier.
This is often seen when people are asked difficult ques-
tions they would rather not answer.

GPT-4o 1. Relief or Release of Tension: to relieve tension or
stress... 5. Confidence or Dominance: ... as it exposes a
vulnerable part of the body...

Qwen2.5-32B In a professional or formal setting, it might indicate dis-
comfort, tension... physical stiffness or ...

Qwen2.5-14B It can indicate physical discomfort or tension, ...it might
also be a preparatory gesture,...

Table 1: (Left) Nonverbal cue (NVC) knowledge scores without context, tested using a validated source (Navarro,
2018). We measure accuracy (Acc), precision (Pre), and recall (Rec) to assess validity. (Right) Real examples
illustrating the psychological interpretation of neck stretching.

SPEAKING has been validated and utilized by nu-139

merous subsequent studies (see Appendix C). The140

framework encompasses crucial components that141

can sophisticate communication meanings: Setting142

and Scene (S), Participants (P), Ends (E), Act Se-143

quence (A), Key (K), Instrumentalities (I), Norms144

(N), and Genre (G).145

2.3 Limitations of Action Recognition146

Challenge Even for the same NVC (e.g., head147

nodding), there exist significant interpersonal and148

intrapersonal variation in intensity. For frequency-149

dependent NVCs (e.g., eye blinking), differences150

in frequency can occur.151

In OTOM As there can be various modalities152

and detection methods such as video language un-153

derstanding, motion captioning, and sensor data154

understanding in real-world applications, we sup-155

pose NVC detection is given. In our OTOMtext and156

OTOMvideo, we incorporate NVCs between verbal157

cues, similar to stage directions in the screenplay158

format. In OTOMvideo, we also pinpoint the NVC-159

appearing frames and ask VLMs to explain the cue160

and infer its psychological interpretations.161

3 Basic Capability: Cue Understanding162

Without Context163

We evaluate LLMs’ performance with our validated164

source (Navarro, 2018) to measure their exactness165

of knowledge with minimal effect of context.166

3.1 Methods167

Data As mentioned in §2, we structure the dic-168

tionary into a 1 cue:n explanations, which allows169

us to test three types of understanding: (1) Cue:170

identifying the most appropriate NVC for a given171

explanation, (2) Explanation: selecting the most172

fitting explanation for a given cue, and (3) Validity: 173

validating whether a specific cue-explanation pair 174

represents a legitimate connection. 175

Multi-choice QA We design multiple-choice 176

questions where several explanations could be valid 177

for a single NVC. Using semantic embeddings1, we 178

deliberately select distractor options with semanti- 179

cally distant explanations from the explanation of 180

correct answer. For example, while ‘crossed arms’ 181

might indicate both ‘defensiveness’ and ‘comfort- 182

seeking’, the model must distinguish these valid 183

interpretations from semantically unrelated but 184

plausible-sounding options like ‘expressing excite- 185

ment’. For Cue and Explanation tasks, models 186

select from four distinct options, while for Validity, 187

they choose between valid and invalid. 188

3.2 Results 189

Good score, with larger the better. GPT-4o out- 190

performs all Qwen2.5 models in validity, precision, 191

and recall metrics, with consistent scaling benefits 192

observed in the Qwen2.5 series from 7B to 32B. 193

This demonstrates that larger model shows better 194

theoretical understanding of NVCs, particularly ev- 195

ident in precision scores (32.41 → 63.91). 196

Choosing best cue is difficult than best explana- 197

tion. Models show higher proficiency in generat- 198

ing appropriate explanations for given cues com- 199

pared to identifying relevant cues for situations. 200

This implies that suggesting the contextual impli- 201

cations of nonverbal behaviors is more challenging 202

than providing explanations for pre-identified cues. 203

Low precision: Frequent false positive. All 204

models demonstrate significantly higher recall than 205

1All semantic embeddings in this paper use all-MiniLM-
L6-v2 (Reimers, 2019).
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precision scores in binary Validity task, with ex-206

treme cases like Qwen2.5-7B (Yang et al., 2024)207

showing a stark contrast (32.41 precision vs 94.01208

recall). This indicates that models tend toward209

over-interpretation, often generating false positives,210

suggesting a need for more conservative classifica-211

tion thresholds.212

4 OBSERVABLETOM: Multimodal NVC213

Dataset with Defeasible Contexts214

We build OBSERVABLETOM, a testbed about NVC215

understanding of LLM, Vision language models216

(VLM), and VideoLM in defeasible contexts. It217

consists of OTOMtext (§4.1), a synthetic text218

dataset of 10k entries, and OTOMvideo, a metic-219

ulously annotated multimodal video dataset of 200220

entries (§4.2).221

4.1 OTOMtext222

Why Synthetic Dataset? Creating a large-scale223

annotated NVC dataset poses several challenges.224

First, capturing the full spectrum of NVCs in nat-225

ural settings is resource-intensive, particularly in226

rare but significant cases (Knapp et al., 1978). Sec-227

ond, NVC interpretation without any grounded con-228

cept can be highly subjective by annotators (Harri-229

gan, 2005). To address these challenges, we lever-230

age GPT-4o and validate with human accuracy to231

generate a comprehensive dataset.232

Source 1: The dictionary of Body Language233

(Cue, Explanation) First, we establish a foun-234

dational understanding of NVCs using The Dictio-235

nary of Body Language, which provides 1,114 pairs236

of NVCs curated by the expert. These pairs serve237

as ground truth for a consistent NVC interpretation.238

Source 2: ‘Invalidity’ integration with SPEAK-239

ING Framework Since humans frequently ex-240

hibit habitual and unconscious NVCs (Yager et al.,241

2009), we include ‘invalid’ cues in our dataset. We242

leverage the SPEAKING framework to ground the243

validity of NVCs, generating 10 diverse scenarios244

for one pair of NVCs and possible explanation.245

The first scenario establishes a highly probable246

context (e.g., hand trembling, nervousness, during247

a first date), while the remaining nine systemat-248

ically vary contextual factors to create scenarios249

where the same NVC becomes psychologically ir-250

relevant. For example, the same hand-wringing251

gesture might be a habitual motion while watching252

television. Through human validation, this context-253

based approach achieves an accuracy of 91.5% in254

Content

Cue Ventilating neck

Explanation Relieve discomfort caused by stress

Context An office worker in a high-pressure meeting room,
surrounded by colleagues and superiors.

More cues Eyes closed, rubbing bridge of nose, Neck mas-
saging, Pulling clothing to ventilate

Dialogue
Ryan: (adjusts collar) Alright, team, we need to rethink our
approach for the next phase. The client’s not happy with
our current trajectory. [__]
Laura: I agree. We need fresh ideas. Maybe we focus more
on social media engagement this time? [Neck massaging]
Sam: I can put in extra hours to help with the analysis,
though I might need some guidance on the new strategy
expectations. [Pulling clothing to ventilate]
Megan: (closes her eyes briefly) I just received an email
from the client with some feedback. It’s... not very positive.
[Eyes closed, rubbing bridge of nose]
Ryan: Thanks, Megan. We’ll need to address their concerns
point by point. Sam, your extra effort is noted and appreci-
ated.
Laura: (leans forward) Can we schedule a brainstorming
session tomorrow? I’d like to have more diverse input before
we finalize anything.
Sam: That sounds good, Laura. I’ll prepare some data
points that might assist during that session.
Megan: (taking a deep breath) I’ll compile the client feed-
back and distribute it to everyone, so we’re all on the same
page.

Options
0: Scarred ears
1: Elbows spreading out
2: Cheek framing
3: Ventilating neck

Table 2: An example of OTOMtext. It is a dialogue
including multiple nonverbal cues (with their possible
psychological interpretation) and defeasible contexts
that can either validate or nullify the NVC’s interpreta-
tion.

distinguishing valid from invalid cue interpreta- 255

tions (see Appendix A). We exclude the ‘Norm’ 256

element from the SPEAKING framework, as cul- 257

tural variations would require factual grounding 258

beyond our current scope. 259

Dialogue with Multiple Cues (More cues) We 260

incorporate both valid and invalid cues for each 261

dialogue to construct dialogues containing multi- 262

ple NVCs. We cluster 3-6 cues from the context 263

pool, with semantic similarity of context, to main- 264

tain natural dialogue flow. Our empirical analysis 265

determines that 3-6 produces optimal prompt fol- 266

lowing when generating dialogue; larger clusters 267

result in unnatural dialogue flow or deviate from 268
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our specified parameters.269

Dialogue Generation (Dialogue) We utilize270

GPT-4o to generate naturalistic dialogues incorpo-271

rating the clustered NVCs and their contexts. The272

generation process is constrained by three rules: (1)273

The source NVC should appear once (we control274

the appearance as a factor in §5.4), (2) adherence275

to the SPEAKING framework conditions (valid or276

invalid), and (3) subtle and natural integration of277

cues without explicit reference to their interpreta-278

tive meanings.279

Filtering and Postprocessing Our automated280

postprocessing pipeline implements two primary281

filtering mechanisms: elimination of redundant282

NVC instances (retaining only the first occur-283

rence) and removal of generations that failed to284

incorporate the specified NVC. To ensure scalabil-285

ity, we opt for prompt optimization through itera-286

tive manual inspection rather than human filtering.287

When evaluating against OTOMtext, this approach288

achieves reliability scores of 83.3% for cue validity289

and 73.3% for explanation.290

MCQ Generation (Options) Similarly with §3,291

we construct multiple-choice questions by selecting292

maximally divergent explanations based on seman-293

tic embedding. This evaluation framework accom-294

modates multiple valid interpretations of a single295

NVC, assessing the model’s ability to identify the296

most contextually appropriate explanation among297

semantically distant, nonsensical alternatives. With298

this pipeline, we get 9.8k dialogue dataset with an-299

notation of multiple NVCs and its psychological300

meaning.301

4.2 OTOMvideo302

Sourcing Movie Clips We source 797 movie303

clips from YouTube channels (lionsgate, 2025;304

joblo, 2025) specialized in movies. We only use305

‘Official Clip’ as it has less scene transition. To gen-306

erate subtitles, we perform speech-to-text conver-307

sion with Whisper-large-v2 (Radford et al., 2022)308

and speaker diarization with Pyannote (Bredin309

et al., 2019) and combine the information accord-310

ing to the timestamp.311

Filtering and Annotation We make OTOMvideo312

from 200 movie clips, each containing 6-35 lines313

of dialogue. This range is chosen based on our em-314

pirical observation that shorter clips lack sufficient315

verbal context for meaningful analysis.316

Smiling: A sense 

of victory and 

accoplishment

Figure 3: An example of a nonverbal cue in OTOMvideo.
We annotate NVCs with their corresponding mind state
interpretations that appear within 32 image frames in
the videos.

The preparation of the dataset involved: (1) man- 317

ual correction of STT and speaker diarization er- 318

rors and the addition of crucial multimodal con- 319

text in parentheses (e.g., Scene Changed, Running), 320

(2) balanced genre distribution to capture diverse 321

and natural emotional expressions, and (3) manual 322

annotation of NVCs using the predefined dictio- 323

nary, resulting in 167 unique NVCs and 185 psy- 324

chological explanations. Each clip contains 1-4 325

annotations, with NVCs deliberately distributed 326

throughout the dictionary to ensure comprehensive 327

coverage. 328

Frame Extraction Based on research (Birdwhis- 329

tell, 1970) showing that human NVC typically oc- 330

curs in brief interaction sequences, for the visual 331

component, we extract frames at 8 FPS within 4- 332

second windows around each annotated NVC (a 333

maximum of 32 frames). This window size is de- 334

termined to be optimal for capturing the complete 335

temporal context of human NVC while maintaining 336

dataset efficiency. The extracted sequences are all 337

verified with manual checking steps. 338

Items Cues Source # Emotions Actions

OTOMtext 9.8k 5.6 GPT-4o 1k ✓

OTOMvideo 200 1.6 Movie 185 ✓

Aff-Wild2 548 - Interview 10 ✓

iMiGUE 359 5 Interview 2 ✓

BoLD 10k 1.3 Movie 28 ✗

THEATER 258 1 Movie 8 ✗

Table 3: Overview of OBSERVABLETOM, which con-
sists of OTOMtext and OTOMvideo, providing rich cues
and detailed explanations of emotional mind states and
actions. Other benchmarks (Shafique et al., 2023; Liu
et al., 2021; Luo et al., 2020; Kipp and Martin, 2009)
lack either comprehensive mental state annotations or
fine-grained action annotations.

To the best of our knowledge, OTOMvideo is the 339
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Cue Explanation Validity

Model Open ToM Method Accuracy Accuracy Accuracy Precision Recall F1

OTOMtext

Human - - - 73.3 83.3 83.5 83.3 83.3

GPT-o1 ✗ Plain 37.5 30.2 56.8 40.0 95.7 56.4
GPT-4o ✗ Plain 64.9 46.2 65.2 63.5 73.8 68.3
GPT-4o-mini ✗ Plain 64.3 45.2 61.8 58.2 83.6 68.6

Qwen2.5-32B ✓ Plain 65.0 44.5 66.0 61.0 85.0 71.0
Qwen2.5-14B ✓ Plain 62.2 50.4 64.2 50.1 84.2 62.8
Qwen2.5-7B ✓ Plain 63.9 44.9 56.7 41.7 79.9 54.8
Qwen2.5-3B ✓ Plain 50.0 41.2 56.8 38.9 55.4 45.7

GPT-4o ✗ Wilf et al. (2023) 91.2 50.5 64.4 51.8 81.8 63.4
GPT-4o-mini ✗ Wilf et al. (2023) 91.2 50.5 64.4 51.8 81.8 63.4
Qwen2.5-32B ✓ Wilf et al. (2023) 95.3 45.6 64.4 51.3 77.3 61.7

Table 4: Performance of LLMs on OTOMtext. LLMs generally perform worse than humans across Cue, Explanation,
and Validity tasks. The random baseline is 25.0% since we provide four options for each question.

first multimodal video dataset that combines fine-340

grained action annotation with its psychological341

interpretation, grounded in naturalistic (cinematic)342

dialogue.343

5 Test LLMs with OTOMtext344

With OTOMtext, we test the ability of current345

LLMs to understand diverse contexts and modali-346

ties in a simulated environment.347

5.1 Experimental settings348

We follow the similar MCQ setting in §3 with some349

modifications: (1) For cue, we only utilize valid350

samples (2) for explanation task, invalid cue has351

‘No clue’ option and it is the correct answer. (3)352

Validity now has 4 options: highly valid, somewhat353

valid, somewhat invalid, and somewhat invalid to354

accommodate the nuanced impact of contextual355

information.356

We test with current high-performance models,357

and human with randomly sampled 500 instances358

for two graduate students (details in Appendix A).359

5.2 Current LLMs’ Performance360

Much inaccurate than humans. In Table 4, the361

results demonstrate that while larger models such362

as GPT-4o (65.2%) show improved accuracy com-363

pared to smaller variants such as GPT-4o-mini364

(61.8%), there remains a substantial gap compared365

to human performance (83.3%). This intuitively366

back up the validity of OTOMtext, and it is notable367

that the powerful reasoning ability of GPT-o1 is368

not helpful in this task (56.8%).369

Consistent poor performance The low expla- 370

nation accuracy scores (ranging from 30.2% to 371

50.5%) and validity precision (40.0% to 63.5%) 372

across all models suggest that they are fragile to 373

false alarms in their predictions. This indicates that 374

models often fail to appropriately identify when 375

they lack sufficient information to make a valid in- 376

ference - a crucial aspect of robust ToM reasoning. 377

Specialized Theory of Mind methods show lim- 378

ited improvements. The implementation of Wilf 379

et al. (2023)’s ToM method shows modest gains 380

in specific metrics, such as improving GPT-4o’s 381

cue accuracy from 64.9% to 91.2%. However, this 382

method doesn’t work for explanation or validity 383

prediction, suggesting there are different mecha- 384

nism in current information based ToM method 385

and NVC understanding capability. 386

5.3 How do they deal with multiple cues? 387

As there would be a case dealing with multiple 388

NVCs into consideration rather than one, we draw 389

a scatter plot in Figure 4 to see correlation between 390

Signal-to-Noise Ratio (number of valid NVCs in 391

the dialogue) and Semantic Heterogeneity (average 392

cosine distance of text embeddings). 393

Semantic Heterogeneity has a strong negative 394

correlation with accuracy. This pattern is more 395

evident in larger models (Qwen2.5-32B: -0.87, 396

Qwen2.5-14B: -0.90). But larger model sizes con- 397

sistently achieve better performance in handling 398

heterogeneous tasks while maintaining higher ac- 399

curacy levels. This is evidenced in both GPT-4 400

variants showing similar correlation coefficients (Y: 401

-0.85), and in the Qwen2.5 models demonstrating 402
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Figure 4: A 3D scatter plot showing Signal-to-Noise Ratio (X), Heterogeneity (Y), and Accuracy (Z), with points
colored blue (accuracy > 0.5) and yellow (accuracy < 0.5).

systematic improvements from 0.5B to 32B (corre-403

lation strengthening from -0.11 to -0.87).404

Signal-to-Noise Ratio Signal-to-Noise under-405

mines other NVC understanding. The size of the406

model affects the signal-to-noise ratio performance407

differently. The larger models (Qwen2.5-32B, 14B,408

7B) demonstrate better performance with higher409

signal-to-noise ratios (above 0.6) in high Signal-410

to-Noise conditions. In contrast, smaller models411

like Qwen2.5-0.5B show more scattered and less412

consistent performance patterns (around 0.02) and413

weak correlation (Y: -0.11).414

5.4 Do LLMs prioritize verbal cue or415

nonverbal cue when conflict?416

1 2 3 4
Validity "Invalid"

40

50 -2

-3

-7
-6

1 2 3 4
Exp "No clue"

10

20

-6
-6

-5
-7

GPT-4o GPT-4o-mini Qw-32B Qw-7B

Figure 5: Models are less likely to choose ‘invalid’
responses when similar NVC is added to the dialogue (x:
NVC numbers, y: Answer as invalid) for both validity
and explanation tasks.

Just as humans consider comprehensive nonver-417

bal cues (NVCs) to interpret individual NVCs, we418

examine ’invalid’ cases where NVC and verbal419

cues show contradictions. To investigate which420

cues LLMs prioritize, we progressively introduce421

additional NVCs to dialogues that carry similar 422

psychological implications to the existing NVCs. 423

Comprehensive Cue Processing In Figure 5, all 424

models demonstrate a trend to consider NVC as 425

‘valid’ as additional peer NVC is added. This sug- 426

gests that models integrate multiple communication 427

cues when making validity judgments, rather than 428

relying on individual cues in isolation. The pattern 429

consistently appears across all model scales, from 430

GPT-4o to Qwen-7B, indicating a fundamental ca- 431

pability in processing multiple cues. 432

Non-Linear Response Patterns The changes in 433

model responses do not follow a linear trajectory, 434

suggesting that models are not performing simple 435

cumulative reasoning. Interestingly, the magni- 436

tude of these changes remains relatively consistent 437

across different model scales, indicating that the 438

ability to process conflicting communication styles 439

can be independent of model size. 440

6 Test VLMs with OTOMvideo 441

Now We test current VLMs’ performance with 442

OTOMvideo, to guess the most appropriate explana- 443

tion for given context with three types of NVCs: (1) 444

visual cues (2) text (Socratic models) and (3) both. 445

We test GPT-4o series, Qwen2.5-VL (Wang et al., 446

2024) series, and Ovis2 (Lu et al., 2024) series. 447

6.1 Methods 448

Visual Cues With our meticulously annotated 449

frames that NVCs appear, the models receive vi- 450

sual token input in the form of a series of images, 451
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representing the moments when NVC occurs dur-452

ing a dialogue.453

Text Cues To test the capability without the vi-454

sual recognition capability, we test VLMs with455

giving NVC name (e.g., Finger pointing).456

Humans We only do visual cue setting because457

it is the least informative and the most realistic458

for the experiments. We ask 4 annotators to test459

OTOMvideo with identically sampled 50 questions,460

to calcuate accordance score.461

6.2 Results462

Model Visual Cues Text Cues Both

Human 91.5 - -

GPT-4o 73.6 73.9 79.0
GPT-4o-mini 65.3 79.0 77.1
Qwen2.5-VL-7B 58.3 74.2 73.2
Qwen2.5-VL-3B 51.0 57.6 59.9
Ovis2-8B 64.6 72.6 73.6
Ovis2-4B 49.0 56.7 55.4
Ovis2-2B 51.0 57.0 57.6
Ovis2-1B 30.6 28.0 32.8

Table 5: Performance of VLMs on OTOMvideo. We test
the models with only image frames of the moment of
non-verbal cues shown (Visual cues), interpretation of
NVC as text (Text cues, with just one black image), and
both, along with the context of the dialogues.

Clear Human-AI Gap In Table 5, humans463

demonstrate superior performance (91.5% on vi-464

sual cues) with high accordance (76%) compared465

to the best AI model (GPT-4o at 73.6-79.0%). This466

consistent gap across all settings (Visual Cues, So-467

cratic Models, Both) suggests a fundamental lim-468

itation in current AI systems’ ability to interpret469

contextual cues. Interestingly, performance in the470

‘Both’ condition isn’t necessarily better than indi-471

vidual conditions. This suggests that models don’t472

always effectively integrate information from mul-473

tiple modalities.474

Model Size Correlation There’s a clear scaling475

pattern where larger models generally perform bet-476

ter. For example, GPT-4o (73.6%) consistently out-477

performs GPT-4o-mini (65.3%), and Qwen2.5-VL-478

7B (58.3%) outperforms Qwen2.5-VL-3B (51.0%)479

with GPT-based models generally performing bet-480

ter.481

7 Related Works 482

Theory of Mind Benchmarks to test ToM Capa- 483

bility in AI models have been developed a lot (Le 484

et al., 2019; Kim et al., 2023; Jin et al., 2024), 485

mainly focusing on false-belief task with text 486

modality. MMToM-QA (Jin et al., 2024) proposes 487

visual and contextual cue in household simulator, 488

still focusing on asymmetric information and ex- 489

clude dynamic human motion interpretation. Ma 490

et al. (2023) develop multi-agent interaction and 491

test ToM in a simple grid world, but does not fully 492

capture natural human gesture or body language. 493

NVC Understanding NVC datasets are built in 494

video understanding domain to classify the ap- 495

propriate emotion state of the character in the 496

video (Luo et al., 2020; Liu et al., 2021; Huang 497

et al., 2021; Wicke, 2024). But they lack either 498

(1) fine-grained emotion label (2-28, only focused 499

on emotions), (2) action labels (detailed time line 500

and which action the character is behaving). We 501

develop OTOMvideo, mapping the fine motion in 502

the movie clip and its interpretation in the inner 503

mind. 504

8 Conclusion 505

We present OBSERVABLETOM, a comprehensive 506

framework for evaluating the understanding nonver- 507

bal social cues and their context-dependent mean- 508

ings. Through extensive empirical analysis using 509

both text and video datasets, we have identified 510

significant gaps between current AI systems and 511

human performance. These results highlight the 512

need for fundamental advances in understanding 513

NVCs that integrate contextual information and 514

handle ambiguity. 515

9 Limitations 516

Limited Coverage of Nonverbal Behaviors 517

While our dataset incorporates a comprehensive 518

range of NVCs from established literature, it can- 519

not exhaustively capture the full spectrum of hu- 520

man nonverbal communication. Cultural variations 521

in gesture interpretation, micro-expressions, and 522

complex combinations of simultaneous nonverbal 523

signals remain challenging to represent fully in our 524

framework. Additionally, our reliance on a single 525

body language dictionary, though expertly curated, 526

may not capture emerging or culturally specific 527

nonverbal behaviors. 528
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Simplified Assumptions in Action Recognition529

Our framework assumes perfect detection of NVCs530

in both text and video modalities, which may not531

reflect real-world challenges in action recognition.532

While this assumption allows us to focus on eval-533

uating higher-level understanding, it potentially534

oversimplifies the complexities of detecting sub-535

tle movements, continuous motion, and overlap-536

ping gestures in practical applications. Future537

work should address the integration of actual action538

recognition systems and their associated errors.539

Limitations of Synthetic Data Although our540

synthetic data generation approach enables a sys-541

tematic evaluation of edge cases, it may not fully542

capture the naturalness and spontaneity of human543

nonverbal communication. The use of GPT-4o544

for data generation, although carefully controlled,545

could introduce biases or artifacts that differ from546

natural patterns of nonverbal behavior in human547

interactions.548

10 Ethical Considerations549

Privacy and Consent While our video dataset550

uses publicly available movie clips, the broader ap-551

plication of NVC understanding raises important552

privacy concerns. The ability to automatically inter-553

pret body language and emotional states could en-554

able surveillance systems that infringe on personal555

privacy. Future deployments of such technology556

should carefully consider consent mechanisms and557

privacy protections, particularly in public spaces or558

workplace environments.559

Potential for Misuse and Manipulation Ad-560

vanced understanding of NVCs could be exploited561

for manipulation or deception. Systems capable562

of interpreting subtle behavioral signals might be563

misused for psychological profiling, social engi-564

neering, or targeted influence campaigns. Addi-565

tionally, the technology could potentially be used566

to develop more sophisticated deepfake systems567

that incorporate realistic nonverbal behaviors, fur-568

ther complicating issues of digital authenticity and569

trust.570

Bias and Cultural Sensitivity Our framework,571

despite efforts to be comprehensive, may contain572

inherent biases in how it interprets and validates573

NVCs across different cultural contexts. Reliance574

on Western-centric sources for body language in-575

terpretation could lead to misinterpretation or over-576

simplification of culturally specific gestures and577

expressions. Furthermore, the use of movie clips as 578

a data source may perpetuate certain cultural stereo- 579

types or biases in the portrayal and interpretation 580

of emotional states. 581
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A Human Evaluation Detail 1018

A.1 Annotator Selection and Sampling 1019

For our annotation process, we carefully select 1020

graduate students who, while not native English 1021

speakers, demonstrated high English proficiency 1022

sufficient for the task requirements. Considering 1023

the cognitive demands of the task and the impor- 1024

tance of maintaining high-quality annotations, we 1025

implement a subsampling approach. We select 50 1026

identical data points for all annotators to evaluate, 1027

enabling us to measure inter-annotator agreement. 1028

To ensure fair compensation, we establish a mini- 1029

mum hourly wage of $15 for their participation in 1030

the annotation process. 1031

A.2 Data Preparation and Annotation Process 1032

The authors conduct the primary data preparation 1033

and annotation process due to the complexity and 1034

precision required. This involves: 1035

• Multiple review cycles (minimum 6 viewings) 1036

of each video to ensure accurate NVC identi- 1037

fication 1038

• Manual correction of STT (Speech-to-Text) 1039

outputs 1040

• Refinement of speaker separation Direct anno- 1041

tation of NVC instances and associated emo- 1042

tional states 1043

• Frame extraction based on STT timestamps 1044

with manual verification and correction 1045

A.3 Interface 1046

We utilize Label-studio2 to create an intuitive label- 1047

ing interface. The interface design is illustrated in 1048

Figure 6. 1049

B List of LLMs Used in Paper 1050

The models we utilized in this paper are as follows: 1051

• GPT-o1 (OpenAI et al., 2024b) 1052

• GPT-4o (OpenAI et al., 2024a) 1053

• GPT-4o-mini (OpenAI et al., 2024a) 1054

• Qwen2.5-32B-Instruct (Yang et al., 2024) 1055

• Qwen2.5-14B-Instruct (Yang et al., 2024) 1056

• Qwen2.5-7B-Instruct (Yang et al., 2024) 1057

2https://labelstud.io/
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• Qwen2.5-3B-Instruct (Yang et al., 2024)1058

• Qwen2.5-1.5B-Instruct (Yang et al., 2024)1059

• Qwen2.5-VL-7B-Instruct (Wang et al., 2024)1060

• Qwen2.5-VL-3B-Instruct (Wang et al., 2024)1061

• Ovis2-8B (Lu et al., 2024)1062

• Ovis2-4B (Lu et al., 2024)1063

• Ovis2-2B (Lu et al., 2024)1064

• Ovis2-1B (Lu et al., 2024)1065

C Data Source1066

C.1 SPEAKING model1067

The SPEAKING model, developed by Dell Hymes1068

as part of his ethnography of speaking methodol-1069

ogy, provides a systematic framework for analyz-1070

ing components of linguistic interaction (Hymes,1071

1974). This sociolinguistic model, represented1072

through the mnemonic S-P-E-A-K-I-N-G, encom-1073

passes eight critical divisions: Setting and scene,1074

Participants, Ends, Act sequence, Key, Instrumen-1075

talities, Norms, and Genre, which collectively en-1076

able researchers to examine the contextual elements1077

essential for linguistic competence.1078

It is verified that the SPEAKING framework is1079

versatile enough to be applied to analyze any event1080

of communication, even those mediated by modern1081

technology. In a study of group chats and messag-1082

ing with WhatsApp (Kheryadi and Suaidi, 2022),1083

researchers found that casual digital discourse fol-1084

lows systematical patterns, adjusting factors in the1085

SPEAKING framework. In the studies on social1086

media (Omoregbe and Idada, 2020; Hameed and1087

Rashed, 2018), the framework is utilized to analyze1088

special discourse in SNS including tagging some-1089

one and using hashtags. Furthermore, SPEAKING1090

supports current studies on AI communication. In1091

a study of chatbot interaction (Tõnts, 2019), cate-1092

gory of user feedback is quantitatively identified1093

with the SPEAKING framework. Researchers of1094

voice-based agent design more context-aware AI1095

dialogues with factors in the framework (Blodgett1096

et al., 2022).1097

1. Setting and Scene: Refers to the physical1098

circumstances (time and place) and psycho-1099

logical setting of the speech act. For example,1100

a university lecture hall (setting) during a for-1101

mal academic presentation (scene).1102

2. Participants: Includes both speakers and au- 1103

dience members involved in the communica- 1104

tion. This encompasses direct addressees and 1105

indirect listeners, such as students actively 1106

participating in a class discussion and those 1107

passively listening. 1108

3. Ends: Represents the purposes, goals, and 1109

expected outcomes of the speech event. For 1110

instance, in a job interview, the interviewer’s 1111

end might be to assess candidate qualifica- 1112

tions, while the interviewee’s end is to secure 1113

employment. 1114

4. Act Sequence: Describes the order and orga- 1115

nization of the speech event. For example, in 1116

a formal debate, this includes opening state- 1117

ments, rebuttals, cross-examination, and clos- 1118

ing arguments in a specific sequence. 1119

5. Key: Indicates the tone, manner, or spirit of 1120

the speech act. This might range from serious 1121

(as in a funeral eulogy) to playful (as in casual 1122

conversation among friends). 1123

6. Instrumentalities: Encompasses the channel, 1124

forms, and styles of speech used. This in- 1125

cludes whether communication is verbal or 1126

written, formal or informal, and the choice of 1127

language or dialect. For example, using for- 1128

mal academic language in a conference pre- 1129

sentation. 1130

7. Norms: Refers to the social rules govern- 1131

ing interaction and interpretation within the 1132

speech event. For instance, turn-taking pro- 1133

tocols in business meetings or expectations 1134

about interruptions in casual conversations. 1135

8. Genre: Identifies the type of speech event or 1136

act, such as lectures, sermons, casual conver- 1137

sations, or formal speeches. Each genre has its 1138

own set of expected patterns and conventions. 1139

C.2 The dictionary of body language 1140

Joe Navarro is a behavioral analysis expert who 1141

served in the FBI for over 25 years, and his 1142

book Navarro (2018) is widely cited in psychol- 1143

ogy and rhetoric. Based on his extensive ex- 1144

perience, he compiles 407 reliable NVCs (non- 1145

verbal cues). Navarro’s key assertion that ’you 1146

must analyze behavioral clusters rather than sin- 1147

gle behaviors’ has been emphasized by researchers 1148

including Paul Ekman, Mark Frank, and Aldert 1149
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Vrij (Ekman et al., 1991; Hartwig and Bond, 2014).1150

His research (Navarro and Schafer, 2001) has1151

been extensively used in FBI and police investi-1152

gations, while studies have shown the correlation1153

between unconscious body signals and psychologi-1154

cal states (Marono et al., 2017). His observations,1155

such as foot direction indicating anxiety (Elviti-1156

gala et al., 2020) and lip-biting patterns (Kovačić,1157

2024), have been validated by subsequent research1158

in nonverbal communication.1159

C.3 Movie Clips1160

The use of movie clips as data sources for NVC1161

analysis is tested in several investigations. Film1162

scenes provide controlled yet naturalistic envi-1163

ronments for observing human nonverbal behav-1164

ior, as evidenced by widely-used datasets like1165

AFEW (Dhall et al., 2011) and CAER (Lee et al.,1166

2019). While acknowledging that scripted interac-1167

tions differ from spontaneous ones, research has1168

shown that well-acted scenes effectively capture1169

essential nonverbal human behaviors (Hołobut and1170

Rybicki, 2020). The multimodal nature of film data1171

- synchronizing facial expressions, gestures, and1172

vocal intonations - makes it valuable for compre-1173

hensive NVC analysis (Ewata, 2016). Comparative1174

analyses between scripted and spontaneous inter-1175

actions have identified specific differences (Pilán1176

et al., 2023), allowing researchers to account for1177

these variations in their methodologies while lever-1178

aging the advantages of multimodal data available1179

through film sources.1180

D Example of Model Answer1181

Dialogue
S0: You’re sheltering enemies of the state, are you
not?
S1: Yes.
S0: You’re sheltering them underneath your floor-
boards, aren’t you?
S1: Yes. [__]
S0: Point out to me the areas where they’re hiding.
S1: (Pointing with finger)

Options
0: Feeling comfortable or attracted to someone
1: To emphasize or affirm what is being said
2: Internal conflict
3: Trying to absorb more light

Groundtruth: 2 Answer: 1

Table 6: Example of an incorrect output by GPT-4o,
illustrating its inability to comprehend multimodal data
in a human-like manner.
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Figure 6: A labeling interface we use for §6.

Variables: explanation, options

Given the explanation of a nonverbal cue, please provide a plausible nonverbal cue from the options.

[Explanation]: {explanation}
[Options]:
{options}

Please answer with only the number (0-3).

Variables: nonverbal_cue, options

Given a nonverbal cue, please choose the most plausible explanation from the options.

[Nonverbal Cue]: {nonverbal_cue}
[Options]:
{options}

Please answer with only the number (0-3).

Variables: nonverbal_cue, explanation

Given a nonverbal cue and explanation, please determine if the explanation is valid.

[Nonverbal Cue]: {nonverbal_cue}
[Explanation]: {explanation}

Please answer with only the label (valid/invalid).

Table 7: Prompts to test LLMs in §3.
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Variables: dialogue, options, max_option, video_frames

Given a dialogue scenario and video frames of a nonverbal cue notated by <VIDEO> tags in the dialogue, which
explanation best describes the meaning of this nonverbal cue in this context?

[Dialogue]
{dialogue}

Choose the most appropriate explanation from the options below:
{options}

Answer with the number only (0-{max_option}).

Variables: dialogue, options, max_option, video_frames

Given a dialogue scenario and video frames of a masked nonverbal cue (__) notated by <VIDEO> tags in the dialogue,
which explanation best describes the meaning of this nonverbal cue in this context?

[Dialogue]
{dialogue}

Choose the most appropriate explanation from the options below:
{options}

Answer with the number only (0-{max_option}).

Table 8: Prompts for Dialogue-based Nonverbal Cue Understanding Tasks for VLMs in §6. The video_frames
variable is a set of image frames that is directly input to model.
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Figure 7: Body part categories in the data
source (Navarro, 2018). For each nonverbal sign (e.g.,
Nose brushing), possible explanations are paired (e.g.,
Stress or discomfort, Questionable). We decompose the
possible explanation into multiple elements.
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Variables: mental_state, dialogue, options, max_option

Given the person’s mental state and a conversation with a masked nonverbal cue (__), choose the most appropriate
nonverbal cue that fits this mental state.

[Mental State]
{mental_state}

[Dialogue]
{dialogue}

Choose the most appropriate nonverbal cue from the options below:
{options}

Answer with the number only (0-{max_option}).

Variables: mental_state, dialogue, explanation, cue

Given the person’s mental state and their nonverbal cue, determine if this explanation about the nonverbal cue is valid.

[Mental State]
{mental_state}

[Dialogue]
{dialogue}

Is this explanation [{explanation}] about the nonverbal cue [{cue}] valid based on this mental state? Answer
with only ’valid’ or ’invalid’.

Variables: mental_state, dialogue, cue, options, max_option

Given the person’s mental state and their nonverbal cue, which explanation best describes the meaning of this nonverbal
cue?

[Mental State]
{mental_state}

[Dialogue]
{dialogue}

[Nonverbal Cue]
{cue}

Choose the most appropriate explanation based on this mental state from the options below:
{options}

Answer with the number only (0-{max_option}).

Table 9: Prompts to test LLM performance in §5.
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Variables: cue, interpretation, category

Analyze how the interpretation of nonverbal cues changes based on the SPEAKING model components. For each case:
Valid Context: Describe a situation where the nonverbal cue validly represents the given interpretation.
Invalid Contexts: Then describe how changing each SPEAKING component individually could invalidate this
interpretation.

[Nonverbal Cue]: {cue}
[Possible Interpretation]: {interpretation} ({category})

Valid Context:

Variables: situation_description, nonverbal_signs

Given nonverbal signs and situation descriptions, please generate a dialogue more than 10 lines.

RULES:

Use all the nonverbal signs ONLY ONCE, EXACTLY SAME WITH GIVEN in the dialogue. (e.g., [Head Nodding])
- Wrap the nonverbal sign in [BRACKETS] in the dialogue.
- Do not include the nonverbal sign in the utterance. Just space it in front of the dialogue or at the end of the dialogue.
- You can include some other nonverbal cues with (parentheses).
Please make the nonverbal cue to be subtle and natural.
- It’s okay to include verbal cues contradicting the nonverbal sign (e.g., "I’m fine" [sad face]).
- DO NOT INCLUDE a direct metion of the nonverbal sign or its meaning in the dialogue, nor any other inner state of the
character.
- The nonverbal sign should be a part of the dialogue, but not the main focus.
Try to stick to the given situation but you can change detail (relation between character, location, etc.) to make validity
label more clear.
- If there are multiple settings in the situation description, you can choose or combine them as ONE which makes the
explanations valid or invalid clearly.
- Please annotate informative character name or role in the dialogue. (e.g., Alice: "Hello, how are you?", Teacher: "I’m
fine.")

[Situation Description]: {situation_description}
[Nonverbal Signs]: {nonverbal_signs}

[Step 1] Situation and Characters:

Variables: sign, explanation

Decompose the explanation of the given nonverbal sign with categorizing into one of these categories.

Disentangle a component into content (what it means), category (the mind state type), and details (probablistic situation of
condition of that mind state if it exists).
If an explanation has multiple components, separate them with two newlines.
Content and details should be brief (e.g., "Stress", "Concern", "To show respect" "Communicate Religion") and should not
contain the nonverbal sign itself.
If there is no specified detail, leave it as None.

[Categories]: Intention, Belief, Emotion, Knowledge, Desire, Percept
- Intention: A person’s planned actions or goals they aim to achieve.
- Belief: What a person holds to be true about the world, whether accurate or not
- Emotion: A person’s affective state or feelings in response to situations or stimuli
- Knowledge: Factual information or skills a person has acquired through experience or education
- Desire: What a person wants, wishes for, or hopes to obtain
- Percept: What a person is currently experiencing through their senses

[Nonverbal Sign]: {sign}
[Explanation]: {explanation}

OUTPUT:

Table 10: Prompts used to generate the dataset in §4.1.
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Figure 8: Anatomical categories in data source (Navarro, 2018) (see §2) and the five most frequent interpretations
for each category. It includes 407 NVCs, and we get 1,114 interpretations by disentanglement (the prompt is
provided in Table 10).
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Figure 9: Scatter plot of semantic embeddings of explanations from our data source (Navarro, 2018). When we
disentangle paragraphs into a list of multiple possibilities, we found that body language can convey more information
about mental states beyond just emotions (43%) or beliefs (9%), including knowledge, intentions, desires, and
perceptions.
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Figure 10: Top 30 frequency of NVCs in OTOMvideo.
Out of the 407 predefined NVCs, a total of 167 are
utilized in the annotation process.

Figure 11: Top 30 frequency of explanations in
OTOMvideo. There are no restrictions on the formu-
lation of explanations. A total of 185 are utilized in the
annotation process.

Figure 12: Distribution of genres of movie clips utilized
in OTOMvideo. Each video is allowed to include up
to five genres, resulting in a total of 484 genre counts
across 200 videos.

Figure 13: Distribution of the number of frames in
OTOMvideo. Given the conditions of 8 FPS and a 4-
second duration, a maximum of 32 frames is allowed.
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