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ABSTRACT

Existing approaches to training robust models are typically tailored to scenarios
where data variations are available in the training set. While shown effective in
achieving robustness to these foreseen variations, these approaches are ineffective
in learning unforeseen robustness, i.e., robustness to data variations with unknown
characterization or without training examples reflecting them. In this work, we
learn such unforeseen robustness by harnessing the variations in the abundant
out-of-distribution data. As we attribute the main challenge of using these data
to the domain gap, we consider using a domain translator to bridge the gap, with
which we bound the intractable robustness on the target distribution. As implied
by our analysis, we propose a two-step algorithm that first trains an equivariant
domain translator to map out-of-distribution data to the target distribution while
preserving the variation, and then regularizes a model’s output consistency on the
domain-translated data to improve its robustness. We empirically demonstrate the
effectiveness of our method in improving both unforeseen and foreseen robustness
in comparison to existing baselines. We also show that training the equivariant
domain translator serves as an effective criterion for source data selection.

1 INTRODUCTION

A desirable property that trustworthy machine learning systems should have is the robustness to
certain data variations. For example, an object classifier’s prediction should be consistent under
data variations that preserve the object’s label, such as viewpoint changes. Despite the importance,
training a model robust to unforeseen data variations is challenging. Prior work in training robust
models is typically tailored to the scenarios where the considered data variation is foreseen, i.e., either
some known transformation function characterizes it or there are pairs of training examples before
and after the change to estimate it. While this is true for a few synthetic transformations, such as
noise corruption (Hendrycks & Dietterichl, 2019) or spatial transformations (Engstrom et al., 2019)),
it is rarely the case for natural variations, such as viewpoint changes (Koh et al.,|2021) or temporal
changes (Shankar et al.|[2021)), resulting in models that are robust to a limited set of data variations.

As illustrated in Figure[T} a certain type of data variation (3D viewpoint change), while unforeseen
from a given training set (CIFAR-10, depicted in blue), manifests itself as pairs of transformed
examples in the abundant out-of-distribution data (Objectron, a set of video clips showing viewpoint
changes, depicted in orange). Based on this observation, this work proposes a new approach to
learning unforeseen robustness from out-of-distribution data.

Contributions: First, we formulate the problem (§2) and identify the challenges in extending
existing approaches to our setting: (1) Model-based data augmentation methods (MBRDL |Antoniou
et al.| (2017); Robey et al.| (2020); Zhou et al.| (2022)) learn a generative model to capture the
variation on source data and then apply it to augment target data. However, the generative model
generalizes poorly when the domain gap is large and encounters intrinsic challenges in modeling data
variations with multi-modal distributions (Salmona et al.| |2022). (2) The semi-supervised consistency
regularization(UDA Xie et al.|(2020); Sohn et al.| (2020)) directly learns robustness from source data,
circumventing the challenge of modeling data variations. Nevertheless, the robustness learned from
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Figure 1: Illustration of our method and two existing methods extended to our setting. The arrowed
line denoting the variation ¢ is solid if the variation is foreseen and dashed if otherwise. Our method
trains an equivariant domain translator to translate source data to resemble the target while preserving
the variation, and then learns the robustness from the translated data (depicted in green). The shown
pair of images outlined in green is generated by our trained domain translator.

the source data does not necessarily generalize to the target, resulting in models with sub-optimal
robustness in the presence of domain gaps.

Second, identifying the domain gap as the primary cause of the underperformance of previous
methods, we analyze the problem with an auxiliary domain translator bridging the gap (§2.1). Given
any domain translator, i.e., a mapping on the input space, we provide an upper-bound of the robustness
loss on the target distribution which benefits from a domain translator that is both equivariant —
data-transforming an example first and then domain-translating it gives a similar output as domain-
translating the example first and then data-transforming it, and accurate — the domain-translated
source distribution has a low Wasserstein-1 distance to the target distribution.

Third, as implied by our analysis, we propose a two-step method (§3)): (1) training a domain translator.
To make it accurate, we train it under the supervision of a Lipschitz-regularized domain discriminator,
following WGAN (Arjovsky et al.,|2017). To make it equivariant, we encourage a learnable feature
extractor to extract the same transformation information from the transformed source example pairs
before and after domain translation — a new heuristic method with clear intuition if we hard-engineer
the feature extractor (e.g., using an optical flow estimator). (2) Using consistency regularization on
the domain-translated source data to improve a model’s robustness.

Fourth, we empirically evaluate our method for image classification tasks on a combination of seven
source datasets, two target datasets, and two types of data variations (§4). We first verify that our
method indeed learns equivariant and accurate domain translators. Then, we show the effectiveness
of our method in learning unforeseen robustness compared to other baselines, and further support
it by ablation studies. As a by-product, we also show that the training result of the equivariant
domain translator correlates strongly (R=0.91) with the robustness benefit of a certain source dataset,
indicating its usefulness as a source dataset selection criterion.

Fifth, we demonstrate the practical importance of our method by applying it to two real-world tasks.
First, we learn the unforeseen 3D viewpoint change robustness on CIFAR-10 and show the improved
robustness using some proxy geometric transformations. Second, we leverage out-of-distribution data
to further improve the foreseen robustness on the target, achieving better robustness, in-distribution
generalization, and out-of-distribution generalization.

2 PROBLEM ANALYSIS: ROBUSTNESS FROM VARIATIONS ON SOURCE

This section formulates and analyzes the problem of learning unforeseen robustness from out-of-
distribution data. In this problem, we are given some target examples {x;} sampled from the target
data distribution P on the input space X'. We consider X' to be R?. In addition, we are given some
source examples {u;} sampled from the source data distribution Q on X. We do learning over a
family of models {f : X — R¥} which map examples in X to k-dimensional output vectors.

Data variation. We consider data variations that can be represented by some (possibly unknown) data
transformation function ¢ : 7 x X — X, where T is the space of transformation parameters. Some
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examples are group actions with 7 being some group, noise corruption, and 3D viewpoint change
projected to the 2D pixel space (given that ¢ models the stochasticity). As we focus on random data
transformation, we also consider some transformation parameter distribution T on 7. We assume
that the data variation is unforeseen, i.e., we neither know the explicit data transformation function
nor have transformed target example pairs {(z;, ¢¢,(x;))}. Instead, given the source examples
{u;}, we have finite (e.g., variations extracted from a video clip) or infinite (e.g., synthetic data or
transformations) transformed versions {¢¢,; (w;) }, where ¢;; is sampled from T.

Robustness. We consider model robustness to random data transformations. We measure the
consistency of two model outputs using some loss function ¢ : R¥ x R* — R that satisfies the
triangle inequality £(v,v"") < £(v,v")+£(v',v"), Vv € R*. Examples of such loss functions include
zero-one loss {o.1 (v, v') = 1{arg max, v; # arg max; v, }, £, loss £,(v,v’) = ||lv — v||,, for some
p > 1, and some f-divergences such as the square root of JS-divergence (Endres & Schindelin, 2003).
Given such a loss function, we define the following robustness loss.

Definition 2.1 (Robustness loss). Let ¢ be some transformation function and T be the distribution
of transformation parameters. Then the robustness loss of a model f on the data distribution P is

defined as Ly(f,P) = Ea~p it [((f(2), f(¢e(x)))].

Note that the robustness loss is label-agnostic, making it well-defined on domains with different label
sets. Similar robustness notions also appear in [Hendrycks & Dietterich (2019) and Zhou et al.| (2022).

Goal. Given target {x; } and source examples {u;} with their transformed versions {¢;, (u;)}, our
goal is to learn a model f that minimizes the robustness loss on the target distribution L(f,P) and
some other given loss defining the primary task. For classification tasks, the significance of minimizing
the robustness loss is that small robustness loss and small classification loss Egp ¢t~ [fo-1(Y, f())]
are sufficient to guarantee small robust classification 1oss Eg~p ¢t~ [£0-1(Y, f(¢¢(x)))], where €. is
the zero-one loss and y is the ground-truth label of .

2.1 BOUNDING ROBUSTNESS WITH DOMAIN TRANSLATOR

This section suggests using transformed source example pairs to improve the unforeseen robustness
on the target distribution, given that direct optimization is infeasible. We use {5 : X — R to denote
the function ¢ (z) := E¢~r[l(f (), f(¢e()))], which intuitively measures the robustness loss of
the model at a given example. Given some (measurable) function § : X — X, we use {4 Q to denote
the push-forward probability distributionof Q on X'. We use W; to denote Wasserstein-1 distance.
The proposition below, proved in Appendix upper-bounds the robustness loss on the target
distribution by three terms illustrated in Figure[2]

Proposition 2.2. We assume that / ¢ is Lipschitz uniformly over all models f, with a (possibly infinite)
Lipschitz constant ||¢||.. Then for any (measurable) function £ : X — X, the following holds:

Ly(f,P) < I + I + I3, 2.1

where It = Ey~q,tnT [E(f(f(u)), f(&o ¢t(u)))]’ _
I = Bu~gi~t [L(f(E0 ge(w)), f(de0&(w)))],  Is = [[€].W1(P, 4Q).

We can intuitively interpret £ as a domain translator

which translates a given source example into another ’S(l‘i__’f_’lol
example that resembles target examples. /; measures r
the model’s consistency loss on the domain-translated I

example pairs, which is estimable using source examples.

I measures the model’s consistency loss on the ground- ~ © & I VS J
truth transformed example and its approximated version peo&w) &Eode(uw) ¢e(u)
from the domain translator, which can be minimized P £,Q Q
if the domain translator is equivariant. I3 measures "
how well the push-forward distribution approximates  Figure 2: Illustration of our proposition.
the target distribution.

Compared to style transfer, this domain translation is un-paired and does not need to preserve the
underlying concept class. Below, we remark on two properties of the domain translator.
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Equivariant domain translator minimizes />. Note that any domain translator ¢ satisfying & o
d1(u) = ¢y 0 &(u) (almost surely with respect to P x T) is sufficient to minimize the term I for any
model f (assuming £; has bounded range). Such ¢ is said to be equivariant if ¢ belongs to a group
with ¢; being the group action. Nevertheless, we abuse the notion and refer to any £ approximately
satisfying this property (measured by some loss) as being equivariant.

Accurate domain translator minimizes /5. Note that any domain translator ¢ pushing the source
distribution to match the target distribution accurately such that W1 (P,£4Q) = 0 is sufficient
to minimize the term I to zero for any model f (assuming bounded ||/||.). We refer to any &
approximately satisfying this property as being accurate.

The above two remarks imply that we can learn an equivariant and accurate domain translator to
minimize I5 and I3 independent of the model f, which motivates our two-step algorithm in the next
section. We empirically demonstrate the existence of such domain translators for certain datasets and
leave further existence discussion to Appendix [B.2}

3 THE TWO-STEP ALGORITHM FOR LEARNING UNFORESEEN ROBUSTNESS

Step one: training equivariant domain translator. As a simpler case, we first propose the
training objective of the equivariant domain translator when we know the transformation function
characterizing the considered data variation (e.g., in the semi-supervised data augmentation setting):

min Wi(P.4Q) + 1 B JE [6(€ 0 de(u), de 0 E(u))], 3.1

where the first term minimizes I3, encouraging accurate domain translation, and the second term
minimizes [5, promoting equivariance. A balances these two objectives.

To optimize the first term, we follow WGAN (Arjovsky et al.l|2017) and train the domain translator &
under the supervision of an auxiliary domain discriminator that has regularized Lipschitz constant.
To estimate and optimize the second term, we sample one transformation parameter for each source
example, and then do domain translation followed by transformation to get ¢, o {(u), and trans-
formation followed by domain translation to get £ o ¢¢(u). We encourage the domain translator to
generate examples such that the two terms are similar according to some loss such as ¢5. We use the
encoder-decoder architecture from the style transfer literature to implement the domain translator.

Heuristics for learning equivariance. When learning unforeseen robustness, we only have some
transformed source example pairs {(u;, ¢¢, (u;))} without knowing the underlying data transforma-
tion function ¢. This poses a challenge to learning equivariant domain translator ¢ since we cannot
transform a domain-translated example £(u) to get ¢¢ o £(u) in Eq. Nevertheless, some work
shows that given the transformed example pairs {(u;, ¢, (u;))} and the corresponding transformation
parameters {¢; }, we can empirically encourage a model to be equivariant to the transformation ¢; by
predicting the transformation parameters {¢;} (Lenc & Vedaldi, 2019; Qi et al.,|2019; [Dangovski
et al.,[2022)). Since the transformation parameters may be unknown for unforeseen variations, we
propose a new heuristic method to encourage the equivariance, requiring only the transformed source
example pairs and their domain-translated counterparts.

Figure [3]illustrates the method. The projector, whose
architecture refers to |Qi et al.| (2019), inputs the origi-
nal example u and its transformed version ¢.(u) and
outputs a vector z;. Intuition is that z; may contain the ¢

encoded transformation parameter, which is particularly Shared p;mmm Cosine similarity
true when the projector is a hard-coded model like an
optical flow estimator. An equivariant domain transla-
tor should output the domain-translated pair {(u) and  |¢(pw)
&(¢¢(u)) that contain the same encoded transformation
parameter. Thus, we encourage z; and z; to be simi- Figure 3: Our proposed heuristic method
lar, which is implemented with a predictor to prevent for encouraging the equivariance.
degeneration (referring to SimSiam (Chen & He} 2021))).

Projector

-

{Ol

Projector
- X
Stop-grad

To train the domain translator, we substitute the second term in Eq. @] with the cosine similarity term
shown in the figure, and optimize Eq.|3.1|jointly for the domain translator, projector, and predictor.
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Table 1: Results of classifiers trained using different
methods and source datasets. The target dataset is
CIFAR-10 and the data variation is RandAugment.
The oracle method does consistency regularization
directly on the target dataset.

® @ 9
8 & 8

Robust Accuracy

70 A ERM

Robustness Accuracy 65 - ng

Method Src RC (%) R (%) S (%) 885 89.0 89.5 90.0 90.5
Standard Accuracy

ERM / 79.1+0.2 82.5x0.2 89.0x02
MBRDL SVHN 68.7+04 77.4%03 78.9+03 Figure 4: Robust vs. standard accuracy of
UDA SVHN 82.3:02 85.5x03 882x03  classifiers trained with different consistency
Ours SVHN 832:03 86703 899202  regylarization weights. We gradually increase
MBRDL STL10 72.1:04 788=%03 82.9+03 (denoted by the arrow) the weight from O to
UDA STLI0  85.8x0.3 89.5+02 89.9x03 5 producing different classifiers whose results
Ours STLI0 878x02 915:03 910203 e denoted by dots. The pair of dots connected
Oracle  / 9L.7x01 94.8=0.2 93.3x01 by a dashed line have the same weight setting.

Step two: learning robust model. Our goal is to improve the robustness while doing some primary
task. As an example, we consider the classification task with some given classification 10ss Lcjassifier-
Based on Proposition [2.2] with the trained domain translator minimizing I> and I3, we proceed to
learn a robust classifier f that minimizes I; and Ljagsifier While keeping the translator frozen.

For notation simplicity, we write I as a functional of f and £&. We use £* to denote the trained
domain translator, and use &4 to denote the identity domain translator which maps any example to
itself (perfectly equivariant but not accurate). Then, the training objective is

In}n Lclassiﬁer(f) + )\1I1(fa g*) + )‘2-[1 (fv gid)7 (32)

where \; and )\, are weight hyperparameters. We include the last term, which is essentially consis-
tency regularization on source data, since we observe that additionally optimizing sometimes yields
the best result. Note that UDA can be viewed as a special case of our method (A; = 0, Ay = 1).

4 EMPIRICAL EVALUATION

This section empirically evaluates our method’s effectiveness to learn unforeseen robustness in image
classification tasks, using two target datasets, six source datasets, and two data variations. Due to
space limitations, we defer experimental details to Appendix [E]and more results to Appendix[C]

Training equivariant domain translator. We first show that our heuristic method effectively learns
accurate and equivariant domain translators. We compare three methods in training domain translators:
(1) Standard (Std) which does not encourage equivariance (A = 0); (2) Equivariant-Groundtruth
(EqGt) which encourages equivariance using the groundtruth data transformation function; (3)
Equivariant-Heuristic (EqHe) which encourages equivariance using our proposed heuristic method.
We defer the results to Appendix [C.1]

Learning robust classifiers. Next, we compare our method with three baselines in training robust
classifiers: MBRDL (Robey et al., 2020), UDA |Xie et al.[(2020), and empirical risk minimization
(ERM). We evaluate the trained classifiers using three metrics: (1) Robust accuracy (R) measures
the probability of a model preserving its prediction under input variations; (2) Robust Classification
accuracy (RC) measures the probability of a model predicting the correct label under input variations;
(3) Standard accuracy (S) measures the probability of a model predicting the correct label. Unless
otherwise specified, our method uses the EqHe-trained domain translator in all experiments.

Our method excels in learning unforeseen robustness. Despite the stark dissimilarity between SVHN
and CIFAR-10, Table [T] shows that our method and UDA can harness the variations on SVHN to
improve the robust classification accuracy on CIFAR-10 by 4.1% and 3.2%, respectively, indicating
the feasibility of learning unforeseen robustness from out-of-distribution data. Given that the consis-
tency regularization in UDA and our method introduces an additional weight hyperparameter, we
present comparisons in Figure ] varying this weight. For both methods, we observe two stages as the
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v EqHe &83.2 89.9 87.8 91.0 = . & o A . e
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v oox 82.3(10.9) 882 858(120) 89.9 DT-EqHe-FID oT-S16FID .
X X 79.1(L4.1) 89.0 79.1(L87) 89.0 Figure 5: The correlation results for three

Table 3: Robust classification accuracy under six
geometric data transformations, which serves as a
proxy for 3D-viewpoint-change robustness.

source dataset selection criteria.

RC (CIFAR10)

R (CIFAR10)

S (CIFAR10)

Variations ERM (%) UDA (%)  Ours (%) S (PO

— 00D S (CIFAR10.2) DA
Affine 66.0 68.0 (12.0) 68.9(12.9) DA L0
Rotate 79.1 80.7(11.6) 82.4(13.3) S (CIFAR10-C) s DA+UDA
Perspective 53.8 59.4 (T '-)()) 64.3 (T 10.5) 80.0 825 850 875 90.0 925 950 975 100.0
Crop 83.1 85.0 (1 1.9 85.6(12.5)
Fisheye 43.3 43.6(10.3)  46.8 (13.5) Figure 6: Our method improves robustness and
Plate Spline 79.0 81.6 (12.6) 81.7(12.7)

generalization for foreseen variations.

regularization weight increases. In the first stage, higher weights lead to improvements in both stan-
dard and robust accuracy. In the second stage, however, raising the weight improves robust accuracy
while harming standard accuracy, leading to a trade-off between the two objectives. Nevertheless,
our approach outperforms UDA across all weight settings and achieves a superior Pareto-optimal
in the second stage. Table[2] shows the ablation study results of our method. Both EqGt and EqHe
outperform Std and the one not using the domain translator (fourth row), which underscores the
significance of the equivariant domain translator.

Source dataset selection. When learning unforeseen robustness, the lack of target data variations
precludes the use of cross-validation for selecting suitable source datasets. In this case, we compare
three available selection criteria: (1) DT-EqHe-FID trains an EqHe domain translator and computes
the FID between the target dataset and the domain-translated source dataset. (2) DT-Std-FID is the
same but uses an Std-trained domain translator. (3) Naive-FID directly computes the FID between
the target and the source datasets. All three criteria favor selecting source datasets with a smaller
FID. Figure [] shows that whether using our method or UDA, DT-EqHe-FID exhibits the highest
correlation among the three, highlighting its effectiveness as a source dataset selection criterion.

5 APPLICATIONS

Learning unforeseen robustness to natural variations. We apply our method to learn 3D-viewpoint-
change robustness on CIFAR-10. To this end, we use the Objectron dataset (Ahmadyan et al.,[2021)
as source data, which contains video clips reflecting 3D viewpoint changes in real-world settings. We
generate transformed pairs by randomly selecting an anchor frame and its adjacent frames. Since
direct evaluation of 3D-viewpoint-change robustness on CIFAR-10 is infeasible, we evaluate the
robustness to six common geometric transformations as a proxy. Table [3 shows that our method
achieves comprehensive improvements in robustness and outperforms UDA.

Improving Foreseen Robustness and Generalization. Next, we evaluate if our method is useful
when the variations are foreseen. To this end, we train classifiers on CIFAR-10 augmented with
RandAugment, and use our method to learn robustness to RandAugment from STL-10. Figure[6]
shows that using our method further improves robustness, in-distribution, and out-of-distribution
generalization, outperforming UDA in the same setting.
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A RELATED WORK

Semi-supervised consistency regularization. A large body of work uses consistency regularization
for semi-supervised learning (Sohn et al.| (2020))), achieving state-of-the-art results in generalization.
The key idea is to do supervised learning on the labeled data while regularizing the model to predict
consistently on the unlabeled data, which potentially expands the labeled region and thus improves
generalization (Wei et al., [2021). Despite the various goals previous work has, such as improving
generalization (Sohn et al., [2020) or improving adversarial robustness (Zhang et al.,[2019; |Alayrac
et al.,[2019; |Carmon et al., 2019; Deng et al., 2021), there is no work, to our knowledge, that learns
unforeseen robustness from out-of-distribution (OOD) data. Indeed, the OOD data with potentially
disjoint label sets in our setting pose a unique challenge that invalidates many common techniques
such as pseudo-labeling. To harness OOD data, previous work assumes some overlaps of label sets
(i.e., open-set setting, see |Saito et al.| (2021))) and then filters out “irrelevant” data (Xie et al., [2020;
Huang et al.[2022). In contrast, overlapping label sets are not necessary for learning robustness in
our setting, so we can make use of any OOD data with the desired variation.

Model-based data augmentation. Another line of work uses generative models to capture class-
agnostic data variations in the dataset and then apply the trained model to do input-conditioned data
augmentation for better robustness and generalization (Antoniou et al., [2017; [Robey et al.| [2020;
Zhou et al[2022). Modeling the variation directly from OOD data and then applying the model to
the target data encounters two major difficulties. First, while the class-agnostic data variations by
assumption generalize across classes and domains, the generative model capturing them may not,
confining previous work to train and apply the model on the same or similar dataset. If the domain
gap is large, this method can even hurt the generalization of downstream classifier. In contrast, our
domain translator is trained on and applies only to the existing OOD examples, thus avoiding this
issue. Second, using a GAN-based generative model to capture highly multimodal natural variations
faces intrinsic challenges (Tanielian et al.,[2020; Salmona et al.| 2022). Indeed, prior work showed
its limitation to capture geometric transformations like rotation (Zhou et al., [2022). Our method
addresses this challenge by relying on the ground-truth variations from the source data, resulting in
target-like rotated images as shown in the experiment.

Neural style transfer. Our approach to using a domain translator that maps source images to
approximate the target distribution, is related to neural style transfer (Gatys et al., 2015 Johnson
et al., [2016; [Huang et al., 2018} Isola et al.l [2017; |Zhu et al., 2017). The similar image-to-image
translation process allows us to take advantage of this rich literature and adapt various off-the-shelf
network architectures to implement our domain translator. However, the goals differ. Neural style
transfer aims at transferring the style of a source image to a target one while preserving some content
or the underlying label. In contrast, our domain translator does not need to preserve the content or
label but requires equivariance to the data variation.

B ADDITIONAL ANALYSIS

B.1 PROOF OF PROPOSITION[2.2]
Before giving the proof, we first state the definition of push-forward distribution, which appears in
many textbooks (see, e.g.,|Koralov & Sinail (2007)).

D~eﬁ1~1iti0n B.1 (Push-forward distribution). Givena probability space (2, F,P), a measurable space
({2, F), and a measurable mapping & : Q) — €, the push-forward distribution of P on the o-algebra
F is defined by

E4Q(A) =P(E71(A) for A€ F,

where £~ (A) := {w € Q : £(w) € A} denotes the pre-image of a measurable set A.

The proof follows from the assumptions that the loss ¢ satisfies the triangle inequality and ¢ ¥

is Lipschitz uniformly over all models f. Since we are working on (R, B(R%)) with functions
implemented by neural networks (with continuous activation functions) and common losses, we omit
the measurability issue.
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Proof. First, since ¢ is non-negative, by Tonelli’s theorem, we have

LR = E [, foa))] = B (0],
where (7 (x) := Eer[l(f (), f(de()))].

Then, since /; is uniformly Lipschitz with a Lipschitz constant ||¢|, by Kantorovich-Rubenstein
duality theorem (see, e.g., (Villani, 2021)), we have
E_[f;(z)] — Eo [Ur(@)] < [l W1i(P,64Q).

TEy

z~P

Thirdly, since £4Q is the push-forward distribution of Q@ through the mapping £, by change of
measure, we have

JE @] = E [Ew)]-

Lastly, since £ satisfies the triangle inequality, we have
E [0(E@)] = B B [£(Ew). f(6c0 €u)]

u~Q
< B [fE).fgoaw)] + B B [£(€0 ouw). f(6r0€w)]

Rearranging terms completes the proof. O

B.2 DISCUSSION ABOUT THE EXISTENCE OF EQUIVARIANT AND ACCURATE DOMAIN
TRANSLATORS

We discuss some of our conjectures about the existence here and leave the complete characterization
to future work. Since we use continuous maps to instantiate £, we conjecture that the equivariant
domain translator does not exist if the support of the source data distribution, after being expanded
by the transformation, has a smaller intrinsic dimension (see, e.g., [Pope et al| (2021); [Salmona
et al.| (2022)) than that of the target. Indeed, we empirically observe that for some source and target
datasets such as SVHN to CIFAR-10, training the domain translator yields a trade-off between the
equivariance and the approximate performance, but such trade-off mitigates if we swap the source
and target datasets. Interestingly, this existence issue seems to enable us to use the training result of
an equivariant domain translator as the source selection criterion.

C ADDITIONAL RESULTS

C.1 TRAINING EQUIVARIANT DOMAIN TRANSLATOR

We first show that our method learns equivariant domain translators. We compare three methods:
(1) Standard (Std) which does not encourage equivariance (A = 0 in Eq. , (2) Equivariant-
Groundtruth (EqGt) which encourages equivariance using the groundtruth data transformation func-
tion, and (3) Equivariant-Heuristic (EqHe) which encourages equivariance using our proposed
heuristic method. We use mean-squared-error (MSE) loss to evaluate and regularize equivariance,
and use Fréchet Inception Distance (FID,|Heusel et al.|(2017)) to evaluate how well the translated
source data approximate the target data (smaller values are better for both).

Figure[7show the results when using CIFAR-10 as the target, SVHN as the source, and RandAugment
(Cubuk et al.}2020) as the variation. The shown FID and MSE results are evaluated on all training
data. The left-hand label of each row indicates how the images in that row are acquired. Each row’s
result corresponds column-wise.

Despite the stark dissimilarity between SVHN and CIFAR-10 (FID=130.7), all three domain transla-
tors successfully translate SVHN to resemble CIFAR-10 (with FIDs < 30), demonstrating that our
method learns accurate translators.

With similar FIDs, EqGt and EqHe achieve much lower equivariance loss (0.4 and 0.8, respectively)
compared to Std (3.3), demonstrating that our method learns equivariant domain translators. The

12



Workshop on the pitfalls of limited data and computation for Trustworthy ML, ICLR 2023

Source data

FID=130.7

FID=23.3

MSE=3.3

FID=29.0

MSE=0.4

FID=27.5

MSE=0.8

Figure 7: Training results of different domain translators £, including quantitative results and some
input-output examples. The target dataset is CIFAR-10, the source is SVHN, and the considered
variation ¢ is RandAugment. The label on the left of each row indicates how the images of that row
are calculated, and the results correspond column-wise. FID measures the similarity to the target data,
MSE loss measures the equivariance, both are smaller the better. While all three domain translators
well-translate the source data to be target-like, only EqGt and EqHe well-preserve the variations
(highlighted in orange boxes). Note that the shown FID and MSE losses are evaluated on all training
data.

orange boxes highlight the images where we can visually discern improved equivariance. EqHe
preserves various transformations in RandAugment, similar to EqGt, but without knowing ground-
truth transformation functions or parameters, showing its effectiveness.

C.2 VISUALIZING THE RESULTS OF EQUIVARIANT DOMAIN TRANSLATOR

We show the outputs of our domain translators in Figure[8] [0]and[T0] Results demonstrate that our
method can effectively translate the source data to be target-like. The trained domain translator also
well-preserve the variations including random rotation, RandAugment, and 3D-viewpoint change.
Therefore, we are able to do consistency regularization with the target-like images and the transformed
version of them, so that to train a robust classifier under unforeseen variations. We notice that domain
translators trained with different source dataset have different performances. As discussed in Section[4}
the source dataset’s distance to the target dataset correlates with the performance. Additionally, if the
source dataset is much “simpler” than the target one, such as MNIST and SVHN, it is very difficult for
the domain translator to cover the whole manifold of the target distribution, and to preserve complex
variations such as RandAugment (especially the color change) on MNIST. One interesting future
work is to take the intrinsic dimension of the dataset into consideration.

C.3 RESULTS ON CIFAR-100
Table shows the results on CIFAR-100 where we use SVHN, STL10 and CIFAR-10 as the source

data. Data variation is the RandAugment. We get consistent results where our method excels over
other methods in robustness and accuracy.
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(b) STL10 as the source dataset. Random rotation as the variation.

Figure 8: Results of our method with random rotation as the input variation. We use CIFAR-10 as the
target dataset. z denotes the source data, ¢ denotes the variation, i.e. random rotation, and £ denotes
EqHe, the domain translator trained with the heuristic method. By comparing £(z) with CIFAR-10
data, results indicate that our method can effectively translate the source data to be target-like. By
comparing between & o ¢(z) and ¢ o £(z), which are expected to be similar, our domain translators
well-preserve the variations.

Table 4: Results of classifiers trained using different methods and source datasets. The target dataset
is CIFAR-100 w/o data augmentation and the data variation is RandAugment. We show here for
reference the oracle method that does consistency regularization directly on the target dataset.

Robustness Accuracy
Method Src RC (%) R (%) S (%)
ERM / 48.8+0.1 57.2+0.2 62.9%0.3
MBRDL SVHN 36.9+0.4 55.3+05 52.4+03
UDA SVHN 51.7+0.2 61.6+02 63.2+0.4
EDT (Ours) SVHN 53.2+0.3 63402 64.1=+03
MBRDL STL10 39.6+0.3 56.1+0.3 56.1+0.2
UDA STL10 55.9+0.3 67.1+02 64.1+0.3
EDT (Ours) STL10 583+03 70.0+0.3 65.1x0.3
MBRDL CIFAR-10 39.6+04 584+0.3 56.2+0.3
UDA CIFAR-10 56.5+0.2 68.3+0.2 63.8+0.3
EDT (Ours) CIFAR-10 59.0+02 71.2+03 64.5:0.2
Oracle / 70.9+0.2 82.1+0.2 73.6+0.2

C.4 PROBLEMS OF MBRDL

Figure[TT]and [I2] shows the performance of the variation simulator learned by MBRDL. We can see
that the MBRDL suffers from two problems. Firstly, it is hard to learn a good variation simulator. As
(2022) observed and as shown in Figure[IT] brightness change and color change are easy
to learn but geometric transformations such as rotation are hard to learn. The complex variations such
as RandAugment are even harder. Secondly, the learned variation simulator has poor generalization
ability. Figure[I2](a) and (c) show that the variation simulator which is trained on the source data
performs well on the source data. However, (b) and (d) show that the variation simulator performs
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(d) MNIST as the source dataset. RandAugment as the variation.

Figure 9: Results of our method with RandAugment as the input variation. We use CIFAR-10 as the
target dataset. z denotes the source data, ¢ denotes the variation, i.e. RandAugment, and £ denotes
EqHe, the domain translator trained with the heuristic method. By comparing £(z) with CIFAR-10
data, results indicate that our method can effectively translate the source data to be target-like. By
comparing between & o ¢(z) and ¢ o £(z), which are expected to be similar, our domain translators
well-preserve the variations in most cases.
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Figure 10: Results of our method with 3D-viewpoint change as the input variation. We use CIFAR-10
as the target dataset and Objectron as the source dataset. z denotes the source data, ¢ denotes the
variation, i.e. 3D-viewpoint change, and £ denotes EqHe, the domain translator trained with the
heuristic method. By comparing £(z) with CIFAR-10 data, results indicate that our method can
effectively translate the source data to be target-like. £ o ¢(z) shows that the domain translator
well-preserves the 3D-viewpoint change. For example, in the fourth column, two cars generated by
&(z) and € o ¢(z) well-preserve the viewpoint change that exits in two chair images (i.e. z and ¢(z)).
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(d) Apply rotation simulator learned on STL10 to CIFAR10.

Figure 11: Results of MBRDL with random rotation as the input variation. In every subfigure, the
first line shows the original images and the second line shows the transformed ones using the learned
variation simulator.

badly when directly applied to the target data, resulting in blurred images or content-changed images.
We suspect that it is because the variation is very hard to learn and it is even harder to learn a variation
simulator that is disentangled from the source data. The problems get severe when the target domain
and the source domain are far from each other. This explains why MBRDL hurts the robustness and
accuracy in our experiments.

D LIMITATIONS AND SOCIETAL IMPACT

This work introduces a new approach to expanding a set of data variations that a model can learn.
Unlike the prior work that trains models robust to foreseen data variations, we provide a way to
expand the robustness to unforeseen data variations by harnessing out-of-distribution data (that may
not have labels). This has been known as challenging due to the domain gap between the training
data distribution of our interest and the source out-of-distribution data, but we introduce an approach
to bridge this gap by training an accurate, equivariant domain translator. The domain translator can
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(d) Apply RandAugment simulator learned on STL10 to CIFAR10.

Figure 12: Results of MBRDL with RandAugment as the input variation. In every subfigure, the first
line shows the original images and the second line shows the transformed ones using the learned
variation simulator.

produce transformed source data and contribute to improving unforeseen robustness while training a
classifier with consistency regularization. As (out-of-distribution) data becomes more abundant, our
work is potentially practical and useful in many real-world settings.

However, the cardinality of a set of data variations available in the real world is infinite, and this
opens-up future work opportunities. A question that our work left for future work is how we can train
arobust model to cover such infinite data variations. We may find a data variation representing a group
of data variations, such as 3D-viewpoint-changes, that may introduce the robustness to 2D rotations.
Considering data variations during training generally leads to more computations; thus, reducing
the number of variations can contribute to efficient deep-learning practices. This also suggests that
evaluating the unforeseen robustness that a model learns is challenging. In our experiments, we use
the surrogate transformations that (approximately) represent the original unforeseen robustness, but
to precisely quantify the effectiveness of robust training methods, we encourage the community to
have validation data with a broader set of data variations.

We also found that the computational demands for training an accurate, equivariant domain translator
are higher than training robust models with some regularization techniques. Given the community has
a great interest in sustainability, there could be a potential concern about improving robustness with
generative models. However, we argue that this is not the only concern for our method, but generally,
any techniques that use recent generative models, such as diffusion models, could fall into the same
category. We, therefore, leave improving the computational efficiency of our method as future work.

E DETAILED EXPERIMENTAL SETUP

Setup. Our target datasets are CIFAR-10 and CIFAR-100, and we choose the source dataset
from SVHN, STL-10, CIFAR-100, MNIST, CelebA, and Caltech-256. We have source datasets
perceptually very different from the targets, such as MNIST or CelebA, reflecting real-world scenarios.

We consider two data variations where we know the transformation functions: (1) RandAug-
ment (Cubuk et al.| [2020), containing a random combination of 14 random transformations, spanning
from geometric transformations to color space changes, and (2) random rotation that we use for
verification due to its simplicity. To simulate the unforeseen robustness setting, we only use the
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transformation function on source data during training. We will evaluate our algorithm against
unknown transformation functions in §3]

Datasets. In Section@ We use CIFAR-10 and CIFAR-100 (Krizhevsky et al.,[2009) as target datasets
and SVHN (Netzer et al.,[2011)), STL-10 (Coates et al.,[2011)), CIFAR-100, MNIST (Deng, [2012),
CelebA (Liu et al., [2015), and Caltech-256 (Griffin et al.). When training domain translators, we
only use unlabeled images from the source and target. In Section[5] we use Objectron (Ahmadyan
et al.}[2021) as the source dataset to learn 3D-viewpoint-change robustness. Objectron is a collection
of short, object-centric video clips. We randomly sample several frames from each clip as the
anchor images and randomly sample frames in a range of 10 frames as the 3D-viewpoint changed
images. We use such pairs to do 3D-viewpoint change consistency regularization. To evaluate the
out-of-distribution generalization of classifiers trained on CIFAR-10, we use CIFAR-10.1 (Recht
et al., 2018), CIFAR-10.2 (Lu et al.; [2020), and CIFAR-10-C (Hendrycks & Dietterichl [2019)) as
the ood datasets. CIFAR-10.1 and CIFAR-10.2 are sampled from TinyImageNet (Le & Yang, [2015)
with the same classes of CIFAR-10. CIFAR-10-C is a collection of a corrupted version of CIFAR-10
under 15 types of corruption.

Data variations. In Section[4} we use RandAugment and random rotation as the variations. Ran-
dAugment contains 14 candidate transformation functions: “ShearX”, “ShearY”, “TranslateX”,
“TranslateY”, “Rotate”, “Brightness”, “Color”, “Contrast”, “Sharpness”, “Posterize”, “Solarize”,
“AutoContrast”, “Equalize”, and “Identity”. When using RandAugment, a composition of two ran-
domly selected functions are applied to the images. For random rotation, we use [—30°, 30°] random
rotation. Although the rotation is simply defined, it cannot be modeled by existing model-based meth-
ods that use MUNIT-like architectures (Zhou et al.,[2022)). In Section E], we consider 3D-viewpoint
change as the unforeseen variation. We randomly select two nearby frames from one video clip as
the two 3D-views of one object. Since we could not evaluate the model robustness to 3D-viewpoint
change on the target data (CIFAR-10), we use six proxy transformations to estimate the 3D-viewpoint
robustness. Proxy transformations are geometric transformations that do warping on images, which
include “Random Affine”, “Random Rotate”, “Random Perspective”, “ Random Crop”, “ Random
Fisheye”, “Random Thin Plate Spline’ﬂ

Evaluation Metrics. We evaluate the trained classifiers with three metricsﬂ the robust accuracy,
denoted as R, measures the probability of a model preserving its output under input variations, the
robust classification accuracy, denoted as RC, measures the probability of a model predicting the
correct label under input variations, the standard accuracy, denoted as S, measures the probability of
a model predicting the correct label. During testing, we randomly sample 20 transformed versions
for each example to estimate the expectation of robust accuracy and robust classification accuracy.

E.1 OUR METHOD

We use Wasserstein GAN (Arjovsky et al.l 2017) to train a domain translator where the inputs of the
generator (i.e. domain translator) are source images and the outputs are encouraged to be similar
to the target images. We use the encoder-decoder model architecture for implementing the domain
translator (i.e. generator), which consists of two convolutional layers for down-sampling, two residual
blocks for latent propagation, and two other convolutional layers for up-sampling. The discriminator
then distinguishes the real target data from the fake ones translated from the source data. We train
generator and discriminator with adversarial training following WGAN where we use 0.01 as the
clip value of the discriminator’s weight. For training equivariant domain translator, we use the
mean-squared-error (MSE) loss for the equivariance regularization term (the second term in Eq. [3.1).
We set A = 1in Eq.[3.1]

For the robust classifier, we use ResNet18 as the architecture. Since the zero-one loss is difficult to
optimize directly, we follow the common practice of using the surrogate loss (Bartlett et al., |2006)).
We use the cross-entropy loss for training the classifier, including the robustness regularization term
I, similar to [Zhang et al.| (2019). The MSE loss and the L' norm loss are two common training

"Implementation follows https://kornia.readthedocs.io/en/latest/augmentation.module.html
Each of them can be viewed as one minus the corresponding loss (instantiated with zero-one loss) defined in
Section E}
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objectives that measure the difference between two images in the pixel space. They are used as
the reconstruction loss in VAE, CycleGAN, Diffusion Model, etc. We also tried the L' loss for the
equivariance regularization term but did not observe substantial difference. In all our experiments,
we use cross-entropy loss as the surrogate loss for training and regularizing the classifier. We set
A1 = X2 = 0.51in Eq. Since accurately estimating the W; distance for multi-dimensional
non-Gaussian distributions is difficult, we use the Fréchet inception distance (FID, see Heusel et al.
(2017)) to evaluate how well the domain translator pushes forward the source data to approximate the
target data.

E.2 MBRDL

MBRDL (model-based robust deep learning, (Robey et al.| 2020)) learns a model to simulate the
natural variation. In their paper, the variation model is learned and applied to the same domain. Their
method can easily extend to scenarios where variations are unforeseen in the target domain but is
available in the source domain. In this paper, we first learn a variation simulator with the source
data where transformed pairs are used for learning variations. We use MUNIT (Huang et al., 2018)
as the variation simulator following settings in [Robey et al.| (2020). MUNIT is first designed for
style transfer, here Robey et al.|(2020) use it for input transformation. Then, we apply the variation
simulator directly to the target data to do data variation and train robust classifiers with a consistency
regularization loss addition to the classification loss.

E.3 UDA

UDA (unsupervised data augmentation, (Xie et al., 2020)) improves the model’s robustness against
variations with consistency regularization on unlabeled data. Although the unlabeled data is very
similar to the target data and has foreseen variations in their paper, we can directly use their method
in our case. We see source data as the unlabeled data and do consistency regularization on it while
training the classifier on the target data. It’s easy to see that, UDA is a simple version of our method
where \; = 0in Eq. In our experiments of UDA, we set A\, = 1.
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