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Abstract

We investigate practical and scalable algorithms
for training large language models (LLMs) with
user-level differential privacy (ULDP). We study
variants of DP-SGD that use example-level sam-
pling (ELS) and user-level sampling (ULS). We
derive a novel ULDP accountant that computes
provably tight privacy guarantees for ELS, and
use it to show that while ELS outperforms ULS in
specific settings, ULS performs better when users
have diverse collections of examples. We validate
our findings in realistic LLM fine-tuning tasks un-
der fixed compute budgets. Our results show that
ULS is significantly better when (1) strong privacy
guarantees are required, or (2) the compute budget
is large. Our focus on LLM-compatible training
algorithms allows us to scale to models with hun-
dreds of millions of parameters and datasets with
hundreds of thousands of users.

1. Introduction

Fully realizing the promise of large language models
(LLMs) in a variety of domains may require fine-tuning
on domain-specific data (Scao & Rush, 2021; Lester et al.,
2021; Bhatia et al., 2023). In-domain data of users can be
highly sensitive (Chen et al., 2019; Xi et al., 2023; Xu et al.,
2023b), and without safeguards, using such data comes with
major privacy risks, especially since LLMs can memorize
and leak their training data (Carlini et al., 2021; 2023).

Differential privacy (DP) (Dwork et al., 2006) can mitigate
such privacy risks: it gives rigorous guarantees on privacy
leakage that can eliminate data leakage from LLMs (Carlini
et al., 2019). DP is often used to protect individual exam-
ples (example-level DP). However, when training on user

!Google Research 2IIT Madras,
Zachary Charles

“Equal contribution
Chennai India. Correspondence to:
<zachcharles @ google.com>.

Work presented at TF2M workshop at ICML 2024, Vienna, Austria.
PMLR 235, 2024. Copyright 2024 by the author(s).

data, each user may contribute multiple correlated exam-
ples. Thus, example-level DP can fail to protect user-level
privacy (Song & Shmatikov, 2019; Kandpal et al., 2023).
We therefore study practical approaches to training LLMs
with user-level DP (ULDP).

Many prior works on learning with ULDP are theoreti-
cal (Levy et al., 2021; Bassily & Sun, 2023; Ghazi et al.,
2023a; Asi & Liu, 2024), and rely on subroutines such as
outlier removal. Scaling such algorithms to LLM training
across clusters of accelerators remains challenging. Em-
pirical work on ULDP has largely focused on federated
learning (McMahan et al., 2018; Wei et al., 2021; Xu et al.,
2023b) for training small models on edge devices. By con-
trast, developing efficient ULDP training methods for LLMs
requires vastly different system considerations.

Setting. We focus on two scalable variants of DP-
SGD: DP-SGD-ELS (ELS), which applies DP-SGD with
example-level sampling and gradient clipping to pooled
user data (with each user contributing at most Ggrs); and
DP-SGD-ULS (ULS), which applies DP-SGD to user-level
gradients averaged over Gyrs examples per sampled user.
Following LLM scaling law principles (Kaplan et al., 2020),
we compare these methods under fixed compute budgets.

Contributions. We provide theoretical insights into LLM
training with ULDP. We develop a novel, provably tight DP
accountant for ELS under ULDDP, significantly outperform-
ing generic reductions. We show that while ELS may be
better in specific cases, ULS excels when user gradients are
diverse. We validate our findings through extensive experi-
ments, including a mean estimation task and realistic LLM
fine-tuning tasks. Our focus on scalable algorithms allows
us to train models with hundreds of millions of parameters
on datasets with hundreds of thousands of users.

2. Algorithms and Privacy Accounting

To define (&, 0)-DP, we use the hockey-stick divergence H,,
between distributions P, () and its symmetrization H3™:

H,(P,Q) := maxs{P(S) — aQ(S)},
HY™(P,Q) = max{H,(P,Q), H,(Q, P)}.
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Algorithm 1 DP-SGD-ELS

Algorithm 2 DP-SGD-ULS

Additional Inputs: group size Ggis,

noise multiplier ogy s, example sampling probability p

Dq, = 0 {Limit user contributions}
for each user v € [N] do
Sample S,, C D,, of size |S,| < GgLs
Dy = Dgyp U Sy
end for
B = p|Dgw| {Expected batch size}
fort=0,1,...,T —1do
> Include each example w.p. p
Sample a batch of examples S* C Dy,
> Clip & noise per-example gradients

qum = Zzgst Clip(Vf(@t, Z)a C)
g = % (9him + N (0,C?03 51a))
gttt — gt — ngt

end for

Let M be a randomized algorithm that takes in a dataset
D and returns a distribution M (D). We say M satisfies
(¢, 6)-DP under an adjacency relation “~" if

supp.pr H ™ (M(D), M(D")) < 6. (1)

We study user-partitioned datasets. Let U be a set of users.
Each u € U is associated to a non-empty, finite multiset
D,. A user-partitioned dataset is a tuple (D,U) where
UCU,|U| <oo,and D = U,ey D, is the multiset sum
of the user datasets. We define (D,U) ~yser (D', U’) if
U =UU{u}orU" = U\{u} for some u. We say that M
satisfies (g, 9)-ULDP if M satisfies (1) w.r.t. ~yger-

Algorithms. We obtain ULDP guarantees with two general-
izations of DP-SGD. The first, DP-SGD with example-level
sampling (DP-SGD-ELS, abbreviated ELS) forms a sub-
dataset Dy, to which each user contributes at most Ggp g
examples and applies DP-SGD to Dy, with example-level
sampling and gradient clipping. The second, DP-SGD with
user-level sampling (DP—-SGD-ULS, abbreviated ULS), ap-
plies DP-SGD to user-level gradients averaged over Gyrs
examples per sampled user, We present ELS and ULS in
Algorithms 1 and 2. They share an initial model 6y, loss
function f (6, z), user-level dataset D = UN_, D,,, learn-
ing rate 7, clip norm C, and number of steps 7. While
we present an SGD model update in both, any first-order
optimization technique can be applied.

ULDP accountants. Prior state-of-the-art accounting for
Algorithm 1 uses black-box user-to-example reductions
based on group privacy (Vadhan, 2017). As a result, prior
work (e.g. Levy et al., 2021) suggests that Algorithm 1
is worse than Algorithm 2 as its formal € grows quickly
with Ggrs. We instead tailor the reduction to DP-SGD.
By leveraging the Mixture-of-Gaussians (MoG) mecha-

Additional Inputs: group size Guis,
noise multiplier oyrs, user sampling probability ¢
M = gqN {Expected user cohort size}
fort=0,1,...,7T —1do
> Include each user w.p. q
Sample users U* C [N]
for each user u € Ut do
Sample D}, C D, of size |D.| < Gurs
g'ﬁ = ﬁ Zzquf«l vf(9t7z)
end for
> Clip & noise per-user gradients
Goum = 2ueu+ lip(gy, C)
gt = ﬁ (ggum + (0’ C2U%led))
9t+1 — gt _ ngt
end for

nism (Choquette-Choo et al., 2023), we derive the optimal
ULDP accounting for ELS.

Theorem 1 (Informal version of Thm. 3). Ve > 0, Alg. 1
satisfies (¢,0(g))-ULDP with

3(e) = HZ™(N(0,05,5) " N (B, 07)T) ()

where B = Binom(Ggrs, p) and P®T denotes the product
of a distribution P with itself T times. For any ' < §(g),
there is a setting where Alg. 1 does not satisfy (¢, 6’)-ULDP.

The 0(¢) function is easily computable using open-source
DP accounting libraries (see Appendix B.1). We use this
in Fig. 1 to compare the ¢ computed by Theorem 1 to the €
given by black-box reductions. Our accountant gives near-
linear scaling of ¢ in G5 where generic user-to-example
reductions give exponential scaling.
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Figure 1: Upper bound on ¢ for ELS using our Mixture-
of-Gaussians (MoG) accountant and prior state-of-the-art
black-box accounting (Vadhan, 2017). We set T" = 2000,
p=10"2,6 = 1079, and vary og s and Ggs. The black-
box accountant diverged for Ggs sufficiently large.

Since Alg. 2 applies a straightforward subsampled Gaussian
mechanism, its formal privacy guarantees are well under-
stood and easy to compute (e.g. Koskela et al., 2021). To
directly compare ELS and ULS, we will use the following
result, which follows from Theorem 1 by setting Ggrs = 1.
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Theorem 2. Ve > 0, Alg. 2 satisfies (¢, d(e))-ULDP with
3(e) = H2™(N(0,07,5) ", N (Ber(q), o7,5) "), (3)

where Ber is Bernoulli. For any 0" < §(¢), there is a setting
where Alg. 2 does not satisfy (¢,8") ULDP.

Compute budgets. Algs. 1 and 2 vary greatly in how they
process data. Motivated by work on LLM scaling laws (Ka-
plan et al., 2020; Hoffmann et al., 2022), we focus on their
performance under fixed compute budgets. For simplicity,
we assume computation cost equals the number of gradi-
ent computations. We do not consider gradient averaging,
clipping, and noise generation, or communication. The ex-
pected per-iteration compute of ELS is its expected batch
size B, while that of ULS equals Gy s M, where M = qN
is the expected user cohort size (see Algorithm 2).

3. Comparing Noise Variances

We now compare ELS and ULS under Lipschitz losses via
their noise variance per example gradient. For DP-SGD, this
quantity empirically correlates with learning utility (Pono-
mareva et al., 2023). Consider Algs. 1 and 2 on a dataset
D = U¥_, D,, where each user has |D,| = K examples.
To meet a compute budget of B gradients per iteration, we
let p = B/GusN for ELS and ¢ = M/N = B/GyusN for
ULS. We analyze the impact of the group sizes GgLs, GuLs.

Suppose the loss f(-,z) is Lipschitz for each z. Let
Lgis, Lurs be the smallest constants such that for all 6,
maX,ecp ||Vf(9, Z)HQ S LELS and

=) Vf(0.2)

zE€S

max max < Lyis. 4)

u€[N] SCDy,|S|=CGuLs

2
Lg;s and Ly bound the norms of the per-example and
per-user gradients', and Lyrs < Lgis by the triangle in-
equality. For simplicity of analysis, we set the clip norm C'
to Lgrs and Lys for ELS and ULS respectively, so the clip
operation in both is a no-op.

In this setting, ELS and ULS produce gradient estimates of
the form g + ¢ where g is (in expectation) an average over
B example gradients, and ¢ is Gaussian satisfying:

Gous ~ N (0, (emstms/5)* 1) 5)
Cus ~ N (07 (UULsLULS/M)2 Id) . (6)

The noise multipliers ogLs, ouLs are determined by fixing a
ULDP guarantee (e, §) and using Thms 1 and 2. Comparing
the noise variances var(CgLs) and var(CuLs),

Leisors « GuLs. (7)

Lyisoes —

Val"(CELs) < V&T(CULs) <~

'Lirs and Lygs are data-dependent. It is common (albeit non-
private) practice to tune the clip norm on the dataset. The problem
of privately choosing clip norms is beyond the scope of this work.

While (7) is not entirely predictive of the relative perfor-
mance of ELS and ULS (since they sample data differently),
it is a useful way to compare them. The ratio of Lgrs/LuLs
is related to gradient diversity (Yin et al., 2018). In general,
(7) shows that when Lgys/Luygs is large, ULS adds noise
with smaller variance. To illustrate this, we plot var(Cgrs)
and var(Cyrs) in Fig. 2, fixing K = 32, T = 1000, and
N = 1024. ULS has smaller variance when Lg; s < Lyrs
and either ¢ is small, or the compute budget B is large.
Appendix C contains details and more results.
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Figure 2: Noise variance of ELS and ULS. For ULS, we fix
the cohort size M and vary Gyrs. We compare settings in
which Lyrs = Lgis (no user gradient diversity), and one in

which Lyrs = LgLs/v/Gurs (maximal gradient diversity).

We now let Gg s = Gurs = K (the maximum user-dataset
size). This represents the setting in which example/user
sampling are maximally different. We conjecture that when
Lgis = Lyis, V&I(CELs) < var(QULs). This is worst-case
for ULS, as all gradients within a user point in the same
direction. This conjecture is empirically supported by Fig-
ure 2 by comparing variance at the largest compute budget
for ELS and ULS with Lgis = Lys.

Conjecture 1. Let Gyrs = Ggrs = K, and p = q. For all
€,0,T,p, and K, ogrs < Koyrs.

While this conjecture is challenging to prove for (£, 4)-DP,
we show a weaker version of the conjecture holds for “one-
sided” a-RDP where « is an integer. Recall that for a >
1, the a-Rényi divergence between distributions P, @ is
defined by R, (P, Q) = (Y/a—1)log E,q [(P®)/qQ(x))"].
Lemma 1. Let Pg(oc) = N(Binom(K,p),0?) and
Q(0) = N(0,02%). For integers o > 1, K > 1:

Ro(Pk(Ko0),Q(Ko)) < Ro(Pi(0),Q(0)).

The RHS is approximately the Rényi-DP parameter of one
iteration of ULS with noise multiplier o and the LHS is
the Rényi-DP parameter of one iteration of ELS with noise
multiplier Ko. We give the proof in Appendix D.

Mean estimation task. We corroborate our findings above
on a synthetic mean estimation task in Appendix E. Al-
though the loss is not globally Lipschitz, we see similar
findings to that of the above: ULS performs significantly
better than ULS in settings with high user gradient diversity,
especially when ¢ is small or the compute budget is large.
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4. Language Model Results

We validate our findings above, especially the improvement
of ULS over ELS when ¢ is small or the compute budget is
large, on realistic LLM fine-tuning tasks. Our results sug-
gest that for LLM fine-tuning, users often have high gradient
diversity, and that this often leads ULS to outperform ELS.

Experimental setup. We fine-tune a 350 million parame-
ter decoder-only transformer model on two datasets: Stack
Overflow and CC-News. The former has over 300,000 users,
while the latter has nearly 10,000. We pre-train our model
on C4. In order to minimize information leakage between
pre-training and fine-tuning, we use near-duplicate detec-
tion (Lee et al., 2022) and URL filtering to minimizer dataset
overlap. We pre-train on this de-duplicated version of C4.
We pre-train and fine-tune using Adafactor (Shazeer & Stern,
2018), and use varying compute budgets and privacy levels
€. See Appendix F for details.

Selecting group sizes. Ggs, GyLs can be crucial for opti-
mal performance of ELS and ULS. In Appendix H and I,
we give empirically validated heuristics for choosing them.
We show that letting Ggrs be the median user dataset size
works well across tasks. While GyLs is more complicated,
we show that GiyLs can be selected by estimating Lyps in
(4). We can estimate the variance reduction by increasing
GuLs by using (6) and choose the right value for a compute
budget. See Appendix I for details. We use these heuristics
to set Ggrs, GuLs in the sequel.

Privacy-utility-compute trade-offs. We now apply ELS
and ULS for a variety of compute budgets and ¢ values,
using the heuristics above to select Ggrs, GuLs. We fine-
tune on Stack Overflow and CC-News, and compute the
test loss on the final iterate. In Figures 3 and 4, we plot
privacy-loss trade-offs for three distinct compute budgets.
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Figure 3: Privacy-loss trade-offs on Stack Overflow, for
varying compute budgets.
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Figure 4: Privacy-loss trade-offs on CC-News, for varying
compute budgets.

For Stack Overflow, ULS performs at least as well as ELS
in all settings. The improvement is largest for small € and
large compute budgets. For CC-News, ELS outperforms
ULS in some settings, especially when the compute budget
is small or ¢ is small. For both datasets, ULS improves
more with increased compute budgets: if we fix a privacy
level €, the loss for ULS drops more significantly as the
compute budget increases than for ELS. We demonstrate
this in greater detail in Appendix J.1.

Impact of dataset size. We investigate, for a fixed compute
budget, how ELS and ULS compare as we vary the number
of users. To test this, we use CC-News. We fix all other
factors, but vary the number of users only in the privacy
accounting. We perform the same experiments, but instead
assume there are 1x,10x, and 100x more users in the
dataset in the accounting. The results for ¢ = 4 are in
Figure 5. Throughout, the loss of ULS decreases more as
compute budget increases, but the loss of ELS decreases
more as the number of users increases.
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Figure 5: Compute versus loss on CC-News, as the number
of users in the privacy accounting varies.

Model personalization. In some settings, we may wish to
personalize the model after fine-tuning on user data. We
measure the ability of the fine-tuned models to personalize
to downstream user data. We find that both algorithms seem
to benefit comparably from personalization, which does not
change the general trade-offs discussed above. For details
and results, see Appendix J.2.

5. Discussion

Our work highlights two general findings. First, by intro-
ducing tight group-level accounting, we can make ELS a
practical method for ULDP that is scalable to LLM set-
tings and serves as a useful baseline. Second, despite this
accounting improvement, ULS often outperforms ELS in
practical LLM fine-tuning. While we are able to scale ULS
to models with hundreds of millions of parameters, ULS
uses user-level sampling that is distinct from most LLM
training algorithms. Future work is needed to determine
which algorithms best balance scalability and performance
when training with formal ULDP guarantees.
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A. Detailed Related Work
A.1. Theoretical Advances in User-Level DP
Here, we survey the existing theoretical work on user-level DP (ULDP) in various settings.

Reductions to example-level DP. Ghazi et al. (2023b;a) give ULDP bounds by running example-level DP algorithms on
subsets of data where the algorithm is stable to deletions ((Ghazi et al., 2023b) only handles output perturbation while (Ghazi
et al., 2023a) can handle any arbitrary algorithm). This involves a brute-force-search for a stable subset of the data (together
with a propose-test-release loop), which can be super-polynomial in the number of examples, and is thus computationally
intractable. We note that the ULDP bounds of (Ghazi et al., 2023a) rely on generic group privacy reductions (Vadhan, 2017).
In contrast, we give tight accounting for deriving ULDP guarantees from example-level DP guarantees in the specific setting
of DP-SGD-ELS, enabling us to scale this method to practical LLM settings.

We also note that prior works (Amin et al., 2019; Epasto et al., 2020) have also reduced learning with ULDP to the
example-level DP setting where each example is associated with a weight, and the weights are computed to maximize the
final utility. On the other hand, we fix a number Gg s of examples per user globally and randomly select Ggrs samples; this
can be viewed as assigning a binary per-example weights. It is unclear how to adapt the analytical approaches of (Amin
et al., 2019; Epasto et al., 2020) to LLMs as we do not have access to utility bounds.

Approaches based on clipping user-level gradient. Several prior approaches rely on bounding user contributions by
clipping user-level gradients and combining them with (different choices of) robust mean estimation algorithms (Levy et al.,
2021; Bassily & Sun, 2023; Asi & Liu, 2024; De et al., 2022). This line of work aims for better rates of convergence under
the weaker assumptions. On the other hand, we empirically evaluate practical algorithms derived from these approaches by
using user-level gradient clipping but replacing the inefficient robust aggregation approaches with a simple unweighted
average (which is efficiently implementable on hardware accelerators).

Simpler theoretical settings. Related work also considers ULDP in stylized problems such as learning discrete distributions
(Liu et al., 2020) and histograms (Liu et al., 2023). Mean estimation under ULDP was also considered in (Girgis et al.,
2022; Narayanan et al., 2022; Cummings et al., 2022). This subroutine was also the key building block of the theoretical
works (Levy et al., 2021; Bassily & Sun, 2023; Asi & Liu, 2024) in their learning bounds under ULDP. Continual mean
estimation (George et al., 2024) and continual observation (Dong et al., 2023) have also been considered under ULDP.

Other related work. Fang & Yi (2024) give an approach to privacy amplification from sampling users in a graph structure.

A.2. Federated Learning and User-Level DP

As we noted in the main paper, empirical advances in ULDP have been driven primarily by research in federated learning,
starting with (Geyer et al., 2017; McMahan et al., 2018; Agarwal et al., 2018; Kato et al., 2023). Specifically, McMahan
et al. (2018) propose DP-FedSGD (resp. DP-FedAvg) which clips user-level gradients (resp. pseudo-gradients generated
by multiple local gradient steps). Note that DP-FedSGD coincides with DP-SGD-ULS that we analyze. This user-level
gradient clipping approach can be generalized beyond DP-SGD to algorithms that add noise that is correlated across
iterations (Kairouz et al., 2021); these algorithms have been deployed in industrial systems to provide formal ULDP
guarantees (Xu et al., 2023b).

Kato et al. (2023) give ULDP algorithms in a cross-silo federated learning setting. Here, a user’s data might be split
across multiple data silos and each silo might contain multiple datapoints from a single user. Their approach combines
DP-SGD-ELS with FedAvg, where they use generic group privacy reductions to promote example-level DP guarantees to
the user-level.

Several follow-up works have leveraged algorithms similar to DP—SGD-ULS in other settings such as contextual ban-
dits (Huang et al., 2023), meta-learning (Li et al., 2020; Zhou & Bassily, 2022), and embedding learning (Xu et al., 2023a)
as well as applications such as medical image analysis (Adnan et al., 2022), speech recognition (Pelikan et al., 2023) and
releasing mobility reports (i.e. aggregate location statistics) (Kapp et al., 2023).

A.3. User-level Privacy Attacks

The work on ULDP is motivated in part due to the various privacy attacks conducted at the user level. For instance, an
adversary might be able to infer whether a user’s data was used to train a model (Song & Shmatikov, 2019), even if the
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adversary does not have access to the exact training samples of the user (Kandpal et al., 2023). Further, (Kandpal et al.,
2023) demonstrate that example-level DP is not effective in mitigating such user inference attacks, especially at low false
positive rates.

Such attacks have been designed not only for LLMs (Kandpal et al., 2023) but also for embedding learning for vision (Li
et al., 2022), speech recognition for IoT devices (Miao et al., 2021), facial recognition systems (Chen et al., 2023). In
federated learning, Wang et al. (2019) and Song et al. (2020) study the risk to user-level privacy from a malicious server.
ULDP provides formal upper bounds on the success rates of all such user-level privacy attacks and the algorithms we study
are broadly applicable in all of these settings.

B. Tight Accounting for DP-SGD-ELS

Notation. Given a distribution P over a space A and n € Z+, let P®" denote the product distribution on A™.

Main Result. In this section, we show the following tight accounting statement for Algorithm 1:

Theorem 3. Let M be T iterations of DP~SGD-ELS using noise multiplier o, loss function f, group size Ggrs = K, and
Poisson sampling with probability p. That is, M (D) is the distribution of models (6%,62,...07) produced by applying
DP—-SGD—ELS to a dataset D. Let D and D’ be two datasets such that D' = D U A where |A| < K. Then for all :

HZ™ (Mg (D), My(D")) < HZ™(N(0,0)%T, N (Binom(K, p), o) 7).

Furthermore, this is tight, i.e. there exists a loss function f and datasets D, D' such that:

HY™(M (D), Ms(D")) = HY™(N(0,0*)%T, N (Binom(K, p),0*)®T).

Since we cap the number of examples any user can contribute to the dataset in Alg. 1, this implies Theorem 1. To prove this,
we use the following lemma from (Choquette-Choo et al., 2024), derived using an analysis based on Mixture-of-Gaussians
mechanisms:

Lemma 2 (Lemma 4.5 of (Choquette-Choo et al., 2024)). Let = be a random variable on RY, and x be a random variable
on R such that ||z ||, is stochastically dominated by x (that is, there is a coupling of « and x such that under this coupling,
lz|l, < a with probability 1). Then for all € > 0:

I{eE (N(O? O'QId)vN(mv UQId))

Ho-(N(0,0%),N(z,0%)),
Hee (N (z,0%14),N(0,0%1,)) < H,

<
< He- (N (z,0?), N (0,02

We will also use the following “quasi-convexity” property of DP:
Lemma 3. Let wy,wo,...,w, > 0 be probabilities summing to 1. Given distributions {P;},{Q;}, let P =", w; P; and
Q = >, w;Q;. Then for any o > 0:

Ha(Pv Q) S mZaXHa(PiaQi)'
Proof. We have:
(P, Q) = /maX{P —aQ(z),0}dr = /max{z w;(P;(z) — aQ;(x)),0}dx
§1 /sz max{P;(x) — aQ;(x),0}dx = Zwl /max{Pi(z) —aQ;(z),0}dx

*2)
*sz Pqu < maXHa(HaQi)'

10
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(*1) is the observation that max{a + ¢,b + d} < max{a,b} + max{c,d} i.e. “the max of sums is less than the sum of
maxes” and (*2) holds because the w; are non-negative and sum to 1. O

Finally, we will use the following observation about bijections and hockey-stick divergences:

Observation 1. Let f be any bijection, and for distribution X let f(X) denote the distribution given by f(x),x ~ X. Then
forany P,Q,¢:
HZ™(P,Q) = HE"(f(P), f(Q))-

Proof. This follows by applying the post-processing property of DP, which says for any function g

HE™(P,Q) = Hi™ (9(P), 9(Q))-

The observation follows by applying the post-processing property to f and f~!. O
Proof of Theorem 3. Since (01,60%,...,07) « (01 —6°,62—0',... 07 —07—1) is abijection (we treat the initialization §°
as public), we can assume through the proof that DP—SGD-ELS instead outputs the tuple (6 —6°,6% — 01, ... 07 —6T—1),

For simplicity of presentation, we will assume f is C-Lipschitz and thus that clip is a no-op.

The tightness of this results follows from considering a one-dimensional 1-Lipschitz loss function f such that that for
all z € D, f(0,2) = 0 and for all z € A, f(0,2z) = —0. Letting n = 1, the distribution of each 6 — #*~1 is exactly
x ~ N(0,0?) for D and x ~ N (Binom(K, p), o?) for D'.

For the upper bound, we will show

H.-(M(D), M;(D")) < Hee (N(0,0%)®T, N (Binom(K, p), 0*)®7T).

The analogous bound on He: (M ;(D’), M (D)) (and thus the desired bound on H?™ (M (D), M;(D"))) follows by
Lemma 28 of (Zhu et al., 2022).

By adaptive composition of privacy loss distributions (see e.g. Theorem 2.4 of (Doroshenko et al., 2022)), it suffices to show
given any fixed 6, if P, Q) are the distribution of §**! — ¢! conditioned on 6* using D and D’ respectively, then for all € we
have:

H.-(P,Q) < H-(N(0,0%), N(Binom(K, p), c*)).

Recall that S'! is the set of examples sampled in iteration ¢, and let Pg, Q5 denote the distributions of P, () respectively
conditioned on the event S*t1 N D = S. The distribution of S*T1 N D is the same for D and D’, so by Lemma 3 for all &:

H.(P,Q) < mSaxHee (Ps,Qs),

hence it suffices to show for any fixed S and all :
max H.-(Ps,Qs) < He-(N(0,0?), N(Binom(K, p), o?)).

t
Now let P = _Ptn.es VIOT2)

e, where p ~ Ps. We define 'y analogously. The correspondence

PN s VI 2)

>
p nC

is a bijection on RY, so H.-(Ps,Qs) = H.- (P}, Q'). We can exactly write the distributions of P, Q's:

11
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t
PL = N(0,0%1,), Q% :N< > Vf(g’z),a%) .
zeStTINA

Vf(6',2)

By triangle inequality and C-Lipschitzness of f, ’Zz eStHinA — o

’ < |S*™1 N A|. Furthermore, |S'™1 N A] is
2

distributed according to Binom(| 4|, p), and so HZZ estinA %t’z) H is stochastically dominated by Binom (K, p). By
2
Lemma 2 we now have for all :

Hee(P§, Q) < Hee(N(0,0%), N (Binom(K, p), o)),
which completes the proof. O
B.1. Implementation in dp_accounting

B.1.1. COMPUTING € AND ¢

The following code snippet using the dp_accounting library (DP Team, 2022) and scipy methods can be used to
compute ¢ as a function of § (or vice-versa) for DP—SGD-ELS (Algorithm 1) according to Theorem 1, for a given number
of steps 7', example sampling probability p, noise multiplier og s = o, and group size Ggrs = K:

def get_group_level_event (T, p, sigma, K):

sensitivities = range (K+1)
probs = [scipy.stats.binom.pmf (x, K, p) for x in sensitivities]
single_round_event = dp_accounting.dp_event.MixtureOfGaussiansDpEvent (

sigma, sensitivities, probs

)

dp_sgd_event dp_accounting.dp_event.SelfComposedDpEvent (
single_round_event, T

)

return dp_sgd_event

event = get_group_level_event (T, p, sigma, K)
accountant = dp_accounting.pld.PLDAccountant ()
accountant.compose (dp_sgd_event)

# Compute epsilon given delta
print (accountant.get_epsilon(delta))

# Compute delta given epsilon
print (accountant.get_delta(epsilon))

B.1.2. COMPUTING 0gLs

To figure out the minimum ogy s needed to achieve a target (e, §)-DP guarantee for DP-SGD-ELS (Algorithm 1), we can
use dp_accounting’s calibrate_dp_mechanism:

def get_group_level_sigma (T, p, epsilon, delta, K)
sigma_to_event = lambda sigma: get_group_level_event (T, p, sigma, K)
return dp_accounting.calibrate_dp_mechanism(
dp_accounting.pld.PLDAccountant,
sigma_to_event,
epsilon,
delta

12
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C. Comparing Variances of ELS and ULS

Recall that in the setting of Section 3, the stochastic gradients produced by ELS and ULS in an iteration ¢ are respectively
given by

1 opLsL 2
s = B Z V(0 2) + s Gis ~ N (0, <ELSBELS> Id) )

zeSt

t 1 t t t oursLuis \

Jus = g Z Z V0", 2) + (s, Cus ~ N | 0, M Iq ),
ucUt z€D,,

where B denotes the per-iterate (expected) compute budget of both methods, and M is the (expected) cohort size of ULS.
Further recall that in this setting, there are N users, each of which have K examples.

For any specific instatiation of this setting, we can use the DP accounting tools from Appendix B to explicitly compute
var((gy ) and var((iys)-

We do so in the following setting. We fix N = 1024 users, each with K = 32 examples. We set GgLs = 32 (though the
choice here has almost no impact on the noise variance). We vary the cohort size M, and set Gyrs = B/M to normalize
compute between ELS and ULS. We fix T' = 1000, § = 10~6 and vary ¢ in the desired (e, §)-DP guarantee, and compute
the corresponding noise multipliers ogy s, oyLs via DP accountants.

To compute variance, the only remaining relevant quantities are Lg s and Lyrs. We fix Lgrs = 10, and vary Lygs.
Intuitively, the ratio of these two tells us how diverse the gradients across a user are. We consider two settings. In the first,
the GiyLs gradients across a user in ULS are minimally diverse, so that Lg; s = Lys for all group sizes Gyis. In the second,
the gradients are maximally diverse, so that

LgLs

Lyis = .
VGuLs
This setting occurs, for example, if all Gyrs gradients computed at each user for ULS are orthogonal with length Lg; s. For
varying B, M and e, we then compare three variances: the variance of (f; , and the variance of ({;; ¢ for each setting of
Luycs.

The results are given in Fig. 6. While the results vary across settings, we see a few robust findings. First, when Lyrs = Lgis,
the variance of ELS is lower in nearly all settings. When Lyrs = Lgrs/v/Guts., the variance of ULS is often (but not
always) lower than that of ELS. We see that ULS especially tends to incur lower variance when either (1) € is small or (2)
when the compute budget is sufficiently large.

13



Fine-Tuning Large Language Models with User-Level Differential Privacy

Variance

2.0
° 1.2
1)
3 1.0
G
P 0.8
0.6
.
0.4 T r—
CETTT-
0 50 100
M=16|c=4
0.6 B S mm =3¢ o o e o x
0.5
] i
E 04 N —— @
= K
g 03§
‘0
oA
0.2
‘e
hLCET T
o1 g
0 200 400
M=64|c=4
0.40  [Eigepom Yo mm ) e e e e
o X X X
3 035 =
10 % 030 =
[ L] ]
] e .
§os % 025 |y
5 a 020 &
~ 06 - <
* 0.15 *
., ' [ 8
0.4 ., e
. TR 0.10 “Weaa.,,
02 Ctrieag traag
0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000
M=256|e=1 M=256|¢c=16 M=256|¢c=64
X X 012 igdem Yem o 3¢ o s e o % 005 @
12 % PN ® B X X o X o e e e %
H 010 i Po—s N
10 % : 0.04 :
3 " 008 = -
508 % s 0.03 %
3 ) 0.06 & P
Z06 % s, L}
* %, 0.02 .,
0.4 0.04 ... w.,.
’ T, . ‘'m.
0.01
02 o 0.02 e =5
0 2000 4000 6000 8000 0 2000 4000 6000 8000 0 2000 4000 6000
Compute Budget Compute Budget

8000 0
Compute Budget

2000 4000 6000 8000
Compute Budget

Algorithm
—e— ELS

-~ ULS, Lus=Les
= ULS, Lys =

v

Leis
Gus

Figure 6: Noise variance of ELS and ULS, for varying compute budget B, cohort size M and privacy level €. For ULS, we fix the cohort

size M and vary Gurs. We compare two settings, one in which Lurs = Lgis, and one in which Lurs = Lgrs/+/Gucs. Throughout, we
fix N = 1024 users, each with K = 32 examples, Ggrs = 32,7 = 1000, § = 107%, and Ly1s = 10.
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D. Proof of Lemma 1

Proof. Let Bk ,(c) = Pr[Binom(K, p) = ¢|. By linearity of expectation, we have

exp((a — 1) Ra(Pk (K0), Q(K0)))
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This last step follows from the fact that for a,v € R and y ~ N (0,1?), E, [e’“J/”Q} = ¢2’/2" For ¢; ~ Binom(K, p),
we define random variables {c; ;[j € {0,1,..., K}, ¢;; ~ Ber(p)}, and can write ¢; = }° .o xyCij- Let C =
(€11, Cax) ~ Ber(p)*¥. Then we have:
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(by the law of total expectation) = E, | .. ~Ber(p) [exp < 952

=exp((a — 1)R,(P1(0),Q(0))).
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E. Synthetic Example: Mean Estimation

To better understand the behavior of ELS and ULS, we evaluate them on a mean estimation task with a square distance loss.
By focusing on this simple setting, we can thoroughly explore the factors that influence their relative performance, including
dataset characteristics, compute budget, privacy budget, and algorithm hyperparameters. In contrast to Section 3, the loss is
not Lipschitz.

We first sample a population mean . = N(0, I), for d = 32. For each of N = 256 users, we sample a user mean
piu = N (1, 0114), and user data {2, ; ~ N (pu, 0514) } 12| where K = 16. We refer to o as the “within-user variance”.
Our goal is to estimate £ under (e, §)-DP using ELS or ULS. To normalize compute, we set the cohort size M in ULS as
M = B/Gys. We fix T = 256,5 = 107 and 07 = 1. We use default values of € = 1, a per-iterate compute budget of 64,
and oo = 1, but vary each separately to study how they affect the performance of ELS and ULS. While we vary Gy in all
experiments, we find use GgLs = K throughout (as it uniformly gives the best performance for ELS). For each experiment
setting, we sweep over learning rate and clip norm, and report the results for the best setting across 128 random trials.

We visualize our results in Fig. 7. We find that ULS with Gyrs = 1 is comparable to if not better than ELS across all settings.
We also see that ULS benefits from larger values of Gyrs when one of the following occurs: o (the within-user variance)
is large, the compute budget (dictated by the batch size B) is large, or when ¢ is small. In these regimes, ULS improves
significantly on ELS. We note that the notion that larger values of GyLs can improve performance of ULS is corroborated
theoretically for Lipschitz losses in Section 3.
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''''''''''''' - ULS(G=2) 0.10 ULS(G=2)
0.04 ~-= ULS(G=4) ~-= ULS(G=4)
; % ULS(G=8) 0 0.08 ULS(G=8)
@ AlGOrItNM  *™\g = = o o o o o o o @ a2
8 10— M D S es ULs(G=16) 9 006 ULS(G=16)
- ULS(G=1)
ULS(G=2) 0.04
,,,,,, ULS(G=4) 3 0.02 '
107° --- Uls(G=8)  NEIe 5 i 0.02
=4 gy AT corEEa s
ULS(G=16) SN~ ool 0 TTeowmanamanny P
274 277 20 2? 2 28 21 22 23 2% 25 26 27 8 274 272 2° 2? 24
Epsilon Compute Budget Within-User Variance
(a) Varying €. (b) Varying compute budget. (c) Varying within-user variance.

Figure 7: Performance of ELS and ULS on a synthetic mean estimation task with (a) varying ¢, (b) varying compute budget, and (c)
varying within-user variance o.

F. Language Model Experimental Setup

While Section 3 exhibits conditions under which ULS outperforms ELS for ULDP training, it is unclear whether this
translates into benefits in realistic language model tasks. To investigate this, we apply both to language model fine-tuning,
across a variety of privacy and compute budgets.

Model. We use a 350 million parameter decoder-only transformer model, with a WordPiece tokenizer, implemented in
Praxis (pra). We use a sequence length of 128, and train via a causal language modeling loss (i.e., next token prediction with
cross-entropy 1oss).

Datasets. For fine-tuning, we use the Stack Overflow and CC-News datasets. Stack Overflow consists of questions and
answers from the eponymous social media site, and is directly partitioned into users (Authors, 2019). The train split has
135,818,730 examples partitioned across 342,477 users. CC-News consists of English language articles on the web. We
partition it according to the base domain of each article’s URL. This results in 708,241 examples partitioned across 8,759
users.

For pre-training, we use a modified version of the C4 dataset (Raffel et al., 2020). Because LLMs can memorize training
data (Carlini et al., 2021), we attempt to minimize privacy leakage between C4 and the fine-tuning datasets. We use a
filtering scheme based on (Kurakin et al., 2023). First, we use the NearDup method (Lee et al., 2022) to identify and remove
approximate duplicates between C4 and the fine-tuning datasets. Second, we filter the URLs in what remains, removing
all examples associated to stackoverflow.com or URLSs contained in CC-News. We refer to the result as C4--. For
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details, see Appendix G.

Training. We perform non-private pre-training of our transformer model on the C4-- dataset. We train for 400,000 steps,
using a batch size of 512. We use the Adafactor optimizer (Shazeer & Stern, 2018) with a cosine learning rate decay schedule.
We tune the learning rate tuned based on C4 validation set performance. For fine-tuning, we use a dataset-dependent number
of steps: 10,000 for Stack Overflow, and 2000 for CC-News. For both ELS and ULS, we use Adafactor with a constant
learning rate to perform model updates. We tune the learning rate and clip norm throughout. To decouple the two, we use
the normalized clipping scheme proposed by De et al. (2022).

DP accounting and sampling. We vary ¢ and set § = n~!'!, where n is the number of examples in the dataset>. For
Algorithm 1, n = | Dy, while for Algorithm 2, n = |D|. We compute the noise multiplier assuming amplification via
sub-sampling (at the example level for ELS, and at the user level for ULS). For efficiency reasons, in practice we sample by
shuffling. For Algorithm 1, we shuffle the dataset Dy, and sample batches of a fixed size B in shuffled order. For Algorithm
2, we shuffle the set of users and sample user cohorts of a fixed size M in shuffled order.

Software and compute resources. We define our model in Praxis (pra). For ELS, we use t f . data pipelines to create
and iterate over datasets, and implement Algorithm 1 in JAX. For ULS, we use Dataset Grouper (Charles et al., 2023) to
create and efficiently iterate over users in our datasets. ULS is implemented as a parallelized compute process in FAX (Rush
et al., 2024), enabling linear scaling with respect to compute resources. All experiments were run in PAX (pax). We used
TPU v3 pod slices, in 4 x 4, 8 x 8, and 16 x 16 topologies for our small, medium, and large compute budget experiments.

G. Datasets

We use two user-partitioned datasets, Stack Overflow and CC-News, for fine-tuning and evaluation. The Stack Overflow
dataset (Authors, 2019), consists of questions and answers from stackoverflow.com, and is naturally partitioned by
user on the platform. The dataset contains three splits: train (examples before 2018-01-01 UTC), test (examples after
2018-01-01 UTC) and validation (examples from held-out users across time). For our experiments, we use the train split
for fine-tuning and the test split for evaluation. Fig. 8 depicts the distribution of user dataset size in the train split. Stack
Overflow evaluation metrics reported throughout the main paper are measured on the full test split. In Appendix J.2, we
also include an ablation on model personalization using Stack Overflow test. Personalization is done by using half of each
test user’s examples for further fine-tuning and evaluating each personalized model on the reserved half of each test user’s
examples.

CC-News consists of English-language articles on the web, a subset of the Colossal Clean Crawled Corpus (C4) dataset. For
CC-News, we leverage Dataset Grouper to obtain user-level partitioning by base domain of each article’s URL (Charles
et al., 2023). We reserve a portion of each user’s data in CC-News for evaluation and train on the remainder. In order to do
so, we remove all users with only a single example. Eval user datasets are then formed by taking the first 10% of the data of
each user, but only up to a maximum of 32 examples. The remaining 90% of user data is allocated for training. Fig. 8 shows
the distribution of examples per user in the CC-News training dataset, after the held-out portion of examples are removed.
Dataset statistics for Stack Overflow and CC-News are reported in Table 1.

Table 1: User-level statistics for the train and test splits of Stack Overflow and CC-News.

Dataset-level Statistics User-level Statistics (# examples / user)

Dataset Split
# Examples #Users Min Median Max
Stack Overflow Train 1358 M 342.5K 1 183 1942 K
Test 16.6 M 204.1 K 1 432K 29
CC-News Train 661.6 K 74K 1 16 244K
Test 453K 74K 1 2 32

To create a pre-training dataset with minimal privacy leakage, we start with the C4 dataset (Raffel et al., 2020) and apply

2For CC-News accounting, we make the assumption that there are 10x more users than are actually present in the dataset, due to the
smaller number of users. We revisit this choice later on.
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Figure 8: Histograms of user dataset sizes for the training splits of Stack Overflow (left) and CC-News (right).

de-duplication techniques. First, we apply the approximate duplicate detection method NearDup proposed by Lee et al.
(2022) to filter out near-duplicates between C4 and the union of Stack Overflow and CC-News. To further remove potential
overlap, we filter out all examples associated with stackoverflow.com or any URL in CC-News. This yields the C4--

dataset, which we use for pre-training. Statistics of example counts at each stage of the filtering pipeline are reported in
Table 2.

Table 2: Example counts from each stage of the pipeline to filter C4 and produce C4--.

Dataset Split # Examples # Ex, de-duplicated # Ex, de-duplicated and URL-filtered
C4 Train 364.6 M 345.6 M 3259M

H. Configuring DP—SGD-ELS

In Algorithm 1, Ggrs governs an important trade-off. Smaller values mean that ELS trains on a small fraction of the dataset,
while larger values means that users with more examples are potentially over-represented in sampling. To understand this,
we fine-tune on both datasets using ELS, for varying compute budget and group size. The results for Stack Overflow and
CC-News are given in Figures 9 and 10. While behavior for boundary values can be quite complicated and dependent on ¢,
setting GgLs to the median dataset size works well throughout.
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Figure 9: Loss of ELS on Stack Overflow for varying € and Grrs. The median user dataset size is plotted vertically.

I. Configuring DP-SGD-ULS

In Section 4 we discussed the problem of how to set the group size parameter Gy s for ULS. We expand on our discussion,
and give a heuristic for selecting GyLs for a given compute budget. Recall that in Section 3, we showed that the variance
of the additive noise in Algorithm 2, which we denote vyrs, satisfies vyLs < LyLsouLs, where o denotes proportionality,

Lyys is the maximum per-user gradient norm, and oygg is the noise multiplier. We use vyLs as a proxy for downstream
performance.
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Figure 10: Loss of ELS on CC-News for varying € and Gxrs. The median user dataset size is plotted vertically.

As discussed in Section 3, the quantity Lyrs is a function of Gyrs, which we denote Lyrs(Gurs). To see this, note that
each user-level gradient is an average over (at most) GyLs example gradients. If, for example, every user has completely
orthonormal example gradients, then Lyrs(Gurs) = 1/+v/Gurs. The exact dependence of Lys on Guys is data-dependent,
but can be estimated as a function of GyyLs by computing the norm of user-level gradients across the dataset. We do this as
follows. We first sample some set U of users. For each user u € U, we randomly select a subset of its dataset of size (at
most) Gyrs. For each such user, we then compute

1
[ Du|

> V0, 2)

z€D,,

pu:H

where 0 is the pre-trained model. Let ¢ be some statistical estimator on sets of nonnegative real numbers. We can then
approximate

Luis(Guis) = ¢Y({gulu € U}). ®)
As we discuss in Section 4, we let 1) denote the median, rather than a maximum suggested by (4).

The noise multiplier oyLs is independent of Gys, but depends on the sampling probability g in Algorithm 2. In settings
with a fixed cohort size M, this means that ¢ is a function of M, which we denote oyrs(M ). We can compute this function
via (3) using DP accounting libraries.

Fixing all other parameters of interest (including the desired privacy level (g, d)), the variance vyrs of the noise added in
ULS effectively satisfies the following:

vuLs(Gus, M) < Lurs(Guws)ous (M). )

Now, say we have a desire compute budget B. To configure ULS, we must select a group size Gyrs and cohort size M such
that GyLs M = B. By (9), we would like to solve:

o o i
oD uLs(Guis)ouLs (M) (10)

While we can compute L(Gyrs) and oyrs(M) at individual points, directly optimizing (10) is challenging. Therefore,
we consider a conceptually simpler problem: Suppose we are given some Gyrs and M, such that GypsM = B. If we
instead wanted to utilize a compute budget of B’ = 2B, should we use the operating point G{;; s = 2Gurs, M’ = M or the
operating point G{;; ¢ = GuLs, M’ = 2M? This can be answered by computing the following quantities:

_ Lus(2Guyrs) _ ous(2M)

6= G TM= (11
Lyrs(Guws) ouLs (M)

Intuitively, these represent how much we shrink the objective in (10) by doubling Gurs or M, respectively. If 7¢ < Tar,
then we should double GlyLs, and otherwise we should double M. We formalize this iterative strategy in Algorithm 3, and
refer to it as the “Estimate-and-Double” algorithm.
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Algorithm 3 Configuring DP—-SGD-ULS via “Estimate-and-Double”

Inputs: Initial group size G 5 and cohort size M, desired compute budget B.
Guis « G%LS’ M «+ MV,
Estimate LyLs(Gurs) via (8), compute o (M) via (3).
while Gy sM < B do
Estimate Lyrs(Gurs) via (8), compute o (M) via (3).
T ¢ Gt T S
if 7o < 77 then
Guis < 2GuLs
else
M <+ 2M
end if
end while

I.1. Validating Algorithm 3

To determine the efficacy of Algorithm 3, we compute the loss of ULS when fine-tuning on Stack Overflow and CC-News,
for a variety of group sizes GyLs and cohort sizes M. We vary these over:

Gus € {2°,24,...,28%), M e {2°2°,...,2'%}, ¢ {1,4,16,64}. (12)

The results for Stack Overflow are given in Fig. 11. We note that the anti-diagonals of the heatmaps represent a fixed
compute budget. Using this information, we can now see how close the strategy in Algorithm 3 compares to the optimal
setting of GyLs and M for a given compute budget (over the aforementioned powers of 2 we sweep over). Note that
specifically, we initialize with G ¢ = 1, MY = 32.

To get a better sense of this, we compute, for compute budgets B € {2°5,26 ...,22°}, the difference in loss between the
optimal setting of GyLs and M, and the following strategies:

e Greedy Local Oracle: Given Gyrs, M, this strategy has access to an oracle that can compute the fine-tuning loss when
setting G{;; g = 2GuLs, M’ = M, and when setting G{;; ¢ = Gurs, M’ = 2M. It then doubles whichever parameter
results in a lower loss. Note that while this is not computationally tractable, it serves as a useful lower bound on the
effectiveness of any local strategy.

e Estimate-and-Double: This is the strategy described by Algorithm 3, starting with GJ; ¢ = 2°, M© = 25. We estimate
Lyrs(Guis) by sampling 128 users at random.

e Random: Given a compute budget B, this selects a random Gyrs, M from (12) such that GypsM = B.
e Max Cohort: This picks Gyrs, M from (12) with a maximum value of M such that Gy sM = B.

e Max Group Size: This picks Gyrs, M from (12) with a maximum value of Gyrs such that GyrsM = B.
The results are given in Figures 12 and 13. Note that suboptimality here refers to the difference in loss between
DP-SGD-ULS, when configured using one of the strategies above, versus when it is configured optimally. We see

that Algorithm 3 does well across compute budgets and ¢, for both datasets, and performs as well as the oracle strategy for
most compute budgets.
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Figure 11: Loss heatmaps of ULS on Stack Overflow for varying group size Gyrg, cohort size M, and €. Optimal settings of
M and Gys for each compute budget are highlighted in black.
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J. Additional Experimental Results
J.1. Compute-Loss Tradeoffs
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Figure 14: Compute-loss trade-offs on Stack Overflow, for varying privacy levels €.
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Figure 15: Compute-loss trade-offs on CC-News, for varying privacy levels €.

In Figures 14 and 15, we present the same information as in Figures 3 and 4 in Section 4, but we instead consider the
privacy-compute trade-offs for varying privacy levels e. We find that ULS is more capable of improving its performance
with increased compute budgets. In light of our analysis above, this makes intuitive sense: ELS can only use increased
compute budgets to reduce its noise multiplier o, which has diminishing returns. However, ULS can allocate increased
compute budgets to reduce its clip norm C' and its noise multiplier o, trading them off as benefits saturate. We see the same
effect in Fig. 2.

J.2. Personalizing Fine-Tuned Models

We take models trained via ELS and ULS, and further personalize them to user data. In general, we are interested in whether
the two algorithms exhibit different personalization behavior. A priori, this is plausible, as algorithms that operate at a
user-level (including FedAvg (McMahan et al., 2017)) can often exhibit improved personalization performance, even on
LLM training tasks (Charles et al., 2023).

To test this, we take our fine-tuned models, and further personalize them on each individual test user’s dataset. We compare
models fine-tuned via ELS and ULS on the Stack Overflow dataset, and evaluate their personalization ability on the test
users, comparing their performance with and without personalization. We do so by taking the Stack Overflow ELS and ULS
checkpoints, and further fine-tuning on individual test user datasets. We perform four local epochs of SGD, with a tuned
learning rate, on half of each test users’ examples. We then evaluate the personalized models on the reserved half of each
test users’ examples. We record the performance of each model, with and without personalization, on the reserved half of
the test users’ examples. The results are in Figure 16.

We see that for both algorithms, personalization seems to incur a uniform reduction in loss. However, the gap between using
and not using personalization seems to be roughly the same for both model checkpoints.Personalization does not seem to
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Figure 16: Privacy-loss trade-offs on Stack Overflow, for varying compute budgets, with and without personalization. We
present the average loss across all test users on their held-out data.

change the fundamental shape of the trade-off curves. In particular, ULS with personalization seems to outperform or match
ELS for the same privacy levels and compute budgets as without personalization.
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