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Abstract

Presupposition projection remains a critical
area of linguistic research, particularly in under-
standing how meaning is inferred beyond ex-
plicit assertion. This study explores the process-
ing of presuppositions in conditional sentences
by large language models (LLMs) in both En-
glish and Mandarin, evaluating their alignment
with established linguistic theories such as Sat-
isfaction Theory (ST) and Discourse Repre-
sentation Theory (DRT). Through controlled
experiments inspired by Romoli’s (2011) hu-
man subject study, we reveal considerable vari-
ation across models, both within and across lan-
guages, challenging the assumption that LLMs
uniformly approximate human-like pragmatic
competence. While some models exhibited pat-
terns aligning with ST, others diverged signifi-
cantly, suggesting that LLMs can produce con-
textually appropriate text without a structured,
human-like understanding of presupposition.

1 Introduction

While much research probed syntactic, semantic,
and more recently pragmatic knowledge of LLMs
(Hong et al., 2024) (Sieker and Zarrie3, 2023),
there has been little examination of the fit between
LLMs’ behaviour and specific linguistic theories,
and even less cross-linguistic work in this domain.
However, linguistic theories can provide a valuable
source of insight for the goal of explainability in
LLMs (Zhao et al., 2024).

This paper considers how modern English and
Mandarin LLMs process presuppositions, compar-
ing their behavior to a human baseline and explor-
ing fit with two major theories drawn from the
linguistic literature. Strikingly, language models
both within and across languages vary consider-
ably in their fit with theoretical models and in their
approximation to human behavior in this domain.
This fact suggests that LLMs can generate convinc-
ingly human-like text while lacking the human-like

understanding of pragmatic elements, such as pre-
supposition.

2 Related Work

2.1 Presuppositions

Presuppositions are assumptions that must hold for
an utterance to make sense (Beaver et al., 2024).
For example, “I turned in my dissertation” pre-
supposes the existence of a dissertation, that it is
the speaker’s, and so forth. These assumptions
can be triggered by specific words (e.g., “my”) or
arise pragmatically (e.g., that the speaker speaks
English).

A key property of presuppositions is projection:
they often survive under negation and condition-
als. For instance, “I completed my essay in time”
presupposes an essay exists; this remains even
in “I didn’t complete my essay in time” or “If I
completed my essay in time...” Linguists have
offered two main theoretical accounts to model
this phenomenon: Satisfaction Theory (ST) (Heim,
2002) and Discourse Representation Theory (DRT)
(Kamp, 1981) (Geurts, 1996). Both offer broad
computational-level accounts of semantic and prag-
matic interpretation, differing in a number of re-
spects. For our purposes, the crucial differences
involve predictions about conditionals.

(1) If Jack killed the man, the weapon he used
is hard to find.

(2) If Jack killed the man, his friend was in-
volved.

ST predicts conditional presuppositions here as
a default: "If Jack killed the man, he (used a
weapon/has a friend)". The former seems correct,
while the latter seems too weak (Geurts, 1996). By
contrast, DRT predicts unconditional presupposi-
tions for both ("Jack (used a weapon/has a friend)"),
with the mirror-image problem. (1) does not intu-
itively presuppose "Jack used a weapon" as DRT



predicts as a default.

ST theorists have claimed that the strengthened
presupposition of (2) is the result of additional prag-
matic reasoning, due to the lack of a causal or in-
ferential connection between "Jack killed the man"
and "Jack has a friend". Romoli (2011) compare
the competing theories in a human subjects experi-
ment, manipulating the presence of a causal connec-
tion, with results support ST for human pragmatic
processing.

2.2 Large Language Models Probing

Recent LLM research has shifted from syntactic
and semantic probing to pragmatics, particularly
implicatures and presuppositions. Datasets such
as ImpPress (Jeretic et al., 2020), ProPress (Asami
and Sugawara, 2023), and NOPE (Parrish et al.,
2021) assess presupposition understanding, with
PUB (Sravanthi et al., 2024) integrating these into
broader benchmarks. Findings suggest advanced
LLMs increasingly mirror human intuition.

However, one key problem still remains: do
LLMs exhibit genuine linguistic structure or repli-
cate training data? Blevins et al. (Blevins et al.,
2023) showed structured prompting enables ab-
straction beyond memorization. Studies on Max-
imize Presupposition! (Sieker and Zarrie3, 2023)
and causal inference (Hong et al., 2024) highlight
model variability. Both shows that there is a type of
structure in LLMs — they are not merely replicating
what they have seen.

LLMs also inform linguistic theory. Cho et al.
(Cho and Kim, 2024) found GPT-2 and BERT favor
pragmatic scalar implicatures, with GPT-2 relying
more on context. Tsvilodub et al. (Tsvilodub et al.,
2024) replicated human studies on disjunctions,
aligning LLM results with human data. This pa-
per examines LLM processing of presuppositions
in consequents, crucial for human-like discourse.
Following the practice of Tsvilodub, this paper will
replicate the Romoli paper mentioned in section 2.1.
Many benchmarks assess presuppositions, making
it a key area in NLP advancement.

3 Methodology

3.1 Opverview of Romoli’s Experiments’
Methodology

The previous section introduced Romoli’s paper’s
results and prerequisite background information.
Since the experiments I conduct will replicate Ro-
moli’s, it is worth reviewing Romoli’s methodol-

ogy.

The two experiments Romoli conducted share
similar procedures. Both experiments asked the
participants to read a short description with the
format “If A, then B. And A.” or “If, then B. But not
A”. In experiment 1, the participants were asked to
select a picture that fit the description the most from
four pictures. Each picture can be summarized with
three binary categories: whether A is true, whether
the presupposition of B is true, and whether B is
true. Using this, the four pictures shown are always
TTT, TTF, FTF, and FF-.

The descriptions are sorted into two categories —
dependent/independent and control/critical. Depen-
dent descriptions exhibit a probable causal relation
between A and B, whilst independent descriptions
don’t. Control descriptions end with “And A.”,
while critical descriptions end with “But not A”.
Apart from these, there also exists filler descrip-
tions in which B does not have a relevant presup-
position.

Participants were shown 4 control descriptions,
4 critical descriptions, and 8 filler descriptions. The
filler and control descriptions were used to verify
that the participants do indeed understand the in-
structions, while the critical descriptions are the
actual important measures Romoli wants to mea-
sure.

Experiment 2 has the exact same format, though
with one important difference — the FTF picture is
replaced by a blank picture, and participants were
told to choose that if none of the other pictures
matched with the description. This is to eliminate
the flaw that the FTF picture can match to both
types of presuppositions.

3.2 General Method

Translating a person-to-person linguistic experi-
ment into a person-to-LL.M experiment in another
language is complex. This subsection outlines the
general process and the specific LLMs used, while
experiment details are covered in their respective
sections.

First, all research prompts must be converted into
text. While multimodal LLMs exist, they are less
common and costly, making text a more practical
format. The original experiment must be reviewed
to extract essential information. For instance, in
Romoli’s experiment, the images encode three key
pieces of information (see Section 3.1), which must
be preserved in text form.

Once all non-text information is transcribed, a



prompt mirroring the one given to human subjects
is created—usually a simple rewording. The full
prompt is provided in Appendix 1.

To ensure methodological rigor, variables should
be modified incrementally. Directly translating
prompts, images, and subjects into Mandarin for
Al processing would introduce multiple confound-
ing variables. Instead, multiple experiments should
be conducted, each altering only one key variable
at a time.

This study follows a two-step experimental de-
sign for each set of experiments. The first repli-
cates Romoli’s experiment using English-language
LLMs with text-based prompts. The selected mod-
els—Gemma 2 9B Instruct, Llama-3.2-3B-Instruct-
GGUF, GPT-40, and Mistral Nemo Instruct—were
chosen based on memory efficiency and perfor-
mance. The second experiment replaces English-
language LL.Ms with Mandarin-based ones, us-
ing prompts translated via machine translation and
human editing. The Mandarin LLMs tested are
glm-4-9b-chat, Spark, Qwen 2.5 Coder 14B, and
DeepSeek V2 Lite.

4 [Experiments

4.1 Experiment 1a: English LLMs

4.1.1 Setup

As per Romoli, I have written 32 different tests that
are of the following format:

(3) Description: If Googlemorph is A, then B.
But Googlemorph is not A.
Choice:
A. A creature that is A, p(B) and B.
B. A creature that is A, p(B) and not B.
C. A creature that is not A, is p(B) and not
B.
D. A creature that is not A and not p(B).

where p(B) represents the presupposition of B.
Within the 32 tests, 16 tests have a causal relation-
ship between A and B (dependent), and 16 tests
do not (independent). Apart from this, I have also
designed 4 tests with “If Googlemorph is A, then
B. And Googlemorph is A.” to confirm the logical
robustness of the LLMs. The specific 32 prompts
will be detailed in Appendix 1 — the following is
one example.

(4) Description: If Googlemorph pecks wood,
then its beak is sharp. But Googlemorph
isn’t pecking wood.

Choice:

A. A creature that is pecking wood, has a
beak, and the beak is sharp.

B. A creature that is pecking wood, has a
beak, and the beak is round.

C. A creature that is not pecking wood, has
a beak, and the beak is round.

D. A creature that is not pecking wood and
doesn’t have a beak.

The tests are conducted with a preamble prompt
that details what the LLLM agent needs to do — see
Appendix 1 for details. All tests are conducted
in LMStudio in a Windows 11 environment, and
the temperature of all LLMs is set to 0.8, with the
exception of ChatGPT 4o, which is conducted on
its own website. All analyses were performed using
R Statistical Software (R Core Team, 2021).

4.1.2 Rationale For Methodology

This experiment tests the behaviors of the English
LLM:s in the environment of a presupposition hid-
den inside a conditional.

I will hereby give an example to demon-
strate. Consider example (4). The presupposi-
tion “Googlemorph has a beak” is contained within
the consequent of the premise “If Googlemorph
pecks wood, then its beak is sharp”. This can be
interpreted in two ways: that there exists a non-
conditional presupposition “Googlemorph has a
beak”, or that there exists a conditional presuppo-
sition “If Googlemorph pecks wood, then Google-
morph has a beak”.

Now consider choice (D); since in choice (D),
the presupposition of “Googlemorph has a beak”
is rejected, choice (D) contradicts having an un-
conditional presupposition. Choice (C) claims the
opposite — that “Googlemorph has a beak” is not
rejected, and thus is more aligned to the uncondi-
tional presupposition.

Of course, choosing choice (C) does not mean
that the model isn’t forming a conditional presuppo-
sition: “If Googlemorph pecks wood, then Google-
morph has a beak. Googlemorph does not peck
wood.” does not logically link to “Googlemorph
doesn’t have a beak”. This inference, however,
would be present in humans because of cognitive
bias — specifically, the bias of negating the an-
tecedent. We can, therefore, infer that by choosing
(C), the participant is likely to have created a non-
conditional presupposition, though we cannot rule
out a conditional one.



This conundrum will be rectified in Experiment
2. For now, it would be interesting to see how these
factors interact. In order to take this into account,
Romoli calculated the percentages of conditional
and non-conditional presuppositions based on the
assumption that people creating a conditional pre-
supposition will randomly choose between (C) and
(D).

4.1.3 Results and Discussion

Table 1 consists of the results, after being converted
into percentages and adjust accordingly based on
the method in the section above.

Model C-D NC-D C-1 NC-I
Gemma | 25% | 68.75% | 12.5% | 85%
Mistral | 87.5% | 12.5% | 87.5% | 12.5%
GPT 50% 50% 100% 0%
Llama 0% 81.25% | 37.5% | 12.5%
Human | 712% | 26.3% 39% | 58.2%

Table 1: Experiment 1a Data. C = Conditional, NC =
Non-conditional, D = Dependent, I = Independent.

The results are surprising given Romoli’s
findings. While Gemma shows fewer condi-
tional presuppositions for independent descrip-
tions—matching Romoli—none of the other mod-
els do; in fact, two show the opposite pattern. For
non-conditional presuppositions, GPT and LLaMa
diverge from human behavior, Gemma aligns with
it, and Mistral remains unchanged. This therefore
suggests that it is the most “humanlike,” while GPT
and LLaMa diverge the most, and Mistral shows
no distinction between dependent and independent
descriptions. This is curious, as it means that
even though English LLMs trained using human-
generated data, they still arrived at a conclusion
unlike humans when it comes to presupposition
generation, if Romoli’s paper is to be considered.
The varied behaviors make it difficult to form a
unified theory of how English LLLMs handle condi-
tional and non-conditional presuppositions, leaving
open the question of whether they align with satis-
faction theory, DRT, or any single framework.

4.2 Experiment 1b: Mandarin LLMs
4.2.1 Setup

The prompts used in Experiment la have been
translated through ChatGPT and proofread by a
native Mandarin speaker to ensure accuracy. A
similar setup is used in Experiment la. As men-
tioned in Section 3.2, the 4 selected LLMs used are

glm-4-9b-chat, Spark, Qwen 2.5 Coder 14B, and
DeepSeek V2 Lite. Qwen and DeepSeek are tested
under the environment given by LMStudio, whilst
GLM and Spark are tested using their given APIs
in their website.

4.2.2 Results and Discussion

The results are shown in the graph below.
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Figure 1: Experiment 1b Model Data

We should be able to employ the same method
to transform the data in Experiment 1b to
conditional/non-conditional presuppositions. How-
ever, this has an issue with any data with a higher
count of choice (D) than choice (C). This is be-
cause if one considers that there is an equal chance
of choosing both (C) and (D) while creating a con-
ditional presupposition, and (C) only when there is
a non-conditional presupposition, then (C) should
be greater than (D), no matter the exact percentage.
However, this is clearly not the case here, as shown
in the behaviour of ChatGLM and Spark. There-
fore, we can deduce that there must be a preference
for choosing (D) when forming conditional presup-
positions; this means that the actual conditional
presupposition percentage would be smaller than if
people were choosing by chance, but bigger than
the percentage of choice (D) (as analyzed above,
choice (C) includes the possibility of a conditional
presupposition). This would not affect the analy-
sis done in Section 4.1.5, apart from introducing
uncertainty of the “humanness” of Gemma and the
neutrality of Mistral.

To account for this, I will instead use “>” to
indicate that the actual percentage is higher than
the number shown, and “<” to indicate lower. Thus,
we can interpret the data from Section 4.2.2 as



follows:

Model C-D NC-D C-1 NC-1
ChatGLM >0% <100% | >81.2% | <18.8%
DeepSeek >0% <25% >6.3% <6.3%
Qwen >25% <75% >37.5% | <62.5%
Spark >87.5% | <12.5% | >93.8% | <6.3%
Human 71.2% 26.3% 39% 58.2%

Table 2: Experiment 1b Data. C = Conditional, NC =
Non-conditional, D = Dependent, I = Independent.

Though we cannot be sure what proportion mod-
els are choosing (C) versus (D) when forming a
conditional presupposition, they should maintain
consistency throughout the experiment; thus, we
can use the numbers shown to get an approximate
value of the actual proportions of conditional/non-
conditional presuppositions.

All four Mandarin LLMs diverged from the hu-
man baseline by producing more conditional pre-
suppositions for independent descriptions. This
pattern aligns with GPT and LLaMa among the En-
glish LLMs, though the degree of difference varies
by model. ChatGLM shows the largest percentage
shift, but uncertainty prevents precise comparison
between conditional and non-conditional counts.

Unfortunately, the uncertainty makes it impossi-
ble to provide an exact comparison between condi-
tional and non-conditional presupposition counts.
However, by looking at the actual choices, only
Qwen matches human behavior by choosing option
(C) most often for both dependent and indepen-
dent descriptions; the other models do not. Overall,
Mandarin LLMs consistently produce higher condi-
tional presuppositions for independent descriptions,
suggesting a more unified pattern across these mod-
els—yet one that still contrasts with human bench-
marks.

4.3 Experiment 2a: English LLMs With
Covered Box

4.3.1 Setup
The same 32 tests have been modified slightly for

the second experiment. The following format is
used:

(5) Description: If Googlemorph is A, then B.
But Googlemorph is not A.
Choice:
A. A creature that is A, p(B) and B.
B. A creature that is A, p(B) and not B.
C. A creature that is not A and not p(B).
D. None of the above.

As per Romoli, the LLMs are instructed to only
select D if there is a better description of the crea-
ture than the three choices shown above.

The preamble is detailed in Appendix 1. All
tests are conducted in LMStudio in a Windows 11
environment, and the temperature of all LLMs are
set to 0.8, with the exception of ChatGPT 40, which
is conducted in its own website.

4.3.2 Rationale For Methodology

The methodology is similar to Experiment 1a and
1b, with the exception of “None of the above”,
which is the equivalence of the “Covered Box” in
Romoli’s experiment. Since, as said in Section
4.1.2, rejecting the presupposition in the premise
only corresponds to forming a conditional presup-
position, replacing the choice of accepting the pre-
supposition to “None of the above” allows the par-
ticipant to choose said choice only if they have
formed a non-conditional presupposition. Thus,
by doing so, we can eliminate the effect of accept-
ing the presupposition as an instance of potentially
conditional and non-conditional presuppositions.

4.3.3 Results and Discussion

The results are shown in the table below, converted
into percentages. The “Human” row refers to Ro-
moli’s results; as the covered box solve the issue
of converging the two types of presupposition to-
gether, we can directly convert responses into per-
centages.

Model C-D NC-D C-1 NC-1
Gemma | 31.25% | 68.75% | 75% 25%
GPT 100% 0% 100% 0%
LLaMa | 37.5% 0% 6.25% 0%
Mistral | 18.75% | 81.25% 0% 100%
Human 86% 11% 77% 21%

Table 3: Experiment 2a Data. C = Conditional, NC =
Non-conditional, D = Dependent, I = Independent.

Experiment 2a showed notable shifts from Ex-
periment 1. Gemma, which previously aligned with
human behavior, now increases conditional presup-
positions for independent descriptions—opposite
of human patterns but consistent with most mod-
els in Experiment 1. Mistral now matches human-
like variation, reducing conditional presuppositions
for independent descriptions and increasing non-
conditional ones, a change from its earlier neu-
trality. Meanwhile, GPT became “neutral,” gener-
ating only conditional presuppositions regardless
of description type. LLaMa similarly changed its



non-conditional presuppositions and showed higher
error rates when facing independent descriptions.

This drastic behaviour flip between Experiment
la and 2a could be accounted for by the difference
in choices in these two experiments. In Exper-
iment la, the choices are explicit; there are no
“other possibilities” expressed in them. In Exper-
iment 2a, however, the covered box option is the
“catch-all” option that the models can choose if they
feel like all three other options do not describe the
creature. This may have caused inflation of non-
conditional presupposition data, as the models may
have thought that none of the three options accu-
rately depict the creature, regardless of whether or
not a conditional or a non-conditional presupposi-
tion is formed. The drop in conditional presupposi-
tions in Mistral thus may account for this inflation.
However, this inflation cannot explain the differ-
ences between Gemma, GPT, and LLaMa across
experiments.

Section 5 will discuss a proposed solution com-
bining the data of both experiments. Experiment
2b will explore whether this change is consistent
cross-linguistically.

4.4 Experiment 2b: Mandarin LLMs With
Covered Box

4.4.1 Setup

The prompts used in Experiment 2a have been
translated through ChatGPT and proofread by me,
a native Mandarin speaker, to ensure accuracy. A
similar setup is used in Experiment 2a. As men-
tioned in Section 3.2, the 4 selected LLMs used are
glm-4-9b-chat, Spark, Qwen 2.5 Coder 14B, and
DeepSeek V2 Lite. Qwen and DeepSeek are tested
under the environment given by LMStudio, whilst
GLM and Spark are tested using their given APIs
in their website.

4.4.2 Results and Discussion
The results are shown in the table below.

Model C-D NC-D C-1 NC-I
ChatGLM | 93.75% | 6.25% | 6.25% | 93.75%
DeepSeek 0% 100% 0% 100%
Qwen 81.25% | 18.75% 0% 100%
Spark 0% 50% 0% 75%
Human 86% 11% 7% 21%

Table 4: Experiment 2b Data. C = Conditional, NC =
Non-conditional, D = Dependent, I = Independent.

Like English LLMs in Experiment 2a, Mandarin
LLMs behave more similarly to human participants

from Romoli’s experiments. ChatGLM and Qwen,
for example, exhibited the behaviour of conditional
presuppositions being more prominent in depen-
dent descriptions compared to independent descrip-
tions. Both models also have a higher number of
conditional presuppositions than non-conditional
presuppositions in dependent descriptions, like that
of human behaviour. All models also do not exhibit
the opposite behaviour demonstrated in Experiment
1b.

However, there are still some stark differences
between human behaviour and Mandarin LLM be-
haviours. Specifically, there exists a dispropor-
tionally high amount of choice (D) in independent
descriptions. The “inflation” discussed in Experi-
ment 2a could be the cause of this behaviour. This
makes sense, as independent descriptions often in-
clude sentences that do not make logical sense, and
therefore harder for LLMs to derive more infor-
mation. This thus caused the LLMs to have to
choose (D) much more frequently for independent
descriptions due to it being the “catch-all” choice.
DeepSeek might have extended this behaviour to
even dependent descriptions, thus resulting in the
100% responses choosing (D) in both description
types.

This may undermine the percentages of re-
sponses signaling a non-conditional presupposi-
tion, but I will argue that this would not undermine
the overall behaviour of Mandarin LLMs behaving
more humanlike in Experiment 2b than in 1b. The
reason is that, in the prompt, I have explicitly asked
the models to only consider the None of the Above
choices if the other three prompts do not fit the de-
scription; in other words, the covered box choice is
a “last resort”. Though there may be responses that
ignored this order, the majority of the responses
should still follow my prompt. If the covered box
choice is considered a “last resort,” then models
that generate conditional presuppositions will still
choose choice (C), as a choice (C) does not run
counter to the description in the questions. Thus,
though the actual percentage of non-conditional
presupposition generation may be lower, it still
remains that in Experiment 2b, Mandarin LLMs
behave more like humans than in Experiment 1b.

5 Opverall Discussion

5.1 Synthesis of Results

Combining the results found in the 4 experiments,
one can see that the LLMs have quite a variety of



behaviours, whether in Mandarin or English. When
an explicit choice of a choice derived from a condi-
tional presupposition and a non-conditional one is
given, most LLMs generated conditional presuppo-
sitions more when facing independent descriptions
— however, when there is only an explicit choice of
a conditional presupposition-derived choice and a
“None of the Above” choice, most LLMs, especially
the Mandarin ones, swapped behaviours, observing
a lower percentage of conditional presuppositions
in independent descriptions, and correspondingly a
higher percentage of non-conditional presupposi-
tions.

This result is quite unusual, as Experiment 1 runs
counter-intuitive with what we expected. As said in
section 4.1.5, humans tend to expect a conditional
presupposition when facing dependent descriptions,
unlike what is exhibited here. What is more sur-
prising is that this behaviour is mitigated by simply
hiding the option of non-conditional presupposi-
tions in both languages, as shown in Experiment
2. Clearly, the hidden choice created a behaviour
change — and though a tentative explanation of “in-
flation” is discussed in the discussion portions of
Experiment 2, it is hard to believe that alone can
drastically change the behaviours that much.

A proposed explanation is shown as follows: the
key difference between Experiment 1 and 2 is that
1 gives the choice of selection between FF- and
FTF -i.e., an explicit selection between conditional
and non-conditional presuppositions. Experiment
2, however, does not; one only needs to consider
whether the FF- choice, or the conditional presup-
position choice, is valid for the description.

In conditional presupposition theory, which DRT
is mapped upon, detailed in Section 2.1, conditional
presupposition remains the “default choice” in pre-
supposition generation. Only when there is enough
justification would a language user choose to defer
to a non-conditional presupposition, according to
this theory. Here, Occam’s Razor and the denying
of the antecedent fallacy come into play again — the
FF- choice assumes that the presupposition in the
consequent of the premise is incorrect, and that is
assuming something that cannot be arrived through
a conditional presupposition. One cannot arrive
from “If Googlemorph can fly, then it has wings”
and “Googlemorph cannot fly” to get “It does not
have wings” — thus, the covered box choice is se-
lected to avoid the fallacy. In Experiments 1a and
1b, however, the covered box is made explicit — the
choice now assumed that the presupposition is true.

Thus, since one cannot avoid the fallacy, unless
there is other evidence that suggests the presuppo-
sition is true — for example, the causality between
the antecedent and the consequent of the premise in
dependent descriptions — it is best to default to not
assuming the truth of the presupposition, hence the
increase in FF- choices in independent descriptions
in Experiment 1a and 1b.

Since the majority of the tested LLMs’ behaviour
is straightforwardly explained through conditional
presupposition theory, which maps to satisfaction
theory, one can thus conclude that the tested LLMs
are more likely to subscribe to satisfaction theory,
corroborating with the human results of Romoli’s
paper. However, this does not translate to the idea
that all LLMs follow the satisfaction theory, espe-
cially considering the sheer amount of variation we
see in both Experiments.

Why is it that there are so many variations on the
presupposition behaviours of LLMs, as we have
observed above? The observed variations in pre-
supposition behaviours among LLMs can be at-
tributed to a combination of implicit influences
stemming from differences in training data, model
architectures, fine-tuning strategies, and linguistic
processing mechanisms. While these variations
might initially seem unpredictable, they are rooted
in systematic factors that govern how each model
encodes and interprets linguistic structures.

The most immediate source of variation is the
training data itself. Different LLMs are trained on
distinct corpora, ranging from structured datasets
such as books, academic papers, and formal arti-
cles to more unstructured, conversational data such
as social media posts and forum discussions. A
model that has been exposed to a large amount
of structured text is more likely to follow formal
linguistic principles, whereas a model trained on
noisier, informal data may exhibit less predictable
presuppositional behavior.

Architectural differences also play a crucial role.
Tokenization strategies, such as Byte-Pair Encod-
ing or SentencePiece, determine how models seg-
ment words and phrases, directly influencing how
they process presuppositional triggers. Some archi-
tectures prioritize syntactic dependencies, allow-
ing them to recognize linguistic structures more
explicitly, while others rely more on semantic em-
beddings, making them more sensitive to meaning
rather than rigid grammatical frameworks. Trans-
former depth and the number of attention layers
also impact linguistic reasoning, with larger mod-



els generally performing more consistently than
smaller ones. However, even among large mod-
els, differences in training objectives and internal
representations can lead to variations in how pre-
suppositional content is interpreted.

Ultimately, the wide range of presuppositional
behaviors observed in LLMs is a reflection of the
diversity in training methodologies, architectural
design, and linguistic reasoning strategies. While
some models demonstrate greater consistency with
human-like presupposition projection, others di-
verge due to differences in how they internalize
and retrieve linguistic knowledge. This shows
that while LLMs can create convincingly accurate
human-like text, this does not mean that they pro-
cess said text like humans, or even the same be-
tween models. This finding is increasingly impor-
tant as LLM technology becomes more advanced —
it is very possible that we would see an increase in
the humanness of the generated text, while seeing
no change in how LLMs process said text. This dis-
parity between processing and generation should
raise alarm and create further research towards re-
solving said disparity.

5.2 Al As Participants of Linguistic Research

As LLMs become more human-like, it is not a
stretch to wonder if they can be analyzed in a
human-like way as well—this is one of the mo-
tives for the research demonstrated here. I have
shown that interesting results can come from us-
ing Al as participants in experimental linguistic
research, both from verifying the robustness of past
linguistic research and from gaining insight into
how LLMs work from a linguistic perspective.

Indeed, the usage of LLMs in linguistic research
has been explored by other researchers as well. In
the paper “Large Language Models and the Wis-
dom of Small Crowds,” Trott demonstrated that
LLMs could indeed be useful in linguistic research,
specifically as a representation of the aggregate be-
haviour of many humans ((Trott, 2024)). Though
individual variations are less easy to model using
LLMs, this lends credibility to the methods used
in this paper, as this paper is trying to contribute
to the proviso problem debate in a computational
manner.

The idea of LLM participants is linked to the
“humanness” of LLMs, or how closely they be-
have like humans. If the humanness of LLM is
high, then theoretically, using LL.Ms in linguistic
research would be similar to using humans in lin-

guistic research. Thus, studies like this paper can
also act as a benchmark or an evaluation of how
much LLMs have evolved. We can see here that
Mandarin LLMs are less human-like than English
LLMs, given that they exhibit less consistent be-
haviour than English LLMs, as evidenced by the
long explanation given in the previous subsection
compared to the relatively simple explanation given
for English LLMs. Indeed, the human-likeness
benchmark proposed by Duan et al. used 10 psy-
cholinguistic experiments as a basis to assess the
humanness of LLMs ((Duan et al., 2024)). Thus,
papers like these provide insight not only to linguis-
tics but to the advancement of LLMs as a whole.

6 Conclusion

This dissertation explored the processing of pre-
supposition projection in both English and Man-
darin LLMs, drawing comparisons to established
linguistic theories — satisfaction theory and Dis-
course Representation Theory. By adapting exper-
imental methods originally developed for human
participants, specifically the paper by Romoli, it
was revealed that both English and Mandarin LLMs
demonstrate a preference for conditional presuppo-
sitions when explicitly tested, aligning them more
closely with the Satisfaction Theory framework.
However, this generalization is weak, at best, as
there exist significant variations among all 8 mod-
els tested. This suggests that LLMs can gener-
ate convincingly human-like text while lacking the
human-like understanding of pragmatic elements,
such as pragmatics.

These results contribute to the ongoing debate
on LLMs’ linguistic capabilities, specifically ex-
ploring the potential of using LLMs as participants
in experimental linguistic research, both to test the-
oretical models and to gain insights into the inner
workings of Al systems. It is the author’s wish that
this paper can demonstrate a practical example of
LLMs’ usefulness in linguistic research.

7 Limitations and Further Research

Because of limitations in computational power and
access to LLMs, there are many opportunities for
future research following the same vein as this pa-
per. In more detail, the language models used in
this paper are not the most powerful, nor do they
have the most amount of tokens. As said in Section
3, the choice of language models is also built on
whether the experiment can actually be conducted



with a Windows 11 system computer with moder-
ate memory and no GPU. Therefore, there is a wide
opportunity for new and more powerful LLMs to
be tested using this methodology, since they, in
theory, would be more in line with human intu-
ition and thus exhibit more human-like behaviours.
Specifically, I would like to see how the most re-
cent LLMs, such as GPT ol, Claude Sonnet, and
a more powerful version of Qwen, fare with Ro-
moli’s experiments.

Moreover, Romoli’s paper uses pictures instead
of text-based choices. The reason this paper uses
text-based choices is the lack of image recognition
on several models tested here. It would be interest-
ing to explore how presupposition interacts with
multimodal LLMs that can process images so as to
more closely replicate Romoli’s experiments.

Time constraints also forbid me from conduct-
ing multiple trials of a model in testing. Further
research can replicate the experiment to verify the
results in this paper, either through multiple testing
of models using my prompts or alternate prompts
from other researchers.

To that end, this paper shows a possible method-
ology to conduct, evaluate, and possibly improve
the underlying linguistic elements of pragmatics in
LLMs — not only in English but in other languages
as well. I can foresee that this methodology may be
used to put LLM participants through already-done
psycholinguistic or experimental pragmatics exper-
iments to either verify or investigate said LLMs.
This would open up a wide range of further re-
search topics and hopefully help the advancement
of not only pragmatics and computational linguis-
tics but also the understanding and high-level ex-
plainability of large language models as well.
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A Prompts

A.1 Experiment 1a Preamble

I will present to you two pieces of data; the first
one is labeled "Description" and the second one is
labeled "Choice". The description describes one of
the creatures shown in the possible choices. Please
read the following description. Depending on the
description, select the best creature that fits this
description. You do not need justification.

The following snippets are examples. Descrip-
tion: If Googlemorph is diving, then his scales are
sleek. But Googlemorph is not diving.

Choice:

A. A creature that is diving, with scales, and the
scales are sleek.

B. A creature that is diving, with scales, and the
scales are rough.

C. A creature that is on the ground, with scales,
and the scales are rough.

D. A creature that is on the ground, without
scales.

Answer: C

Description: If Googlemorph is blue, then his
scales are sleek. But Googlemorph is not diving.

Choice:

A. A creature that is blue, with scales, and the
scales are sleek.

B. A creature that is blue, with scales, and the
scales are rough.
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C. A creature that is green, without scales.

D. A creature that is green, with scales, and the
scales are rough.

Answer: D

A.2 Experiment 1a Prompts

1. Description: If Googlemorph is flying, then
his wings are big and strong. But Google-
morph is not flying.

Choice:

A. A creature that is flying, with wings, and
the wings are big.

B. A creature that is flying, with wings, and
the wings are small.

C. A creature that is on the ground, with
wings, and the wings are small.

D. A creature that is on the ground, without
wings.

. Description: If Googlemorph is drinking or-
ange juice, then his wings are big and strong.
But Googlemorph is not drinking orange
juice.

Choice:

A. A creature that is drinking orange juice,
with wings, and the wings are big.

B. A creature that is drinking orange juice,
with wings, and the wings are small.

C. A creature that is drinking water, with
wings, and the wings are small.

D. A creature that is drinking water, without

wings.

. Description: If Googlemorph has sharp teeth,
then he is eating meat. But Googlemorph
doesn’t have sharp teeth.

Choice:

A. A creature that has sharp teeth, is eating,
and the food is meat.

B. A creature that has sharp teeth, is eating,
and the food is plants.

C. A creature that doesn’t have sharp teeth, is
eating, and the food is plants.

D. A creature that doesn’t have sharp teeth,
and is not eating.
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4. Description: If Googlemorph is green, then

he is eating meat. But Googlemorph is not
green.

Choice:

A. A creature that is green, is eating, and the
food is meat.

B. A creature that is green, is eating, and the
food is plants.

C. A creature that is blue, is eating, and the
food is plants.

D. A creature that is blue, and is not eating.

. Description: If Googlemorph is underwater,
then its gills are functioning. But Google-
morph is not underwater.

Choice:

A. A creature that is underwater, has gills, and
the gills are functioning.

B. A creature that is underwater, has gills, and
the gills are not functioning.

C. A creature that is on the ground, has gills,
and the gills are not functioning.

D. A creature that is on the ground and doesn’t
have gills.

. Description: If Googlemorph is green, then
its gills are functioning. But Googlemorph is
not green.

Choice:

A. A creature that is green, has gills, and the
gills are functioning.

B. A creature that is green, has gills, and the
gills are not functioning.

C. A creature that is blue, has gills, and the
gills are not functioning.

D. A creature that is blue and doesn’t have
gills.

. Description: If Googlemorph breathes fire,
then its snout is fireproof. But Googlemorph
isn’t breathing fire.

Choice:

A. A creature that breathes fire, has a snout,
and the snout is fireproof.

B. A creature that breathes fire, has a snout,
and the snout is not fireproof.
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11.

C. A creature that doesn’t breathe fire, has a
snout, and the snout is not fireproof.

D. A creature that doesn’t breathe fire, and
doesn’t have a snout.

Description: If Googlemorph is pink, then
its snout is fireproof. But Googlemorph isn’t
pink.

Choice:

A. A creature that is pink, has a snout, and the
snout is fireproof.

B. A creature that is pink, has a snout, and the
snout is not fireproof.

C. A creature that is purple, has a snout, and
the snout is not fireproof.

D. A creature that is purple, and doesn’t have
a snout.

. Description: If Googlemorph runs, then its

legs are strong. But Googlemorph isn’t run-
ning.

Choice:

A. A creature that is running, has legs, and the
legs are strong.

B. A creature that is running, has legs, and the
legs are not strong.

C. A creature that is still, has legs, and the
legs are not strong.

D. A creature that is still and doesn’t have
legs.

Description: If Googlemorph is orange, then
its legs are strong. But Googlemorph isn’t
orange.

Choice:

A. A creature that is orange, has legs, and the
legs are strong.

B. A creature that is orange, has legs, and the
legs are not strong.

C. A creature that is red, has legs, and the legs
are not strong.

D. A creature that is red and doesn’t have legs.
Description: If Googlemorph sees far, then its

eyes are large. But Googlemorph isn’t seeing
far.

Choice:



12.

13.

14.

A. A creature that sees far, has eyes, and the
eyes are large.

B. A creature that sees far, has eyes, and the
eyes are not large.

C. A creature that doesn’t see far, has eyes,
and the eyes are not large.

D. A creature that doesn’t see far and doesn’t
have eyes.

Description: If Googlemorph is blue, then its
eyes are large. But Googlemorph isn’t blue.

Choice:

A. A creature that is blue, has eyes, and the
eyes are large.

B. A creature that is blue, has eyes, and the
eyes are not large.

C. A creature that is yellow, has eyes, and the
eyes are not large.

D. A creature that is yellow and doesn’t have
eyes.

Description: If Googlemorph uses a slingshot,
then its hands have thumbs. But Googlemorph
isn’t using a slingshot.

Choice:

A. A creature that uses a slingshot, has hands,
and the hands have thumbs.

B. A creature that uses a slingshot, has hands,
and the hands don’t have thumbs.

C. A creature that doesn’t use a slingshot. has
hands, and the hands don’t have thumbs.

D. A creature that doesn’t use a slingshot and
doesn’t have hands.

Description: If Googlemorph is red, then its
hands have thumbs. But Googlemorph isn’t
red.

Choice:

A. A creature that is red, has hands, and the
hands have thumbs.

B. A creature that is red, has hands, and the
hands don’t have thumbs.

C. A creature that is green. has hands, and the
hands don’t have thumbs.

D. A creature that is green and doesn’t have
hands.
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Description: If Googlemorph has a good mem-
ory, then its hippocampus is developed. But
Googlemorph doesn’t have a good memory.

Choice:

A. A creature that has a good memory, has a
hippocampus, and the hippocampus is devel-
oped.

B. A creature that has a good memory, has
a hippocampus, and the hippocampus is not
developed.

C. A creature that doesn’t have a good mem-
ory, has a hippocampus, and the hippocampus
is developed.

D. A creature that doesn’t have a good mem-
ory and doesn’t have a hippocampus.

Description: If Googlemorph is orange, then
its hippocampus is developed. But Google-
morph isn’t orange.

Choice:

A. A creature that is orange, has a hippocam-
pus, and the hippocampus is developed.

B. A creature that is orange, has a hippocam-
pus, and the hippocampus is not developed.

C. A creature that is blue, has a hippocampus,
and the hippocampus is developed.

D. A creature that is blue and doesn’t have a
hippocampus.

Description: If Googlemorph sees in color,
then its eyes contain three types of cones. But
Googlemorph doesn’t see in color.

Choice: A. A creature that sees in color,
has eyes, and the eyes contain three types of
cones.

B. A creature that sees in color, has eyes, and
the eyes don’t contain three types of cones.

C. A creature that doesn’t see in color, has
eyes, and the eyes don’t contain three types of
cones.

D. A creature that doesn’t see in color and
doesn’t have eyes.

Description: If Googlemorph is white, then
its eyes contain three types of cones. But
Googlemorph isn’t white.

Choice:



19.

20.

21.

A. A creature that is white, has eyes, and the
eyes contain three types of cones.

B. A creature that is white, has eyes, and the
eyes don’t contain three types of cones.

C. A creature that is black, has eyes, and the
eyes don’t contain three types of cones.

D. A creature that is black and doesn’t have
eyes.

Description: If Googlemorph communicates,
then its Broca’s area is functioning. But
Googlemorph doesn’t communicate.

A. A creature that is communicating, has a
Broca’s area, and the Broca’s area is function-
ing.

B. A creature that is communicating, has a
Broca’s area, and the Broca’s area is not func-
tioning.

C. A creature that is not communicating, has
a Broca’s area, and the Broca’s area is not
functioning.

D. A creature that is not communicating and
doesn’t have a Broca’s area.

Description: If Googlemorph is purple, then
its Broca’s area is functioning. But Google-
morph isn’t purple.

A. A creature that is purple, has a Broca’s area,
and the Broca’s area is functioning.

B. A creature that is purple, has a Broca’s area,
and the Broca’s area is not functioning.

C. A creature that is gray, has a Broca’s area,
and the Broca’s area is not functioning.

D. A creature that is gray and doesn’t have a
Broca’s area.

Description: If Googlemorph eats chocolate,
then its liver can process theobromine effi-
ciently. But Googlemorph doesn’t eat choco-
late.

A. A creature that is eating chocolate, has a
liver, and the liver process theobromine effi-
ciently.

B. A creature that is eating chocolate, has
a liver, and the liver doesn’t process theo-
bromine efficiently.

C. A creature that is not eating chocolate, has
a liver, and the liver doesn’t process theo-
bromine efficiently.

22.

23.

24.

25.

13

D. A creature that is not eating chocolate and
doesn’t have a liver.

Description: If Googlemorph has 37 teeth,
then its liver can process theobromine effi-
ciently. But Googlemorph doesn’t have 37
teeth.

A. A creature that has 37 teeth, has a liver, and
the liver process theobromine efficiently.

B. A creature that has 37 teeth, has a liver,
and the liver doesn’t process theobromine ef-
ficiently.

C. A creature that has 31 teeth, has a liver,
and the liver doesn’t process theobromine ef-
ficiently.

D. A creature that has 31 teeth and doesn’t
have a liver.

Description: If Googlemorph pecks wood,
then its beak is sharp. But Googlemorph isn’t
pecking wood.

A. A creature that is pecking wood, has a beak,
and the beak is sharp.

B. A creature that is pecking wood, has a beak,
and the beak is round.

C. A creature that is not pecking wood, has a
beak, and the beak is round.

D. A creature that is not pecking wood and
doesn’t have a beak.

Description: If Googlemorph is gray, then its
beak is sharp. But Googlemorph isn’t gray.

A. A creature that is gray, has a beak, and the
beak is sharp.

B. A creature that is gray, has a beak, and the
beak is round.

C. A creature that is purple, has a beak, and
the beak is round.

D. A creature that is purple and doesn’t have
a beak.

Description: If Googlemorph hears a whale
sing, then its ears can hear subsonic sounds.
But Googlemorph doesn’t hear a whale sing.

A. A creature that hears a whale sing, has ears,
and the ears can hear subsonic sounds.

B. A creature that hears a whale sing, has ears,
and the ears cannot hear subsonic sounds.
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C. A creature that doesn’t hear a whale sing,
has ears, and the ears cannot hear subsonic
sounds.

D. A creature that doesn’t hear a whale sing
and doesn’t have ears.

Description: If Googlemorph is blue, then its
ears can hear subsonic sounds. But Google-
morph isn’t blue.

A. A creature that is blue, has ears, and the
ears can hear subsonic sounds. B. A crea-
ture that is blue, has ears, and the ears cannot
hear subsonic sounds. C. A creature that is
yellow, has ears, and the ears cannot hear sub-
sonic sounds. D. A creature that is yellow and
doesn’t have ears.

Description: If Googlemorph lives in the Arc-
tic, then its fur is thick. But Googlemorph
doesn’t live in the Arctic.

A. A creature that lives in the Arctic, has fur,
and the fur is thick.

B. A creature that lives in the Arctic, has fur,
and the fur is thin.

C. A creature that lives in the Equator, has fur,
and the fur is thin.

D. A creature that lives in the Equator and
doesn’t have fur.

Description: If Googlemorph smiles, then its
fur is thick. But Googlemorph isn’t smiling.

A. A creature that is smiling, has fur, and the
fur is thick.

B. A creature that is smiling, has fur, and the
fur is thin.

C. A creature that is crying, has fur, and the
fur is thin.

D. A creature that is crying and doesn’t have
fur.

Description: If Googlemorph eats plants, then
its teeth is flat. But Googlemorph isn’t eating
plants.

Choice:

A. A creature that is eating plants, has teeth,
and the teeth is flat.

B. A creature that is eating plants, has teeth,
and the teeth is sharp.
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C. A creature that is not eating plants, has
teeth, and the teeth is sharp.

D. A creature that is not eating plants and
doesn’t have teeth.

30. Description: If Googlemorph is pink, then its
teeth is flat. But Googlemorph isn’t pink.

Choice:

A. A creature that is pink, has teeth, and the
teeth is flat.

B. A creature that is pink, has teeth, and the
teeth is sharp.

C. A creature that is purple, has teeth, and the
teeth is sharp.

D. A creature that is purple and doesn’t have
teeth.

31. Description: If Googlemorph jumps high,
then its legs are strong. But Googlemorph
doesn’t jump high.

Choice:

A. A creature that is jumping high, has legs,
and the legs are strong.

B. A creature that is jumping high, has legs,
and the legs are weak.

C. A creature that is on the ground, has legs,
and the legs are weak.

D. A creature that is on the ground and has no
legs.

32. Description: If Googlemorph is blue, then its
legs are strong. But Googlemorph isn’t blue.

Choice:

A. A creature that is blue, has legs, and the
legs are strong.

B. A creature that is blue, has legs, and the
legs are weak.

C. A creature that is pink, has legs, and the
legs are weak.

D. A creature that is pink and has no legs.

A.3 Experiment 2a Preamble

I will present to you two pieces of data; the first
one is labeled "Description" and the second one is
labeled "Choice". The description describes one of
the creatures shown in the possible choices. Please
read the following description. Depending on the



description, select the best creature that fits this
description. You do not need justification.

Note: The prompt in Experiment 2a is modi-
fied per Section 4.3.1 based on Appendix A.1’s
prompts.
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