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Abstract

Presupposition projection remains a critical001
area of linguistic research, particularly in under-002
standing how meaning is inferred beyond ex-003
plicit assertion. This study explores the process-004
ing of presuppositions in conditional sentences005
by large language models (LLMs) in both En-006
glish and Mandarin, evaluating their alignment007
with established linguistic theories such as Sat-008
isfaction Theory (ST) and Discourse Repre-009
sentation Theory (DRT). Through controlled010
experiments inspired by Romoli’s (2011) hu-011
man subject study, we reveal considerable vari-012
ation across models, both within and across lan-013
guages, challenging the assumption that LLMs014
uniformly approximate human-like pragmatic015
competence. While some models exhibited pat-016
terns aligning with ST, others diverged signifi-017
cantly, suggesting that LLMs can produce con-018
textually appropriate text without a structured,019
human-like understanding of presupposition.020

1 Introduction021

While much research probed syntactic, semantic,022

and more recently pragmatic knowledge of LLMs023

(Hong et al., 2024) (Sieker and Zarrieß, 2023),024

there has been little examination of the fit between025

LLMs’ behaviour and specific linguistic theories,026

and even less cross-linguistic work in this domain.027

However, linguistic theories can provide a valuable028

source of insight for the goal of explainability in029

LLMs (Zhao et al., 2024).030

This paper considers how modern English and031

Mandarin LLMs process presuppositions, compar-032

ing their behavior to a human baseline and explor-033

ing fit with two major theories drawn from the034

linguistic literature. Strikingly, language models035

both within and across languages vary consider-036

ably in their fit with theoretical models and in their037

approximation to human behavior in this domain.038

This fact suggests that LLMs can generate convinc-039

ingly human-like text while lacking the human-like040

understanding of pragmatic elements, such as pre- 041

supposition. 042

2 Related Work 043

2.1 Presuppositions 044

Presuppositions are assumptions that must hold for 045

an utterance to make sense (Beaver et al., 2024). 046

For example, “I turned in my dissertation” pre- 047

supposes the existence of a dissertation, that it is 048

the speaker’s, and so forth. These assumptions 049

can be triggered by specific words (e.g., “my”) or 050

arise pragmatically (e.g., that the speaker speaks 051

English). 052

A key property of presuppositions is projection: 053

they often survive under negation and condition- 054

als. For instance, “I completed my essay in time” 055

presupposes an essay exists; this remains even 056

in “I didn’t complete my essay in time” or “If I 057

completed my essay in time. . . ” Linguists have 058

offered two main theoretical accounts to model 059

this phenomenon: Satisfaction Theory (ST) (Heim, 060

2002) and Discourse Representation Theory (DRT) 061

(Kamp, 1981) (Geurts, 1996). Both offer broad 062

computational-level accounts of semantic and prag- 063

matic interpretation, differing in a number of re- 064

spects. For our purposes, the crucial differences 065

involve predictions about conditionals. 066

(1) If Jack killed the man, the weapon he used 067

is hard to find. 068

(2) If Jack killed the man, his friend was in- 069

volved. 070

ST predicts conditional presuppositions here as 071

a default: "If Jack killed the man, he (used a 072

weapon/has a friend)". The former seems correct, 073

while the latter seems too weak (Geurts, 1996). By 074

contrast, DRT predicts unconditional presupposi- 075

tions for both ("Jack (used a weapon/has a friend)"), 076

with the mirror-image problem. (1) does not intu- 077

itively presuppose "Jack used a weapon" as DRT 078
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predicts as a default.079

ST theorists have claimed that the strengthened080

presupposition of (2) is the result of additional prag-081

matic reasoning, due to the lack of a causal or in-082

ferential connection between "Jack killed the man"083

and "Jack has a friend". Romoli (2011) compare084

the competing theories in a human subjects experi-085

ment, manipulating the presence of a causal connec-086

tion, with results support ST for human pragmatic087

processing.088

2.2 Large Language Models Probing089

Recent LLM research has shifted from syntactic090

and semantic probing to pragmatics, particularly091

implicatures and presuppositions. Datasets such092

as ImpPress (Jeretic et al., 2020), ProPress (Asami093

and Sugawara, 2023), and NOPE (Parrish et al.,094

2021) assess presupposition understanding, with095

PUB (Sravanthi et al., 2024) integrating these into096

broader benchmarks. Findings suggest advanced097

LLMs increasingly mirror human intuition.098

However, one key problem still remains: do099

LLMs exhibit genuine linguistic structure or repli-100

cate training data? Blevins et al. (Blevins et al.,101

2023) showed structured prompting enables ab-102

straction beyond memorization. Studies on Max-103

imize Presupposition! (Sieker and Zarrieß, 2023)104

and causal inference (Hong et al., 2024) highlight105

model variability. Both shows that there is a type of106

structure in LLMs – they are not merely replicating107

what they have seen.108

LLMs also inform linguistic theory. Cho et al.109

(Cho and Kim, 2024) found GPT-2 and BERT favor110

pragmatic scalar implicatures, with GPT-2 relying111

more on context. Tsvilodub et al. (Tsvilodub et al.,112

2024) replicated human studies on disjunctions,113

aligning LLM results with human data. This pa-114

per examines LLM processing of presuppositions115

in consequents, crucial for human-like discourse.116

Following the practice of Tsvilodub, this paper will117

replicate the Romoli paper mentioned in section 2.1.118

Many benchmarks assess presuppositions, making119

it a key area in NLP advancement.120

3 Methodology121

3.1 Overview of Romoli’s Experiments’122

Methodology123

The previous section introduced Romoli’s paper’s124

results and prerequisite background information.125

Since the experiments I conduct will replicate Ro-126

moli’s, it is worth reviewing Romoli’s methodol-127

ogy. 128

The two experiments Romoli conducted share 129

similar procedures. Both experiments asked the 130

participants to read a short description with the 131

format “If A, then B. And A.” or “If, then B. But not 132

A”. In experiment 1, the participants were asked to 133

select a picture that fit the description the most from 134

four pictures. Each picture can be summarized with 135

three binary categories: whether A is true, whether 136

the presupposition of B is true, and whether B is 137

true. Using this, the four pictures shown are always 138

TTT, TTF, FTF, and FF-. 139

The descriptions are sorted into two categories – 140

dependent/independent and control/critical. Depen- 141

dent descriptions exhibit a probable causal relation 142

between A and B, whilst independent descriptions 143

don’t. Control descriptions end with “And A.”, 144

while critical descriptions end with “But not A”. 145

Apart from these, there also exists filler descrip- 146

tions in which B does not have a relevant presup- 147

position. 148

Participants were shown 4 control descriptions, 149

4 critical descriptions, and 8 filler descriptions. The 150

filler and control descriptions were used to verify 151

that the participants do indeed understand the in- 152

structions, while the critical descriptions are the 153

actual important measures Romoli wants to mea- 154

sure. 155

Experiment 2 has the exact same format, though 156

with one important difference – the FTF picture is 157

replaced by a blank picture, and participants were 158

told to choose that if none of the other pictures 159

matched with the description. This is to eliminate 160

the flaw that the FTF picture can match to both 161

types of presuppositions. 162

3.2 General Method 163

Translating a person-to-person linguistic experi- 164

ment into a person-to-LLM experiment in another 165

language is complex. This subsection outlines the 166

general process and the specific LLMs used, while 167

experiment details are covered in their respective 168

sections. 169

First, all research prompts must be converted into 170

text. While multimodal LLMs exist, they are less 171

common and costly, making text a more practical 172

format. The original experiment must be reviewed 173

to extract essential information. For instance, in 174

Romoli’s experiment, the images encode three key 175

pieces of information (see Section 3.1), which must 176

be preserved in text form. 177

Once all non-text information is transcribed, a 178
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prompt mirroring the one given to human subjects179

is created—usually a simple rewording. The full180

prompt is provided in Appendix 1.181

To ensure methodological rigor, variables should182

be modified incrementally. Directly translating183

prompts, images, and subjects into Mandarin for184

AI processing would introduce multiple confound-185

ing variables. Instead, multiple experiments should186

be conducted, each altering only one key variable187

at a time.188

This study follows a two-step experimental de-189

sign for each set of experiments. The first repli-190

cates Romoli’s experiment using English-language191

LLMs with text-based prompts. The selected mod-192

els—Gemma 2 9B Instruct, Llama-3.2-3B-Instruct-193

GGUF, GPT-4o, and Mistral Nemo Instruct—were194

chosen based on memory efficiency and perfor-195

mance. The second experiment replaces English-196

language LLMs with Mandarin-based ones, us-197

ing prompts translated via machine translation and198

human editing. The Mandarin LLMs tested are199

glm-4-9b-chat, Spark, Qwen 2.5 Coder 14B, and200

DeepSeek V2 Lite.201

4 Experiments202

4.1 Experiment 1a: English LLMs203

4.1.1 Setup204

As per Romoli, I have written 32 different tests that205

are of the following format:206

(3) Description: If Googlemorph is A, then B.207

But Googlemorph is not A.208

Choice:209

A. A creature that is A, p(B) and B.210

B. A creature that is A, p(B) and not B.211

C. A creature that is not A, is p(B) and not212

B.213

D. A creature that is not A and not p(B).214

where p(B) represents the presupposition of B.215

Within the 32 tests, 16 tests have a causal relation-216

ship between A and B (dependent), and 16 tests217

do not (independent). Apart from this, I have also218

designed 4 tests with “If Googlemorph is A, then219

B. And Googlemorph is A.” to confirm the logical220

robustness of the LLMs. The specific 32 prompts221

will be detailed in Appendix 1 – the following is222

one example.223

(4) Description: If Googlemorph pecks wood,224

then its beak is sharp. But Googlemorph225

isn’t pecking wood.226

Choice: 227

A. A creature that is pecking wood, has a 228

beak, and the beak is sharp. 229

B. A creature that is pecking wood, has a 230

beak, and the beak is round. 231

C. A creature that is not pecking wood, has 232

a beak, and the beak is round. 233

D. A creature that is not pecking wood and 234

doesn’t have a beak. 235

The tests are conducted with a preamble prompt 236

that details what the LLM agent needs to do – see 237

Appendix 1 for details. All tests are conducted 238

in LMStudio in a Windows 11 environment, and 239

the temperature of all LLMs is set to 0.8, with the 240

exception of ChatGPT 4o, which is conducted on 241

its own website. All analyses were performed using 242

R Statistical Software (R Core Team, 2021). 243

4.1.2 Rationale For Methodology 244

This experiment tests the behaviors of the English 245

LLMs in the environment of a presupposition hid- 246

den inside a conditional. 247

I will hereby give an example to demon- 248

strate. Consider example (4). The presupposi- 249

tion “Googlemorph has a beak” is contained within 250

the consequent of the premise “If Googlemorph 251

pecks wood, then its beak is sharp”. This can be 252

interpreted in two ways: that there exists a non- 253

conditional presupposition “Googlemorph has a 254

beak”, or that there exists a conditional presuppo- 255

sition “If Googlemorph pecks wood, then Google- 256

morph has a beak”. 257

Now consider choice (D); since in choice (D), 258

the presupposition of “Googlemorph has a beak” 259

is rejected, choice (D) contradicts having an un- 260

conditional presupposition. Choice (C) claims the 261

opposite – that “Googlemorph has a beak” is not 262

rejected, and thus is more aligned to the uncondi- 263

tional presupposition. 264

Of course, choosing choice (C) does not mean 265

that the model isn’t forming a conditional presuppo- 266

sition: “If Googlemorph pecks wood, then Google- 267

morph has a beak. Googlemorph does not peck 268

wood.” does not logically link to “Googlemorph 269

doesn’t have a beak”. This inference, however, 270

would be present in humans because of cognitive 271

bias – specifically, the bias of negating the an- 272

tecedent. We can, therefore, infer that by choosing 273

(C), the participant is likely to have created a non- 274

conditional presupposition, though we cannot rule 275

out a conditional one. 276
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This conundrum will be rectified in Experiment277

2. For now, it would be interesting to see how these278

factors interact. In order to take this into account,279

Romoli calculated the percentages of conditional280

and non-conditional presuppositions based on the281

assumption that people creating a conditional pre-282

supposition will randomly choose between (C) and283

(D).284

4.1.3 Results and Discussion285

Table 1 consists of the results, after being converted286

into percentages and adjust accordingly based on287

the method in the section above.288

Model C-D NC-D C-I NC-I
Gemma 25% 68.75% 12.5% 85%
Mistral 87.5% 12.5% 87.5% 12.5%
GPT 50% 50% 100% 0%
Llama 0% 81.25% 37.5% 12.5%
Human 71.2% 26.3% 39% 58.2%

Table 1: Experiment 1a Data. C = Conditional, NC =
Non-conditional, D = Dependent, I = Independent.

The results are surprising given Romoli’s289

findings. While Gemma shows fewer condi-290

tional presuppositions for independent descrip-291

tions—matching Romoli—none of the other mod-292

els do; in fact, two show the opposite pattern. For293

non-conditional presuppositions, GPT and LLaMa294

diverge from human behavior, Gemma aligns with295

it, and Mistral remains unchanged. This therefore296

suggests that it is the most “humanlike,” while GPT297

and LLaMa diverge the most, and Mistral shows298

no distinction between dependent and independent299

descriptions. This is curious, as it means that300

even though English LLMs trained using human-301

generated data, they still arrived at a conclusion302

unlike humans when it comes to presupposition303

generation, if Romoli’s paper is to be considered.304

The varied behaviors make it difficult to form a305

unified theory of how English LLMs handle condi-306

tional and non-conditional presuppositions, leaving307

open the question of whether they align with satis-308

faction theory, DRT, or any single framework.309

4.2 Experiment 1b: Mandarin LLMs310

4.2.1 Setup311

The prompts used in Experiment 1a have been312

translated through ChatGPT and proofread by a313

native Mandarin speaker to ensure accuracy. A314

similar setup is used in Experiment 1a. As men-315

tioned in Section 3.2, the 4 selected LLMs used are316

glm-4-9b-chat, Spark, Qwen 2.5 Coder 14B, and 317

DeepSeek V2 Lite. Qwen and DeepSeek are tested 318

under the environment given by LMStudio, whilst 319

GLM and Spark are tested using their given APIs 320

in their website. 321

4.2.2 Results and Discussion 322

The results are shown in the graph below.

Figure 1: Experiment 1b Model Data

323
We should be able to employ the same method 324

to transform the data in Experiment 1b to 325

conditional/non-conditional presuppositions. How- 326

ever, this has an issue with any data with a higher 327

count of choice (D) than choice (C). This is be- 328

cause if one considers that there is an equal chance 329

of choosing both (C) and (D) while creating a con- 330

ditional presupposition, and (C) only when there is 331

a non-conditional presupposition, then (C) should 332

be greater than (D), no matter the exact percentage. 333

However, this is clearly not the case here, as shown 334

in the behaviour of ChatGLM and Spark. There- 335

fore, we can deduce that there must be a preference 336

for choosing (D) when forming conditional presup- 337

positions; this means that the actual conditional 338

presupposition percentage would be smaller than if 339

people were choosing by chance, but bigger than 340

the percentage of choice (D) (as analyzed above, 341

choice (C) includes the possibility of a conditional 342

presupposition). This would not affect the analy- 343

sis done in Section 4.1.5, apart from introducing 344

uncertainty of the “humanness” of Gemma and the 345

neutrality of Mistral. 346

To account for this, I will instead use “>” to 347

indicate that the actual percentage is higher than 348

the number shown, and “<” to indicate lower. Thus, 349

we can interpret the data from Section 4.2.2 as 350
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follows:351

Model C-D NC-D C-I NC-I
ChatGLM >0% <100% >81.2% <18.8%
DeepSeek >0% <25% >6.3% <6.3%
Qwen >25% <75% >37.5% <62.5%
Spark >87.5% <12.5% >93.8% <6.3%
Human 71.2% 26.3% 39% 58.2%

Table 2: Experiment 1b Data. C = Conditional, NC =
Non-conditional, D = Dependent, I = Independent.

Though we cannot be sure what proportion mod-352

els are choosing (C) versus (D) when forming a353

conditional presupposition, they should maintain354

consistency throughout the experiment; thus, we355

can use the numbers shown to get an approximate356

value of the actual proportions of conditional/non-357

conditional presuppositions.358

All four Mandarin LLMs diverged from the hu-359

man baseline by producing more conditional pre-360

suppositions for independent descriptions. This361

pattern aligns with GPT and LLaMa among the En-362

glish LLMs, though the degree of difference varies363

by model. ChatGLM shows the largest percentage364

shift, but uncertainty prevents precise comparison365

between conditional and non-conditional counts.366

Unfortunately, the uncertainty makes it impossi-367

ble to provide an exact comparison between condi-368

tional and non-conditional presupposition counts.369

However, by looking at the actual choices, only370

Qwen matches human behavior by choosing option371

(C) most often for both dependent and indepen-372

dent descriptions; the other models do not. Overall,373

Mandarin LLMs consistently produce higher condi-374

tional presuppositions for independent descriptions,375

suggesting a more unified pattern across these mod-376

els—yet one that still contrasts with human bench-377

marks.378

4.3 Experiment 2a: English LLMs With379

Covered Box380

4.3.1 Setup381

The same 32 tests have been modified slightly for382

the second experiment. The following format is383

used:384

(5) Description: If Googlemorph is A, then B.385

But Googlemorph is not A.386

Choice:387

A. A creature that is A, p(B) and B.388

B. A creature that is A, p(B) and not B.389

C. A creature that is not A and not p(B).390

D. None of the above.391

As per Romoli, the LLMs are instructed to only 392

select D if there is a better description of the crea- 393

ture than the three choices shown above. 394

The preamble is detailed in Appendix 1. All 395

tests are conducted in LMStudio in a Windows 11 396

environment, and the temperature of all LLMs are 397

set to 0.8, with the exception of ChatGPT 4o, which 398

is conducted in its own website. 399

4.3.2 Rationale For Methodology 400

The methodology is similar to Experiment 1a and 401

1b, with the exception of “None of the above”, 402

which is the equivalence of the “Covered Box” in 403

Romoli’s experiment. Since, as said in Section 404

4.1.2, rejecting the presupposition in the premise 405

only corresponds to forming a conditional presup- 406

position, replacing the choice of accepting the pre- 407

supposition to “None of the above” allows the par- 408

ticipant to choose said choice only if they have 409

formed a non-conditional presupposition. Thus, 410

by doing so, we can eliminate the effect of accept- 411

ing the presupposition as an instance of potentially 412

conditional and non-conditional presuppositions. 413

4.3.3 Results and Discussion 414

The results are shown in the table below, converted 415

into percentages. The “Human” row refers to Ro- 416

moli’s results; as the covered box solve the issue 417

of converging the two types of presupposition to- 418

gether, we can directly convert responses into per- 419

centages. 420

Model C-D NC-D C-I NC-I
Gemma 31.25% 68.75% 75% 25%
GPT 100% 0% 100% 0%
LLaMa 37.5% 0% 6.25% 0%
Mistral 18.75% 81.25% 0% 100%
Human 86% 11% 77% 21%

Table 3: Experiment 2a Data. C = Conditional, NC =
Non-conditional, D = Dependent, I = Independent.

Experiment 2a showed notable shifts from Ex- 421

periment 1. Gemma, which previously aligned with 422

human behavior, now increases conditional presup- 423

positions for independent descriptions—opposite 424

of human patterns but consistent with most mod- 425

els in Experiment 1. Mistral now matches human- 426

like variation, reducing conditional presuppositions 427

for independent descriptions and increasing non- 428

conditional ones, a change from its earlier neu- 429

trality. Meanwhile, GPT became “neutral,” gener- 430

ating only conditional presuppositions regardless 431

of description type. LLaMa similarly changed its 432
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non-conditional presuppositions and showed higher433

error rates when facing independent descriptions.434

This drastic behaviour flip between Experiment435

1a and 2a could be accounted for by the difference436

in choices in these two experiments. In Exper-437

iment 1a, the choices are explicit; there are no438

“other possibilities” expressed in them. In Exper-439

iment 2a, however, the covered box option is the440

“catch-all” option that the models can choose if they441

feel like all three other options do not describe the442

creature. This may have caused inflation of non-443

conditional presupposition data, as the models may444

have thought that none of the three options accu-445

rately depict the creature, regardless of whether or446

not a conditional or a non-conditional presupposi-447

tion is formed. The drop in conditional presupposi-448

tions in Mistral thus may account for this inflation.449

However, this inflation cannot explain the differ-450

ences between Gemma, GPT, and LLaMa across451

experiments.452

Section 5 will discuss a proposed solution com-453

bining the data of both experiments. Experiment454

2b will explore whether this change is consistent455

cross-linguistically.456

4.4 Experiment 2b: Mandarin LLMs With457

Covered Box458

4.4.1 Setup459

The prompts used in Experiment 2a have been460

translated through ChatGPT and proofread by me,461

a native Mandarin speaker, to ensure accuracy. A462

similar setup is used in Experiment 2a. As men-463

tioned in Section 3.2, the 4 selected LLMs used are464

glm-4-9b-chat, Spark, Qwen 2.5 Coder 14B, and465

DeepSeek V2 Lite. Qwen and DeepSeek are tested466

under the environment given by LMStudio, whilst467

GLM and Spark are tested using their given APIs468

in their website.469

4.4.2 Results and Discussion470

The results are shown in the table below.471

Model C-D NC-D C-I NC-I
ChatGLM 93.75% 6.25% 6.25% 93.75%
DeepSeek 0% 100% 0% 100%
Qwen 81.25% 18.75% 0% 100%
Spark 0% 50% 0% 75%
Human 86% 11% 77% 21%

Table 4: Experiment 2b Data. C = Conditional, NC =
Non-conditional, D = Dependent, I = Independent.

Like English LLMs in Experiment 2a, Mandarin472

LLMs behave more similarly to human participants473

from Romoli’s experiments. ChatGLM and Qwen, 474

for example, exhibited the behaviour of conditional 475

presuppositions being more prominent in depen- 476

dent descriptions compared to independent descrip- 477

tions. Both models also have a higher number of 478

conditional presuppositions than non-conditional 479

presuppositions in dependent descriptions, like that 480

of human behaviour. All models also do not exhibit 481

the opposite behaviour demonstrated in Experiment 482

1b. 483

However, there are still some stark differences 484

between human behaviour and Mandarin LLM be- 485

haviours. Specifically, there exists a dispropor- 486

tionally high amount of choice (D) in independent 487

descriptions. The “inflation” discussed in Experi- 488

ment 2a could be the cause of this behaviour. This 489

makes sense, as independent descriptions often in- 490

clude sentences that do not make logical sense, and 491

therefore harder for LLMs to derive more infor- 492

mation. This thus caused the LLMs to have to 493

choose (D) much more frequently for independent 494

descriptions due to it being the “catch-all” choice. 495

DeepSeek might have extended this behaviour to 496

even dependent descriptions, thus resulting in the 497

100% responses choosing (D) in both description 498

types. 499

This may undermine the percentages of re- 500

sponses signaling a non-conditional presupposi- 501

tion, but I will argue that this would not undermine 502

the overall behaviour of Mandarin LLMs behaving 503

more humanlike in Experiment 2b than in 1b. The 504

reason is that, in the prompt, I have explicitly asked 505

the models to only consider the None of the Above 506

choices if the other three prompts do not fit the de- 507

scription; in other words, the covered box choice is 508

a “last resort”. Though there may be responses that 509

ignored this order, the majority of the responses 510

should still follow my prompt. If the covered box 511

choice is considered a “last resort,” then models 512

that generate conditional presuppositions will still 513

choose choice (C), as a choice (C) does not run 514

counter to the description in the questions. Thus, 515

though the actual percentage of non-conditional 516

presupposition generation may be lower, it still 517

remains that in Experiment 2b, Mandarin LLMs 518

behave more like humans than in Experiment 1b. 519

5 Overall Discussion 520

5.1 Synthesis of Results 521

Combining the results found in the 4 experiments, 522

one can see that the LLMs have quite a variety of 523
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behaviours, whether in Mandarin or English. When524

an explicit choice of a choice derived from a condi-525

tional presupposition and a non-conditional one is526

given, most LLMs generated conditional presuppo-527

sitions more when facing independent descriptions528

– however, when there is only an explicit choice of529

a conditional presupposition-derived choice and a530

“None of the Above” choice, most LLMs, especially531

the Mandarin ones, swapped behaviours, observing532

a lower percentage of conditional presuppositions533

in independent descriptions, and correspondingly a534

higher percentage of non-conditional presupposi-535

tions.536

This result is quite unusual, as Experiment 1 runs537

counter-intuitive with what we expected. As said in538

section 4.1.5, humans tend to expect a conditional539

presupposition when facing dependent descriptions,540

unlike what is exhibited here. What is more sur-541

prising is that this behaviour is mitigated by simply542

hiding the option of non-conditional presupposi-543

tions in both languages, as shown in Experiment544

2. Clearly, the hidden choice created a behaviour545

change – and though a tentative explanation of “in-546

flation” is discussed in the discussion portions of547

Experiment 2, it is hard to believe that alone can548

drastically change the behaviours that much.549

A proposed explanation is shown as follows: the550

key difference between Experiment 1 and 2 is that551

1 gives the choice of selection between FF- and552

FTF – i.e., an explicit selection between conditional553

and non-conditional presuppositions. Experiment554

2, however, does not; one only needs to consider555

whether the FF- choice, or the conditional presup-556

position choice, is valid for the description.557

In conditional presupposition theory, which DRT558

is mapped upon, detailed in Section 2.1, conditional559

presupposition remains the “default choice” in pre-560

supposition generation. Only when there is enough561

justification would a language user choose to defer562

to a non-conditional presupposition, according to563

this theory. Here, Occam’s Razor and the denying564

of the antecedent fallacy come into play again – the565

FF- choice assumes that the presupposition in the566

consequent of the premise is incorrect, and that is567

assuming something that cannot be arrived through568

a conditional presupposition. One cannot arrive569

from “If Googlemorph can fly, then it has wings”570

and “Googlemorph cannot fly” to get “It does not571

have wings” – thus, the covered box choice is se-572

lected to avoid the fallacy. In Experiments 1a and573

1b, however, the covered box is made explicit – the574

choice now assumed that the presupposition is true.575

Thus, since one cannot avoid the fallacy, unless 576

there is other evidence that suggests the presuppo- 577

sition is true – for example, the causality between 578

the antecedent and the consequent of the premise in 579

dependent descriptions – it is best to default to not 580

assuming the truth of the presupposition, hence the 581

increase in FF- choices in independent descriptions 582

in Experiment 1a and 1b. 583

Since the majority of the tested LLMs’ behaviour 584

is straightforwardly explained through conditional 585

presupposition theory, which maps to satisfaction 586

theory, one can thus conclude that the tested LLMs 587

are more likely to subscribe to satisfaction theory, 588

corroborating with the human results of Romoli’s 589

paper. However, this does not translate to the idea 590

that all LLMs follow the satisfaction theory, espe- 591

cially considering the sheer amount of variation we 592

see in both Experiments. 593

Why is it that there are so many variations on the 594

presupposition behaviours of LLMs, as we have 595

observed above? The observed variations in pre- 596

supposition behaviours among LLMs can be at- 597

tributed to a combination of implicit influences 598

stemming from differences in training data, model 599

architectures, fine-tuning strategies, and linguistic 600

processing mechanisms. While these variations 601

might initially seem unpredictable, they are rooted 602

in systematic factors that govern how each model 603

encodes and interprets linguistic structures. 604

The most immediate source of variation is the 605

training data itself. Different LLMs are trained on 606

distinct corpora, ranging from structured datasets 607

such as books, academic papers, and formal arti- 608

cles to more unstructured, conversational data such 609

as social media posts and forum discussions. A 610

model that has been exposed to a large amount 611

of structured text is more likely to follow formal 612

linguistic principles, whereas a model trained on 613

noisier, informal data may exhibit less predictable 614

presuppositional behavior. 615

Architectural differences also play a crucial role. 616

Tokenization strategies, such as Byte-Pair Encod- 617

ing or SentencePiece, determine how models seg- 618

ment words and phrases, directly influencing how 619

they process presuppositional triggers. Some archi- 620

tectures prioritize syntactic dependencies, allow- 621

ing them to recognize linguistic structures more 622

explicitly, while others rely more on semantic em- 623

beddings, making them more sensitive to meaning 624

rather than rigid grammatical frameworks. Trans- 625

former depth and the number of attention layers 626

also impact linguistic reasoning, with larger mod- 627
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els generally performing more consistently than628

smaller ones. However, even among large mod-629

els, differences in training objectives and internal630

representations can lead to variations in how pre-631

suppositional content is interpreted.632

Ultimately, the wide range of presuppositional633

behaviors observed in LLMs is a reflection of the634

diversity in training methodologies, architectural635

design, and linguistic reasoning strategies. While636

some models demonstrate greater consistency with637

human-like presupposition projection, others di-638

verge due to differences in how they internalize639

and retrieve linguistic knowledge. This shows640

that while LLMs can create convincingly accurate641

human-like text, this does not mean that they pro-642

cess said text like humans, or even the same be-643

tween models. This finding is increasingly impor-644

tant as LLM technology becomes more advanced –645

it is very possible that we would see an increase in646

the humanness of the generated text, while seeing647

no change in how LLMs process said text. This dis-648

parity between processing and generation should649

raise alarm and create further research towards re-650

solving said disparity.651

5.2 AI As Participants of Linguistic Research652

As LLMs become more human-like, it is not a653

stretch to wonder if they can be analyzed in a654

human-like way as well—this is one of the mo-655

tives for the research demonstrated here. I have656

shown that interesting results can come from us-657

ing AI as participants in experimental linguistic658

research, both from verifying the robustness of past659

linguistic research and from gaining insight into660

how LLMs work from a linguistic perspective.661

Indeed, the usage of LLMs in linguistic research662

has been explored by other researchers as well. In663

the paper “Large Language Models and the Wis-664

dom of Small Crowds,” Trott demonstrated that665

LLMs could indeed be useful in linguistic research,666

specifically as a representation of the aggregate be-667

haviour of many humans ((Trott, 2024)). Though668

individual variations are less easy to model using669

LLMs, this lends credibility to the methods used670

in this paper, as this paper is trying to contribute671

to the proviso problem debate in a computational672

manner.673

The idea of LLM participants is linked to the674

“humanness” of LLMs, or how closely they be-675

have like humans. If the humanness of LLM is676

high, then theoretically, using LLMs in linguistic677

research would be similar to using humans in lin-678

guistic research. Thus, studies like this paper can 679

also act as a benchmark or an evaluation of how 680

much LLMs have evolved. We can see here that 681

Mandarin LLMs are less human-like than English 682

LLMs, given that they exhibit less consistent be- 683

haviour than English LLMs, as evidenced by the 684

long explanation given in the previous subsection 685

compared to the relatively simple explanation given 686

for English LLMs. Indeed, the human-likeness 687

benchmark proposed by Duan et al. used 10 psy- 688

cholinguistic experiments as a basis to assess the 689

humanness of LLMs ((Duan et al., 2024)). Thus, 690

papers like these provide insight not only to linguis- 691

tics but to the advancement of LLMs as a whole. 692

6 Conclusion 693

This dissertation explored the processing of pre- 694

supposition projection in both English and Man- 695

darin LLMs, drawing comparisons to established 696

linguistic theories – satisfaction theory and Dis- 697

course Representation Theory. By adapting exper- 698

imental methods originally developed for human 699

participants, specifically the paper by Romoli, it 700

was revealed that both English and Mandarin LLMs 701

demonstrate a preference for conditional presuppo- 702

sitions when explicitly tested, aligning them more 703

closely with the Satisfaction Theory framework. 704

However, this generalization is weak, at best, as 705

there exist significant variations among all 8 mod- 706

els tested. This suggests that LLMs can gener- 707

ate convincingly human-like text while lacking the 708

human-like understanding of pragmatic elements, 709

such as pragmatics. 710

These results contribute to the ongoing debate 711

on LLMs’ linguistic capabilities, specifically ex- 712

ploring the potential of using LLMs as participants 713

in experimental linguistic research, both to test the- 714

oretical models and to gain insights into the inner 715

workings of AI systems. It is the author’s wish that 716

this paper can demonstrate a practical example of 717

LLMs’ usefulness in linguistic research. 718

7 Limitations and Further Research 719

Because of limitations in computational power and 720

access to LLMs, there are many opportunities for 721

future research following the same vein as this pa- 722

per. In more detail, the language models used in 723

this paper are not the most powerful, nor do they 724

have the most amount of tokens. As said in Section 725

3, the choice of language models is also built on 726

whether the experiment can actually be conducted 727
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with a Windows 11 system computer with moder-728

ate memory and no GPU. Therefore, there is a wide729

opportunity for new and more powerful LLMs to730

be tested using this methodology, since they, in731

theory, would be more in line with human intu-732

ition and thus exhibit more human-like behaviours.733

Specifically, I would like to see how the most re-734

cent LLMs, such as GPT o1, Claude Sonnet, and735

a more powerful version of Qwen, fare with Ro-736

moli’s experiments.737

Moreover, Romoli’s paper uses pictures instead738

of text-based choices. The reason this paper uses739

text-based choices is the lack of image recognition740

on several models tested here. It would be interest-741

ing to explore how presupposition interacts with742

multimodal LLMs that can process images so as to743

more closely replicate Romoli’s experiments.744

Time constraints also forbid me from conduct-745

ing multiple trials of a model in testing. Further746

research can replicate the experiment to verify the747

results in this paper, either through multiple testing748

of models using my prompts or alternate prompts749

from other researchers.750

To that end, this paper shows a possible method-751

ology to conduct, evaluate, and possibly improve752

the underlying linguistic elements of pragmatics in753

LLMs – not only in English but in other languages754

as well. I can foresee that this methodology may be755

used to put LLM participants through already-done756

psycholinguistic or experimental pragmatics exper-757

iments to either verify or investigate said LLMs.758

This would open up a wide range of further re-759

search topics and hopefully help the advancement760

of not only pragmatics and computational linguis-761

tics but also the understanding and high-level ex-762

plainability of large language models as well.763
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A Prompts857

A.1 Experiment 1a Preamble858

I will present to you two pieces of data; the first859

one is labeled "Description" and the second one is860

labeled "Choice". The description describes one of861

the creatures shown in the possible choices. Please862

read the following description. Depending on the863

description, select the best creature that fits this864

description. You do not need justification.865

The following snippets are examples. Descrip-866

tion: If Googlemorph is diving, then his scales are867

sleek. But Googlemorph is not diving.868

Choice:869

A. A creature that is diving, with scales, and the870

scales are sleek.871

B. A creature that is diving, with scales, and the872

scales are rough.873

C. A creature that is on the ground, with scales,874

and the scales are rough.875

D. A creature that is on the ground, without876

scales.877

Answer: C878

Description: If Googlemorph is blue, then his879

scales are sleek. But Googlemorph is not diving.880

Choice:881

A. A creature that is blue, with scales, and the882

scales are sleek.883

B. A creature that is blue, with scales, and the884

scales are rough.885

C. A creature that is green, without scales. 886

D. A creature that is green, with scales, and the 887

scales are rough. 888

Answer: D 889

A.2 Experiment 1a Prompts 890

1. Description: If Googlemorph is flying, then 891

his wings are big and strong. But Google- 892

morph is not flying. 893

Choice: 894

A. A creature that is flying, with wings, and 895

the wings are big. 896

B. A creature that is flying, with wings, and 897

the wings are small. 898

C. A creature that is on the ground, with 899

wings, and the wings are small. 900

D. A creature that is on the ground, without 901

wings. 902

2. Description: If Googlemorph is drinking or- 903

ange juice, then his wings are big and strong. 904

But Googlemorph is not drinking orange 905

juice. 906

Choice: 907

A. A creature that is drinking orange juice, 908

with wings, and the wings are big. 909

B. A creature that is drinking orange juice, 910

with wings, and the wings are small. 911

C. A creature that is drinking water, with 912

wings, and the wings are small. 913

D. A creature that is drinking water, without 914

wings. 915

3. Description: If Googlemorph has sharp teeth, 916

then he is eating meat. But Googlemorph 917

doesn’t have sharp teeth. 918

Choice: 919

A. A creature that has sharp teeth, is eating, 920

and the food is meat. 921

B. A creature that has sharp teeth, is eating, 922

and the food is plants. 923

C. A creature that doesn’t have sharp teeth, is 924

eating, and the food is plants. 925

D. A creature that doesn’t have sharp teeth, 926

and is not eating. 927
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4. Description: If Googlemorph is green, then928

he is eating meat. But Googlemorph is not929

green.930

Choice:931

A. A creature that is green, is eating, and the932

food is meat.933

B. A creature that is green, is eating, and the934

food is plants.935

C. A creature that is blue, is eating, and the936

food is plants.937

D. A creature that is blue, and is not eating.938

5. Description: If Googlemorph is underwater,939

then its gills are functioning. But Google-940

morph is not underwater.941

Choice:942

A. A creature that is underwater, has gills, and943

the gills are functioning.944

B. A creature that is underwater, has gills, and945

the gills are not functioning.946

C. A creature that is on the ground, has gills,947

and the gills are not functioning.948

D. A creature that is on the ground and doesn’t949

have gills.950

6. Description: If Googlemorph is green, then951

its gills are functioning. But Googlemorph is952

not green.953

Choice:954

A. A creature that is green, has gills, and the955

gills are functioning.956

B. A creature that is green, has gills, and the957

gills are not functioning.958

C. A creature that is blue, has gills, and the959

gills are not functioning.960

D. A creature that is blue and doesn’t have961

gills.962

7. Description: If Googlemorph breathes fire,963

then its snout is fireproof. But Googlemorph964

isn’t breathing fire.965

Choice:966

A. A creature that breathes fire, has a snout,967

and the snout is fireproof.968

B. A creature that breathes fire, has a snout,969

and the snout is not fireproof.970

C. A creature that doesn’t breathe fire, has a 971

snout, and the snout is not fireproof. 972

D. A creature that doesn’t breathe fire, and 973

doesn’t have a snout. 974

8. Description: If Googlemorph is pink, then 975

its snout is fireproof. But Googlemorph isn’t 976

pink. 977

Choice: 978

A. A creature that is pink, has a snout, and the 979

snout is fireproof. 980

B. A creature that is pink, has a snout, and the 981

snout is not fireproof. 982

C. A creature that is purple, has a snout, and 983

the snout is not fireproof. 984

D. A creature that is purple, and doesn’t have 985

a snout. 986

9. Description: If Googlemorph runs, then its 987

legs are strong. But Googlemorph isn’t run- 988

ning. 989

Choice: 990

A. A creature that is running, has legs, and the 991

legs are strong. 992

B. A creature that is running, has legs, and the 993

legs are not strong. 994

C. A creature that is still, has legs, and the 995

legs are not strong. 996

D. A creature that is still and doesn’t have 997

legs. 998

10. Description: If Googlemorph is orange, then 999

its legs are strong. But Googlemorph isn’t 1000

orange. 1001

Choice: 1002

A. A creature that is orange, has legs, and the 1003

legs are strong. 1004

B. A creature that is orange, has legs, and the 1005

legs are not strong. 1006

C. A creature that is red, has legs, and the legs 1007

are not strong. 1008

D. A creature that is red and doesn’t have legs. 1009

11. Description: If Googlemorph sees far, then its 1010

eyes are large. But Googlemorph isn’t seeing 1011

far. 1012

Choice: 1013
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A. A creature that sees far, has eyes, and the1014

eyes are large.1015

B. A creature that sees far, has eyes, and the1016

eyes are not large.1017

C. A creature that doesn’t see far, has eyes,1018

and the eyes are not large.1019

D. A creature that doesn’t see far and doesn’t1020

have eyes.1021

12. Description: If Googlemorph is blue, then its1022

eyes are large. But Googlemorph isn’t blue.1023

Choice:1024

A. A creature that is blue, has eyes, and the1025

eyes are large.1026

B. A creature that is blue, has eyes, and the1027

eyes are not large.1028

C. A creature that is yellow, has eyes, and the1029

eyes are not large.1030

D. A creature that is yellow and doesn’t have1031

eyes.1032

13. Description: If Googlemorph uses a slingshot,1033

then its hands have thumbs. But Googlemorph1034

isn’t using a slingshot.1035

Choice:1036

A. A creature that uses a slingshot, has hands,1037

and the hands have thumbs.1038

B. A creature that uses a slingshot, has hands,1039

and the hands don’t have thumbs.1040

C. A creature that doesn’t use a slingshot. has1041

hands, and the hands don’t have thumbs.1042

D. A creature that doesn’t use a slingshot and1043

doesn’t have hands.1044

14. Description: If Googlemorph is red, then its1045

hands have thumbs. But Googlemorph isn’t1046

red.1047

Choice:1048

A. A creature that is red, has hands, and the1049

hands have thumbs.1050

B. A creature that is red, has hands, and the1051

hands don’t have thumbs.1052

C. A creature that is green. has hands, and the1053

hands don’t have thumbs.1054

D. A creature that is green and doesn’t have1055

hands.1056

15. Description: If Googlemorph has a good mem- 1057

ory, then its hippocampus is developed. But 1058

Googlemorph doesn’t have a good memory. 1059

Choice: 1060

A. A creature that has a good memory, has a 1061

hippocampus, and the hippocampus is devel- 1062

oped. 1063

B. A creature that has a good memory, has 1064

a hippocampus, and the hippocampus is not 1065

developed. 1066

C. A creature that doesn’t have a good mem- 1067

ory, has a hippocampus, and the hippocampus 1068

is developed. 1069

D. A creature that doesn’t have a good mem- 1070

ory and doesn’t have a hippocampus. 1071

16. Description: If Googlemorph is orange, then 1072

its hippocampus is developed. But Google- 1073

morph isn’t orange. 1074

Choice: 1075

A. A creature that is orange, has a hippocam- 1076

pus, and the hippocampus is developed. 1077

B. A creature that is orange, has a hippocam- 1078

pus, and the hippocampus is not developed. 1079

C. A creature that is blue, has a hippocampus, 1080

and the hippocampus is developed. 1081

D. A creature that is blue and doesn’t have a 1082

hippocampus. 1083

17. Description: If Googlemorph sees in color, 1084

then its eyes contain three types of cones. But 1085

Googlemorph doesn’t see in color. 1086

Choice: A. A creature that sees in color, 1087

has eyes, and the eyes contain three types of 1088

cones. 1089

B. A creature that sees in color, has eyes, and 1090

the eyes don’t contain three types of cones. 1091

C. A creature that doesn’t see in color, has 1092

eyes, and the eyes don’t contain three types of 1093

cones. 1094

D. A creature that doesn’t see in color and 1095

doesn’t have eyes. 1096

18. Description: If Googlemorph is white, then 1097

its eyes contain three types of cones. But 1098

Googlemorph isn’t white. 1099

Choice: 1100
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A. A creature that is white, has eyes, and the1101

eyes contain three types of cones.1102

B. A creature that is white, has eyes, and the1103

eyes don’t contain three types of cones.1104

C. A creature that is black, has eyes, and the1105

eyes don’t contain three types of cones.1106

D. A creature that is black and doesn’t have1107

eyes.1108

19. Description: If Googlemorph communicates,1109

then its Broca’s area is functioning. But1110

Googlemorph doesn’t communicate.1111

A. A creature that is communicating, has a1112

Broca’s area, and the Broca’s area is function-1113

ing.1114

B. A creature that is communicating, has a1115

Broca’s area, and the Broca’s area is not func-1116

tioning.1117

C. A creature that is not communicating, has1118

a Broca’s area, and the Broca’s area is not1119

functioning.1120

D. A creature that is not communicating and1121

doesn’t have a Broca’s area.1122

20. Description: If Googlemorph is purple, then1123

its Broca’s area is functioning. But Google-1124

morph isn’t purple.1125

A. A creature that is purple, has a Broca’s area,1126

and the Broca’s area is functioning.1127

B. A creature that is purple, has a Broca’s area,1128

and the Broca’s area is not functioning.1129

C. A creature that is gray, has a Broca’s area,1130

and the Broca’s area is not functioning.1131

D. A creature that is gray and doesn’t have a1132

Broca’s area.1133

21. Description: If Googlemorph eats chocolate,1134

then its liver can process theobromine effi-1135

ciently. But Googlemorph doesn’t eat choco-1136

late.1137

A. A creature that is eating chocolate, has a1138

liver, and the liver process theobromine effi-1139

ciently.1140

B. A creature that is eating chocolate, has1141

a liver, and the liver doesn’t process theo-1142

bromine efficiently.1143

C. A creature that is not eating chocolate, has1144

a liver, and the liver doesn’t process theo-1145

bromine efficiently.1146

D. A creature that is not eating chocolate and 1147

doesn’t have a liver. 1148

22. Description: If Googlemorph has 37 teeth, 1149

then its liver can process theobromine effi- 1150

ciently. But Googlemorph doesn’t have 37 1151

teeth. 1152

A. A creature that has 37 teeth, has a liver, and 1153

the liver process theobromine efficiently. 1154

B. A creature that has 37 teeth, has a liver, 1155

and the liver doesn’t process theobromine ef- 1156

ficiently. 1157

C. A creature that has 31 teeth, has a liver, 1158

and the liver doesn’t process theobromine ef- 1159

ficiently. 1160

D. A creature that has 31 teeth and doesn’t 1161

have a liver. 1162

23. Description: If Googlemorph pecks wood, 1163

then its beak is sharp. But Googlemorph isn’t 1164

pecking wood. 1165

A. A creature that is pecking wood, has a beak, 1166

and the beak is sharp. 1167

B. A creature that is pecking wood, has a beak, 1168

and the beak is round. 1169

C. A creature that is not pecking wood, has a 1170

beak, and the beak is round. 1171

D. A creature that is not pecking wood and 1172

doesn’t have a beak. 1173

24. Description: If Googlemorph is gray, then its 1174

beak is sharp. But Googlemorph isn’t gray. 1175

A. A creature that is gray, has a beak, and the 1176

beak is sharp. 1177

B. A creature that is gray, has a beak, and the 1178

beak is round. 1179

C. A creature that is purple, has a beak, and 1180

the beak is round. 1181

D. A creature that is purple and doesn’t have 1182

a beak. 1183

25. Description: If Googlemorph hears a whale 1184

sing, then its ears can hear subsonic sounds. 1185

But Googlemorph doesn’t hear a whale sing. 1186

A. A creature that hears a whale sing, has ears, 1187

and the ears can hear subsonic sounds. 1188

B. A creature that hears a whale sing, has ears, 1189

and the ears cannot hear subsonic sounds. 1190
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C. A creature that doesn’t hear a whale sing,1191

has ears, and the ears cannot hear subsonic1192

sounds.1193

D. A creature that doesn’t hear a whale sing1194

and doesn’t have ears.1195

26. Description: If Googlemorph is blue, then its1196

ears can hear subsonic sounds. But Google-1197

morph isn’t blue.1198

A. A creature that is blue, has ears, and the1199

ears can hear subsonic sounds. B. A crea-1200

ture that is blue, has ears, and the ears cannot1201

hear subsonic sounds. C. A creature that is1202

yellow, has ears, and the ears cannot hear sub-1203

sonic sounds. D. A creature that is yellow and1204

doesn’t have ears.1205

27. Description: If Googlemorph lives in the Arc-1206

tic, then its fur is thick. But Googlemorph1207

doesn’t live in the Arctic.1208

A. A creature that lives in the Arctic, has fur,1209

and the fur is thick.1210

B. A creature that lives in the Arctic, has fur,1211

and the fur is thin.1212

C. A creature that lives in the Equator, has fur,1213

and the fur is thin.1214

D. A creature that lives in the Equator and1215

doesn’t have fur.1216

28. Description: If Googlemorph smiles, then its1217

fur is thick. But Googlemorph isn’t smiling.1218

A. A creature that is smiling, has fur, and the1219

fur is thick.1220

B. A creature that is smiling, has fur, and the1221

fur is thin.1222

C. A creature that is crying, has fur, and the1223

fur is thin.1224

D. A creature that is crying and doesn’t have1225

fur.1226

29. Description: If Googlemorph eats plants, then1227

its teeth is flat. But Googlemorph isn’t eating1228

plants.1229

Choice:1230

A. A creature that is eating plants, has teeth,1231

and the teeth is flat.1232

B. A creature that is eating plants, has teeth,1233

and the teeth is sharp.1234

C. A creature that is not eating plants, has 1235

teeth, and the teeth is sharp. 1236

D. A creature that is not eating plants and 1237

doesn’t have teeth. 1238

30. Description: If Googlemorph is pink, then its 1239

teeth is flat. But Googlemorph isn’t pink. 1240

Choice: 1241

A. A creature that is pink, has teeth, and the 1242

teeth is flat. 1243

B. A creature that is pink, has teeth, and the 1244

teeth is sharp. 1245

C. A creature that is purple, has teeth, and the 1246

teeth is sharp. 1247

D. A creature that is purple and doesn’t have 1248

teeth. 1249

31. Description: If Googlemorph jumps high, 1250

then its legs are strong. But Googlemorph 1251

doesn’t jump high. 1252

Choice: 1253

A. A creature that is jumping high, has legs, 1254

and the legs are strong. 1255

B. A creature that is jumping high, has legs, 1256

and the legs are weak. 1257

C. A creature that is on the ground, has legs, 1258

and the legs are weak. 1259

D. A creature that is on the ground and has no 1260

legs. 1261

32. Description: If Googlemorph is blue, then its 1262

legs are strong. But Googlemorph isn’t blue. 1263

Choice: 1264

A. A creature that is blue, has legs, and the 1265

legs are strong. 1266

B. A creature that is blue, has legs, and the 1267

legs are weak. 1268

C. A creature that is pink, has legs, and the 1269

legs are weak. 1270

D. A creature that is pink and has no legs. 1271

A.3 Experiment 2a Preamble 1272

I will present to you two pieces of data; the first 1273

one is labeled "Description" and the second one is 1274

labeled "Choice". The description describes one of 1275

the creatures shown in the possible choices. Please 1276

read the following description. Depending on the 1277
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description, select the best creature that fits this1278

description. You do not need justification.1279

Note: The prompt in Experiment 2a is modi-1280

fied per Section 4.3.1 based on Appendix A.1’s1281

prompts.1282
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