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Abstract

In Natural Language Processing (NLP), the Elo rating system, originally designed
for ranking players in dynamic games such as chess, is increasingly being used to
evaluate Large Language Models (LLMs) through “A vs B” paired comparisons.
However, while popular, the system’s suitability for assessing entities with constant
skill levels, such as LLMs, remains relatively unexplored. We study two fundamen-
tal axioms that evaluation methods should adhere to: reliability and transitivity.
We conduct an extensive evaluation of Elo behavior across simulated and real-world
scenarios, demonstrating that individual Elo computations can exhibit significant
volatility. We show that both axioms are not always satisfied, raising questions
about the reliability of current comparative evaluations of LLMs. If the current
use of Elo scores is intended to substitute the costly head-to-head comparison of
LLMs, it is crucial to ensure the ranking is as robust as possible. Guided by the
axioms, our findings offer concrete guidelines for enhancing the reliability of LLM
evaluation methods, suggesting a need for reassessment of existing comparative
approaches.

1 Introduction

In the rapidly evolving field of Natural Language Processing (NLP), the task of accurately and reliably
evaluating LLMs has become increasingly challenging [32, 10, 50, 26, 43]. Human feedback has
emerged as an indispensable tool in this performance assessment process, serving as a qualitative
metric that captures nuances that automated scoring mechanisms often fail to address [2, 3, 4, 50,
13, 12]. These human-centered evaluations, highly valuable to the overall progress of the NLP field,
typically adopt an “A vs B” comparative setup, turning evaluations into a zero-sum game between
language models. Pairwise comparisons, however, are fundamentally difficult to scale for large pools
of models, due to the quadratic growth of comparisons required. Fortunately, this paired feedback
structure [56] naturally lends itself to the Elo rating system, originally designed for ranking chess
players (including those who have never before played each other) for better matchmaking [16].

Under the Elo rating system, players’ skills are indicated by an Elo rating, where higher ratings
indicate higher skill, and all players can be ranked best to worst using this scalar Elo rating. In the
standard formulation (see Section 2), a player rated at 1800 has 10:1 odds of winning against a player
rated at 1400. After a match, the winner takes rating points from the loser in a zero-sum fashion
[16]. Thus, with the Elo rating system, we can efficiently integrate subjective human feedback on
paired “A vs B” language model completions into a structured and unified rating system to assess the
performance of language models.
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Figure 1: Impact of win probabilities and permutation sampling on Elo ratings: Com-
paring Model A and Model B across three different win probabilities (Prob(A beats B) =
{0.6, 0.55, 0.51}) with two levels of permutation sampling (Nperms = 1 and Nperms = 100). The top
row displays the observed win rates, the middle one the Elo ratings with a single permutation, and the
bottom one the mean and standard error of the mean (SEM) of Elo ratings across 100 permutations.

The core principles of Elo rating have proven to be resilient and adaptable due to its dynamic
adjustments, relative rating focus, consistency across skill levels, and simplicity and transparency. As
a result, the Elo rating system has found diverse applications, from predicting sports events outcomes
[8, 25, 31, 53], and facilitating matchmaking in massively multiplayer online games like StarCraft II
and Dota [15, 44, 35, 17], to its recent use in the evaluation of LLMs [2, 3, 4, 50, 13, 12, 54, 33].
However, to-date there has not been a comprehensive examination of the compatibility of Elo scores
and LLMs evaluation.

Unlike dynamic competitors that evolve over time, LLMs have static capabilities and operate in a
time-agnostic context. In this setting, evaluations of LLMs are not constrained by a preset number of
turns, as is the case with tournament timelines or predefined match sequences. Moreover, the ordering
of matches can significantly influence the final Elo scores and, consequently, model rankings. This
oversight is particularly concerning, given the direct impact of Elo system rankings on both research
directions and real-world applications in NLP as well as its widespread adoption [2, 3, 55, 57, 29, 4,
50, 13, 12, 54, 33].

This study aims to close this research gap by adopting an axiomatic approach and scrutinizing
both the reliability and limitations of the Elo rating system when applied to LLMs. We study two
fundamental axioms that evaluation methods should adhere to: reliability and transitivity. Through
theoretical and empirical analyses grounded in collected human feedback data, our contributions
provide a comprehensive understanding of when and how to reliably employ the Elo system for LLM
evaluation, thus offering valuable guidelines for researchers and practitioners in the NLP field.

We find that Elo ratings for LLMs are highly sensitive to the order of comparisons and the choice
of hyperparameters. Moreover, desirable properties such as transitivity are not always guaranteed
and can be unreliable unless there is comprehensive human feedback data for all unique pairwise
comparisons among models in the feedback pool. The sensitivity of Elo ratings becomes more
pronounced when dealing with models that exhibit similar performance levels. We illustrate the best
practices for addressing Elo rating sensitivities by offering guidelines for hyperparameter selection
and matchmaking scenarios.
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Implications of our work As LLMs rapidly advance, evaluation leaderboards are gaining popularity
to assess the performance of newly introduced models using Elo scores. Elo can also be used in the
learning framework of LLMs to produce a ranking of models and their outputs for preference training.
No research has explored the nuances of using Elo scores to compare LLMs, which, unlike chess,
exhibit static capabilities and operate in a time-agnostic manner. We show that Elo rating does not
always satisfy two critical axioms—reliability and transitivity—leading to rankings of models that
are not accurate. Our research offers guidelines for reliable and robust implementation of Elo scores
when comparing LLMs. Deviation from our recommendations could result in inaccuracies when
ranking LLMs, particularly in situations where model performances are closely matched, and Elo
score differences are minimal (a common occurrence in many real-world scenarios).

2 Elo Algorithm Explained

We provide the standard mathematical formulation of the Elo algorithm [16], contextualized to the
setting of LLM evaluation. In this formulation, let M be a set of models, and each model i ∈ M is
assigned an initial numerical Elo rating Ri. For each match between two models, we calculate the
expected score, then update the ratings of both models as follows:

2.1 Expected Score Computation

For a given paired zero-sum match-up between two models A and B (A,B ∈ M), each with
respective pre-match ratings RA and RB , the expected scores EA and EB (i.e., match outcomes) are
computed as:

EA =
1

1 + 10(RB−RA)/400
and EB =

1

1 + 10(RA−RB)/400
(1)

In this context, the factor of 400 [16] precisely adjusts the sensitivity of the expected score to
differences in ratings. A 400-point advantage in ratings translates to a 10 : 1 odds in favor of the
higher-rated model, providing an interpretable metric for performance comparison. For evenly
matched models (RA = RB), both EA and EB equate to 0.5, reflecting a 50:50 win probability for
both models.

2.2 Rating Update Mechanism

Following each match, the Elo ratings are updated based on the observed win-loss outcome. The
rating adjustment for each model is dictated by the equation:

R′
A = RA +K(SA − EA) (2)

Here, SA represents the actual score achieved by model A, which can take on either the value 0 for
a loss or 1 for a win. Model B’s Elo rating is updated via the same method. The K-factor serves
as a variable hyperparameter to adapt the rate of change in rating to different scenarios. A higher
K-factor results in larger changes in the Elo score after each match-up, making the scoring more
sensitive to individual results. A lower K-factor, in contrast, makes the Elo ratings more stable, with
smaller changes after each match. In chess, the K-factor is usually set to 16 for masters and to 32 for
novice players.

3 Desirable Properties of Elo

The objective of using Elo scores to rank models is to establish a comparative understanding of the
performance hierarchy among them. When incorporating a new model into an already ranked list,
only a limited number of pairwise annotations are required to determine its position in the ranking.
The ability to infer a model’s relative performance compared to all previous models in the list relies on
the robustness of the scoring method and the transitive property of the ranking system. We describe
these desirable properties through two axioms: transitivity and reliability.
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3.1 Axiom 1: Transitivity

A desirable property of any rating system is transitivity because it ensures consistency and logical
coherence in how entities are ranked or rated. Transitivity in this context means that if player A beats
player B, and player B beats player C, then player A is expected to beat player C. If the ranking of
large language models exhibits transitivity, we can deduce their comparative performance without the
need for direct head-to-head evaluations between every pair of models. The central assumption in
developing various leaderboards for comparing language models is that the rankings adhere to the
principle of transitivity [57].

While Elo’s design inherently assumes transitivity, our synthetic data which are derived from realistic
scenarios, uncovers certain circumstances that violate this assumption. Such anomalies can affect the
final ranking of language models and their relative performance assessments.

3.2 Axiom 2: Reliability

We consider two aspects of reliability:

Sensitivity to ordering: Unlike chess or time-bound sports where match sequences are structured,
in LLM evaluations all matches can occur independently and in parallel, amplifying the sequence’s
influence on final model ranking. In this context, each match represents the performance comparison
between two models on a specific prompt. If the prompts are presented in a specific order, and one
model happens to perform better on the initial set of prompts, it may gain an advantage in subsequent
comparisons due to the cumulative effect of its early success. This inherent variability prompts us to
investigate the extent to which match-up ordering affects the robustness of Elo ratings.

Sensitivity to hyperparameters: The sensitivity of hyperparameters can compromise the robustness
of Elo scores leading to inconsistent rankings. Evaluating and understanding this sensitivity is crucial
for building evaluation frameworks that maintain consistency across diverse models. In this work,
we evaluate the sensitivity of Elo performance to one key hyperparameter, the K-factor. This factor
acts as a scaling constant in the Elo rating system, pivotal for updating ratings after each matching.
It essentially determines how quickly a model’s rating converges to what can be considered its
“true” skill. While conventional applications like chess use standard K-factor values, these may
not be directly applicable in the context of evaluating LLMs due to the unique characteristics and
requirements of this domain.

4 Synthetic Human Feedback

Given the costly and time-consuming nature of human evaluations, studying the Elo system’s behavior
under various scenarios becomes challenging. To circumvent these limitations, we first validate the
properties of Elo using synthetic data generation via Bernoulli processes to simulate various human
feedback scenarios. In Section 6 we extend these evaluations to include real-world human feedback.
This time-agnostic and independent setup of LLM evaluations resembles a Bernoulli process [6], a
sequence of independent experiments, each yielding a simple “win” or “loss” outcome, representing
one model outperforming another. We use this setting to control the characteristics of the distribution
and evaluate the different desirable properties of a rating system.

In this controlled setting, our primary objectives include testing the transitivity axiom—whether a
consistently higher-rated model outperforms those with lower ratings in all scenarios. Additionally,
in studying the reliability axiom, we explore how the Elo scores are affected by the order in which
models are compared and the sensitivity to hyperparameter adjustments, particularly the K-factor.
This synthetic setup offers a robust platform to dissect and understand the dynamics of the Elo rating
system in the context of LLM evaluations, without the constraints and limitations of relying solely on
real-world human feedback.

4.1 The Bernoulli Analogy

Pairwise comparisons in LLM evaluation draw parallels with the foundational principles of the
Bernoulli experiment in probability theory. This section studies the similarity between human
feedback-based evaluations and the Bernoulli experiment’s principles.
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Preliminaries A Bernoulli trial is a random experiment with exactly two possible outcomes,
“success” or “failure”. The outcomes adhere to the probability condition:

P (success) + P (failure) = 1 (3)

Here, the random variable X denotes the outcome, where X = 1 implies success, and X = 0 signifies
failure. The probabilities associated with these outcomes are given by:

P (X = 1) = p, P (X = 0) = 1− p (4)

with 0 ≤ p ≤ 1, the “success” probability.

Mapping to Human Feedback When comparing two models, A and B, across N pairwise
evaluations, the setup aligns with a Bernoulli process. This process comprises a sequence of
independent and identically distributed (i.i.d) Bernoulli trials. To frame this analogy, we designate a
win probability, P (Awin), to model A. Leveraging a Bernoulli random variable, X , as a means to
simulate synthetic human feedback, we proceed as follows:

1. A sample is drawn from X using P (Awin).
2. If X = 1, feedback suggests a preference for model A.
3. Otherwise, model B is favored.

Extending to Multiple Players Given a finite set of n distinct models M, their pairwise compar-
isons can be formulated as: (

n

2

)
=

n!

2!(n− 2)!
=

n(n− 1)

2
(5)

This formula yields
(
n
2

)
unique pairs (A,B) where A,B ∈ M and A ̸= B. For each pair, a Bernoulli

process comprising multiple Bernoulli experiments is conducted to discern which model performs
better over a sequence of trials.

4.2 Synthetic Data Generation

Building upon the Bernoulli process analogy, when conducting multiple independent evaluations
between two models, the distribution of the number of times one model is preferred over the other
naturally follows a binomial distribution. For N pairwise comparisons, the relation is:

P (k;N, p) =

(
N

k

)
pk(1− p)N−k (6)

where P (k;N, p) is the probability of one model being preferred k times out of N evaluations. p
is the success probability and

(
N
k

)
is the binomial coefficient, representing the number of ways to

choose k successes from N trials.

5 How Robust Are Elo Scores?

This section describes rigorous stress tests designed to investigate whether the two axioms, presented
in Section 3, are satisfied in this evaluation framework. We focus on critical desirable properties of a
ranking mechanism – that it should (1) be insensitive to match-up ordering, (2) not be overly sensitive
to hyperparameters like the K-factor, and (3) preserve properties of transitivity. Subsequently, we
provide empirically grounded guidelines for a safe and interpretable application of Elo ratings.

5.1 Impact of Ordering on Elo Ratings

Experimental Setup To quantify the effect of match-up ordering, we generate a baseline sequence
of Ngames = 1000 match outcomes between models A and B (see Equation 6), reflecting the scale
typical of LLM evaluations via human feedback. We hold Ngames constant for the entirety of our study
to maintain consistency. From this baseline, we derive Nperms distinct permutations, each involving a
complete reshuffling of the initial sequence to simulate various chronological orders in which the
games might unfold. It is important to note that we are not generating new match outcomes for each
permutation; instead, we simply reorder the existing data to explore the potential impact of different
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(a) Elo Scores for a Single Sequence (b) Elo Scores Averaged Over 100 Permutations

Figure 3: Final Elo scores difference (SA −SB) as a function of K-factor and Nperms. Positive values
reflect the expected ranking where Model A is superior to Model B, while negative values indicate
a discrepancy, falsely suggesting that Model B has a higher Elo score than Model A. We compare
between a single sequence of outcomes and averages over Nperms = 100 unique permutations.

match-up sequences. For each reordered sequence, we update the Elo ratings RA and RB according
to equation 2, resetting both ratings to an initial value of 1400 at the start of each permutation. Finally,
we compute average Elo ratings per match across all Nperms permutations, ensuring a robust analysis
that takes into account the full range of possible match-up orders.

We repeat this process to generate baseline sequences and their respective reorderings for a set of
selected winning probabilities enabling us to inspect ratings’ behavior under various real-world
scenarios. Nperms is varied from a minimum of 1 to a maximum of 10k, providing a robust sample size
for statistical analysis (see Figure 2). Subsequently, we compute the average Elo ratings per match
across all permutations. These averages, R̄A and R̄B . particularly for Nperms = 1 and Nperms = 100,
are visualized to offer insights into the stability of the ratings, as shown in Figure 1.

Figure 2: Variation of Model A’s average Elo
score with increasing number of permutations
Nperms for different probabilities of Model A
winning (P (A beats B)). Error bars indicate
standard errors of the mean.

Key Findings Our analysis underscores the inter-
play between winning probability P (Awin) and the
number of different orderings Nperms on the stability
of Elo ratings after each update. For P (Awin) ≥ 0.6,
Elo ratings demonstrate high stability; additional re-
sults for P (Awin) = 0.65 and beyond are available in
Appendix B. On the other hand, for P (Awin) ≈ 0.5,
ratings exhibit significant instability for a single se-
quence. As depicted in Figure 1, when both mod-
els have win probabilities around 0.5, Elo ratings
frequently intertwine, making it challenging to dis-
cern a clear performance difference between the two.
The instability plateaus as Nperms exceeds 100, result-
ing in stabilized Elo ratings that align closely with
the preset winning probabilities. For instance, at
P (Awin) = 0.55, the average Elo rating for Model
A, R̄A, consistently exceeds that for Model B, R̄B ,
when averaged across multiple permutations, reflecting an accurate performance-based ranking of
these models. These observations validate our concerns highlighted earlier, emphasizing the critical
role of Nperms for a reliable interpretation of Elo ratings in LLM evaluations. In Elo-based evaluations,
the sequence of model comparisons can significantly influence the final Elo scores, particularly in
scenarios with models of similar quality, where this effect is magnified.

5.2 Sensitivity to Hyperparameters

Experimental Setup We extend our previous approach by conducting tests across a range of
winning probabilities and multiple K-factor values (1, 8, 16, 32, 64). We compute and compare the
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Table 1: Investigation of Elo score reliability in capturing true model hierarchies across varying
configurations. Scenarios explore the transitive relationship A > B and B > C =⇒ A > C. The
star (*) indicates cases where the Elo score fails to accurately reflect the expected hierarchy of models.
≈ represents models with similar performance; ≫ indicates that a model significantly outperforms
the other one.

Scenario Model Elo-based Models Ranking per Configuration
N = 1,K = 1 N = 100,K = 1 N = 1,K = 16 N = 100,K = 16

K
A ≫ B
B ≫ C

A 1539.43 1528.50 ± 0.35 1650.93 1584.78 ± 3.09
B 1390.47 1410.33 ± 0.54 1381.17 1406.48 ± 3.23
C 1270.10 1261.17 ± 0.33 1167.90 1208.74 ± 2.71

R
A ≫ B
B ≈ C

A 1502.09 1495.92 ± 0.36 1509.08 1526.04 ± 3.03
B 1337.48 1342.70* ± 0.53 1379.00 1340.83 ± 2.83
C 1360.42 1361.38* ± 0.38 1311.92 1333.13 ± 2.68

B
A ≈ B
B ≫ C

A 1437.97 1433.84* ± 0.41 1440.31 1460.22 ± 2.90
B 1455.10 1453.84* ± 0.61 1481.04 1452.87 ± 3.25
C 1306.93 1312.32 ± 0.34 1278.65 1286.91 ± 2.72

N
A ≈ B
B ≈ C

A 1426.33 1419.73 ± 0.36 1407.44 1432.26 ± 2.93
B 1390.47 1393.29 ± 0.59 1386.17 1392.75 ± 3.04
C 1383.20 1386.99 ± 0.41 1406.39 1374.99 ± 3.12

average Elo scores S̄A and S̄B for Ngames = 1000 and Nperms = {1, 100}. The differences between
these final averages for Model A and Model B are summarized in Figure 3 to assess the stability and
expected ranking between the two models.

Key Findings As shown in Figure 3, notable instability is observed in model rankings based on
the final Elo scores when we consider a single sequence of paired comparisons (i.e., Nperms = 1),
especially for winning probabilities nearing 0.5. This instability is markedly exacerbated at higher
K-factors. In contrast, the picture changes when coupling higher K-factors with raising the number
of permutations to at least 100. Higher K-factors, in this multi-permutation scenario, speed up the
differentiation between models’ Elo scores, enabling faster convergence to their true skill levels. This
yields much more stable and reliable model rankings. It is noteworthy that this faster convergence is
observed to be more reliable for higher winning probabilities, which corresponds to skewed win rates
in a real-world scenario.

5.3 Transitive Properties of Elo Scores

Experimental Setup The transitivity property of the Elo scores is defined as:

A > B and B > C =⇒ A > C (7)

To test the transitivity property, we design four distinct scenarios that model real-world conditions:

K Model A beats model B and model B beats model C both with high win probabilities
(Pwin = 0.75).

R Model A beats model B with a high win probability (Pwin = 0.75), model B beats model C
with a win probability close to 0.5 (Pwin = 0.51).

B Model A beats model B with a win probability close to 0.5 (Pwin = 0.51), model B beats
modelC with a high win probability (Pwin = 0.75).

N Model A beats model B with a win probability of 0.54, model B beats model C with a win
probability of 0.51.

In each of these scenarios, we simulate matches for paired comparisons “A vs. B” and “B vs. C”
and then rearrange these matches in an arbitrary order to form our baseline sequence. This approach
mimics how Elo ratings are computed for online leaderboards in the evaluation of large language
models [54, 33]. We then analyze whether Elo scores maintain the expected model hierarchies.

Key Findings The outcomes from all four scenarios, detailed in Table 1, demonstrate the per-
formance of Elo-based rankings across various configurations. In scenarios where there is a clear
disparity between models (e.g.,K), Elo ratings accurately reflect the expected hierarchy. However, in
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(a) Experiment: Claude-1 vs. Claude-2.1
Recorded Win rates: 0.59 vs 0.41

(b) Experiment: GPT-4-0314 vs. GPT-4-0613
Recorded Win rates: 0.51 vs 0.49

Figure 4: Elo score differences (SA − SB) across varying K-factors and Nperms. Positive values in
the heatmap indicate that the expected ranking is maintained (Model A outperforming Model B),
while negative values suggest a ranking inversion, where Model B appears to outperform Model A,
contrary to the actual win rates. Each cell’s label indicates the model with the higher Elo score.

more complex cases such as R and B, where one model significantly outperforms a second, which
in turn is closely matched with a third, the rankings become less stable, challenging the assumption
of transitivity. We observe once again that varying the number of permutations (Nperms = 1 vs.
Nperms = 100) and the K-factor plays a critical role in stability. In the R and B scenarios, with
Nperms = 100 and K = 1, we notice discrepancies in the models’ rankings. This contrasts with
K = 16, where rankings are more consistent and accurate. The slower updates from K = 1 suggest
this setting may be too conservative to capture transitive relations quickly, leading to inconsistencies.

6 Validation on Real-World Human Feedback

Building on the insights gained from synthetic data experiments, this section extends the validation
of the Elo rating system to real-world human feedback. Our objectives are twofold: first, to ascertain
how the properties demonstrated using synthetic data generalize to real human annotations, and
second, to evaluate the Elo rating system’s utility for assessing LLMs in practical settings.

Table 2: Win rates per evaluated model
across selected paired comparison exper-
iments.

Experiment Win Rates
GPT-4-0314 0.51
GPT-4-0613 0.49
Claude-1 0.59
Claude-2.1 0.41
GPT-4-0314 0.65
Claude-2.1 0.35
GPT-4-0613 0.61
Claude-2.1 0.39
GPT-4-1106-preview 0.86
GPT-4-0613 0.33

Experimental Setup We use the LMSYS - Chatbot
Arena dataset [34], an open-source collection of human
preference data derived from unique users’ interactions
with two distinct models responding to a set of user-
defined prompts. To align with our methodology from
synthetic data analysis, tie outcomes have been excluded
from this analysis to focus specifically on the implications
of win-loss dynamics. We select pairs of models (A vs.
B) from the initial dataset that feature at least 300 non-tie
comparisons. This threshold ensures statistical robustness
and allows us to include cases where win rates are closely
contested, which can lead to more sensitive ratings. These
pairs predominantly involve models from the GPT-4 fam-
ily [42] and the Claude family [1]. A comprehensive list of
model pairs is included in Appendix C under Table 3, and
a subset discussed here is shown in Table 2. The recorded
win rates primarily exhibit skewed preferences, with the
exception of the GPT-4-0314 vs. GPT-4-0613 pairing, indicating comparable performance levels (see
Table 2). Given the variable number of evaluations per pair in the original dataset, we standardize
this by sampling a fixed number, Nsample, for each pair to align with the controlled conditions used
in synthetic analyses. When sampling to Nsample, we ensure that the resulting win rates accurately
represent the original dataset’s findings, providing a faithful evaluation of recorded model perfor-
mance. This standardization facilitates a more reliable comparison and assessment of the Elo rating
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(a) GPT-4-0314 vs. GPT-4-0613 and
GPT-4-0613 vs. Claude-2.1

Recorded Win rates: 0.51 vs 0.49 and

0.61 vs 0.39

(b) Gpt-4-1106-preview vs. Gpt-4-0613 and
Gpt-4-0613 vs. Claude-2.1

Recorded Win rates: 0.67 vs 0.33 and

0.61 vs 0.39

Figure 5: Elo scores (SA, SB and SC) for three models at different configurations of Nperms =
{1, 100, 10000} and K-factor = {1, 8, 16, 32}. The intersections of score lines in 5a indicate fluctuat-
ing relative rankings, highlighting inconsistency especially pronounced among models with close
performance levels. In contrast, 5b demonstrates more stable relative rankings in conditions where
win rates are more skewed.

system under real-world conditions. In line with our previous analyses, we continue to explore the
influence of variations in Nperms = {1, 100, 10000} and the K-factor (ranging from 1 to 36) on Elo
score robustness and reliability. We examine scenarios where one model decisively outperforms
another (e.g., Claude-1 vs. Claude-2.1) and cases where models are nearly evenly matched (e.g.,
GPT-4-0314 vs. GPT-4-0613).

Key Findings Our analysis of real-world human feedback data confirms that the stability of Elo
ratings is influenced by disparities in win rates, analogous to win probabilities in synthetic data, and by
the choice of hyperparameters K-factor and Nperms. In cases where the models show a clear difference
in performance as indicated by their win rates, such as in the Claude-1 vs. Claude-2.1 experiment,
Elo ratings remain notably consistent across different K-factors and Nperms configurations (see Figure
4a). On the other hand, in cases like the GPT-4-0314 vs. GPT-4-0613 experiment where win rates are
closely matched, the Elo rating system exhibits higher volatility at Nperms = 1 but gains stability with
larger Nperms settings (100 and 10000), especially at lower K-factors (see Figure 4b). The magnitude
of Elo score differences in these experiments illustrates that larger K-factor and Nperms values can
amplify or reduce the perceived performance gap between models, reflecting the critical role of these
parameters in evaluation sensitivity.

Regarding the conservation of transitivity, our findings indicate that this property is not universally
maintained across real-world human evaluations and synthetic scenarios (see Section 5). The
relative rankings of models with similar performance levels are particularly sensitive to the choice of
hyperparameters. Consequently, one should exercise caution in drawing conclusions from the Elo
scores, especially in the absence of extensive paired comparison data as required by the combination
formula 5. These observations are consistent with the trends from our synthetic data experiments.

7 Related Work

Several works have proposed improvements to the Elo rating system. Variants such as Glicko
[18, 19, 20] and TrueSkill™ [24, 39] have incorporated more complex statistical methods into the
original Elo framework, to address some of the limitations of the Elo rating system, particularly in
the context of games with more than two players or teams, or games with more complex outcomes
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than just win or loss. There is also ongoing research into the efficacy of these systems in diverse and
dynamic environments [11, 7]. Prior work has demonstrated some limitations of Elo in maintaining
transitivity, especially in non-transitive cyclic games such as rock-paper-scissors and StarCraft II
[7, 52]. However, our work diverges by focusing on the reliability of Elo applied to large language
model systems. To date, there has not been a comprehensive evaluation in this context.

Independent from Elo, numerous studies have explored how sensitivity to hyperparameters can
undermine the generalization of findings [41, 36, 23, 27, 9] in machine learning. This forms part of a
wider body of work that considers which factors influence reliability and reproducibility [21, 22, 5, 14].
Notable directions includes studies on the impact of random seeds [40, 37, 51], model design
choices [46, 48, 43, 28, 47], the use of data parallelism [45], hardware [58] and test set construction
[49, 30, 38]. Our work is complementary to these efforts, providing a rigorous evaluation of the
impact of key hyperparameters and experimental settings on Elo performance.

8 Empirical Guidelines for Robust Elo-based Evaluation of LLMs

In this section, we distill essential practices for enhancing the reliability of Elo-based evaluation of
language models. These guidelines, derived from our empirical findings, differ notably from some
conventional Elo settings and have significant implications for current real-world applications:

• Achieving Score Stability: To obtain stable and reliable Elo ratings, it’s recommended to run
numerous permutations, ideally with Nperms ≥ 100. This approach significantly improves the
consistency of outcomes over single or fewer permutations commonly used.

• Adjusting the K-factor: A smaller K-factor may reduce significant rating fluctuations when
models have closely matched win rates.

• Rapid Convergence for Clear Winners: When there is a clear performance disparity between
models, a higher K-factor accelerates the alignment of Elo ratings with the models’ “true” perfor-
mance levels. This is in stark contrast to traditional uses of Elo ratings, where a one-size-fits-all
K-factor is frequently applied.

• Transitivity is not guaranteed: The assumption that (A beats B and B beats C implies A > C)
is not consistently valid in Elo ratings. This is particularly invalid when models have similar
performance levels, challenging a common assumption in many Elo-based evaluations.

These guidelines serve as empirically grounded recommendations to improve the robustness and
interpretability of Elo-based evaluations for LLMs. Following these best practices will help in
yielding more reliable conclusions on models’ performance via human judgment.

9 Conclusion and Limitations

This paper presents a comprehensive study on the reliability of the Elo rating system for evaluating
LLMs through human feedback within an axiomatic framework. We identify various factors that
influence the robustness of Elo ratings and provide guidelines for their effective application in
real-world scenarios. While our findings establish an essential foundation, they are by no means
exhaustive. Future work could extend the present study by considering tie outcomes and adopting
multi-category Bernoulli synthetic data to more closely simulate the varied landscape of human
feedback. Such extensions could yield additional insights into the convergence properties of the Elo
rating system in the fast-evolving field of language models.

10 Impact Statement

The implications of our work are significant in fields relying on LLMs for decision-making, content
generation, and more. Improving the evaluation methods of LLMs contributes to the development of
AI systems that are more reliable and trustworthy. This research also holds the potential to influence
evaluation practices in other sectors that employ the Elo rating system, broadening its relevance and
utility. However, it also emphasizes the need for cautious, informed application of Elo ratings to
prevent misinterpretation or reliance on Elo-based rankings, particularly when the performance of
models is comparable. As LLMs become more integrated into societal frameworks, ensuring the
robustness and reliability of their evaluation mechanisms is paramount to fostering ethical, beneficial
AI advancements.
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A Extension to Multiple Outcomes

For scenarios where outcomes can extend beyond wins and losses, such as a tie option, one could
make use of the multinomial distribution for the synthetic data generation process. For the three
outcomes; win, loss, and tie, one sample according to the distribution:

P (nwin, nloss, ntie;N, pwin, ploss, ptie)

=
N !

nwin!nloss!ntie!
pnwin

win p
nloss
loss p

ntie
tie (8)

B Impact of Ordering on Elo Ratings: Skewed Win Rates

We summarize our findings on the impact of match sequences on Elo ratings for winning probabilities
Prob(A beats B) ≥ 0.65.

Figure 6: Impact of win probabilities and permutation sampling on Elo ratings: Com-
paring Model A and Model B across three different win probabilities (Prob(A beats B) =
0.9, 0.8, 0.7, 0.65) with two levels of permutation sampling (Nperms = 1 and Nperms = 100). The top
row displays the observed win rates, the middle row illustrates Elo ratings with a single permutation,
and the bottom row shows the mean and standard error of the mean (SEM) of Elo ratings across 100
permutations.

C Chatbot Arena Human Preference Data Preparation

For the experimental validation of the Elo rating system using real-world data, we utilize the LMSYS
dataset from [34]. We first vizualize the first 100 unique paired comparisons sorted in descending
order by the number of recorded evaluations. The distribution of tie vs. non-tie outcomes is shown
in Figure 7. To refine the dataset for our analysis, we exclude tie results, focusing exclusively on
win-loss dynamics. The remaining dataset is further filtered to identify pairs with at least 300 non-tie
comparisons. This threshold of 300 allows us to encompass a broad spectrum of comparison scenarios,
ranging from skewed win rates (ModelA ≫ ModelB) to closely matched (ModelA ≃ ModelB). These
selected paired comparisons are depicted in Figure 8.
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Figure 7: Initial Distribution of Tie vs. Non-Tie Outcomes: A visual overview of the first 100 paired
comparisons from the LMSYS dataset ordered by evaluation sizwe
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Figure 8: Normalized Tie vs. Non-Tie outcomes for A vs B model comparisons with at least 300
evaluations.
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Table 3: Win Rates for Paired Model Evaluations: This table presents the initial match counts and
win rates for model comparisons from [34] where each pair has at least 300 matches, excluding
ties. Results from a fixed sample size of 300 are shown to demonstrate model performance under
controlled sampling conditions.

Experiment Original Size Win Rates (%) Sample Size Sampled Win Rates (%)

gpt-4-0314 324 50.93 300 51.00
gpt-4-0613 49.07 49.00

gpt-4-1106-preview 673 67.01 300 67.00
gpt-4-0613 32.99 33.00

gpt-4-1106-preview 528 81.25 300 81.33
gpt-3.5-turbo-0613 18.75 18.67

gpt-4-1106-preview 434 86.18 300 86.33
gpt-3.5-turbo-1106 13.82 13.67

claude-1 471 58.60 300 58.67
claude-2.1 41.40 41.33

gpt-4-0314 331 65.26 300 65.33
claude-2.1 34.74 34.67

gpt-4-0613 569 61.16 300 61.00
claude-2.1 38.84 39.00

gpt-4-1106-preview 823 75.21 300 75.33
claude-2.1 24.79 24.67

claude-instant-1 306 56.86 300 57.00
gpt-3.5-turbo-1106 43.14 43.00

gpt-4-1106-preview 317 71.92 300 72.00
mistral-medium 28.08 28.00
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction accurately outline the core investigation into
the Elo rating system’s reliability and transitivity properties forLLMs, aligning with the
empirical results presented, which validate and support these claims.

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: This study probes the Elo rating system, highlighting its vulnerabilities without
considering the impact of "tie" outcomes on Elo scores convergence. It shows its limitations
for the most simplistic setting of pairwise comparison A vs B and proposes for future work
an extension of tie outcomes to better model real-world scenarios.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: Our study does not derive theoretical results. Our research primarily employs
stress testing on synthetic data and subsequent validation through real-world experiments to
evaluate the robustness of Elo scores.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We detail the process of generating synthetic human feedback data and refer to
a similar experimental setup used to collect real-world human feedback. Although results
based on human judgment are inherently difficult to replicate exactly, the main focus of
our study is on the reliability and robustness of the Elo rating system. This system requires
only a sequence of outcomes (wins, losses, and ties, represented as 1, 0, or 0.5, respectively)
to compute scores, facilitating the reproduction of our analysis based on these simplified
inputs.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide thorough details on generating synthetic human feedback data, a
key component of our experiments. We also outline our method for using LMSYS human
preference data, which is publicly accessible. We also outline the steps for computing Elo
scores based on existing literature. These comprehensive instructions should enable other
researchers to effectively replicate our experiments and verify our results.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: In our robustness study of the Elo rating system, we provide detailed descrip-
tions of our experimental setup, including how synthetic data is generated. We explore and
visualize the effects of a wide range of hyperparameters, such as the number of permutations
(Nperms) and the K-factor, to assess their impact on Elo score stability. We compare lan-
guage models in the 7B to 12B parameters range, selected due to hardware computational
limitations.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
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• The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Our paper includes error bars to represent the uncertainty in experimental
outcomes, specifically using standard errors of the mean (SEM) across different permutations
and hyperparameter settings.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We generated completions in batches sized between 8 and 50, depending on the
size of each model evaluated, using an Nvidia A100 GPU with 40GB memory for efficient
computation. Inference was performed in a Bfloat16 setting to reduce memory usage, as
deatailed in referenced work.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
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Justification: Our research adheres to the NeurIPS Code of Ethics in all respects. We ensured
fair compensation for human evaluators involved in the model pairwise comparisons. The
pool of evaluation prompts includes open-source datasets (SODA and the Public Pool of
Prompts (P3)), and were selected to avoid any harmful content.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Our paper discusses several positive societal impacts, including the enhance-
ment of AI system reliability and trustworthiness through more robust evaluation methods
for large language models (LLMs). It highlights how these improved methods contribute to
the development of safer and more accurate language models. We also address potential
negative impacts by cautioning against the misinterpretation and over-reliance on Elo ratings,
which might lead to suboptimal performance assessments. This underscores the need for
exhaustive and fair evaluation mechanisms in AI development.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not release any models or datasets, so there are no associated risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We use open-source datasets and properly credit their creators by citing the
original papers. The specific versions and licenses of these datasets are acknowledged,
ensuring compliance with their terms of use.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We do not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
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Justification: Details regarding the instructions for human feedback experiments and evalua-
tion format are based on established methodologies in the field. As for the compensation,
while we cannot provide specific details, we can guarantee that fair compensation practices
were followed.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [No]
Justification: No potential risk within our experimental setup.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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