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Abstract

Critique ability, a meta-cognitive capability001
of humans, presents significant challenges for002
LLMs to improve. While utilizing human anno-003
tation can enhance critique ability effectively,004
most recent works primarily rely on supervised005
fine-tuning (SFT) using critiques generated by006
a single LLM like GPT-4, which is more scal-007
able and cost-effective. However, such model-008
generated critiques often suffer from inherent009
flaws due to the complexity of critique. Con-010
sequently, fine-tuning LLMs on these flawed011
critiques not only limits performance but also012
propagates errors into the learned model. To013
address this issue, we propose MultiCritique,014
a unified data generation framework that lever-015
ages multi-agent feedback to improve critique016
ability in both the supervised fine-tuning (SFT)017
and reinforcement learning (RL) stages. In018
the SFT stage, MultiCritique aggregates high-019
quality multi-agent critiques through a fine-020
grained meta-critique mechanism. In the RL021
stage, preference critiques are constructed and022
refined by validating their contributions to023
multi-agent revisions, thereby enhancing RL024
in improving critique ability. Based on Mul-025
tiCritique, we construct SFT and RL datasets.026
Extensive experimental results on two bench-027
marks highlight the key benefits of our dataset,028
including superior quality, enhanced data effi-029
ciency, strong generalization on unseen tasks,030
and improvements in the general capability of031
LLMs. Notably, our fine-tuned 7B model sig-032
nificantly surpasses advanced 7B-13B models,033
approaching advanced 70B LLMs and GPT-4.034
Codes and datasets will be publicly available.035

1 Introduction036

The critique ability, i.e., the capability to identify037

and refine flaws in responses, has been widely used038

to facilitate reliable automatic evaluation and self-039

improvement of LLMs (Lan et al., 2024; Wu et al.,040

2024). As a meta-cognitive capability (Toy et al.,041

2024; Wang and Zhao, 2024), critique ability re-042

quires LLMs to possess a deep understanding of 043

user queries and evaluated responses beyond mere 044

criticism (Kim et al., 2024; Zheng et al., 2023). 045

Therefore, it is challenging to improve the critique 046

ability of LLMs (Lan et al., 2024; Lin et al., 2024). 047

While recent works demonstrate that utilizing 048

human-annotated labels or answers could signifi- 049

cantly improve the critique ability of LLMs (Wang 050

et al., 2024a; Tang et al., 2025a), like Crit- 051

icGPT (McAleese et al., 2024) and Critic-RM (Yu 052

et al., 2024b), this approach faces scalability chal- 053

lenges due to the substantial demand for human 054

annotation. In contrast, a more scalable and cost- 055

effective way is to conduct the i.e., Supervised 056

Fine-Tuning (SFT) using critiques generated by 057

a strong teacher model (GPT-4) (Li et al., 2024b; 058

Kim et al., 2024). However, these model-generated 059

critiques often suffer from inaccuracies stemming 060

from the inherent biases of a single model and the 061

complexity of the critique task (Lan et al., 2024; 062

Liu et al., 2024e). As a result, LLMs fine-tuned 063

on such datasets inherit these flaws, which are fur- 064

ther propagated and potentially amplified during 065

the SFT process. 066

To address this issue, we introduce MultiCri- 067

tique, a unified data generation framework de- 068

signed to enhance the critique ability of LLMs 069

by leveraging multi-agent feedback in both SFT 070

and Reinforcement Learning (RL) stages, entirely 071

without human annotation. First of all, to mit- 072

igate the limitations of critiques generated by a 073

single LLM, we propose the MultiCritique-SFT 074

pipeline (Figure 1 (Step 2)), which aggregates high- 075

quality multi-agent critiques in a fine-grained man- 076

ner. Specifically, multiple advanced LLMs provide 077

fine-grained critiques by evaluating responses at 078

both sentence-by-sentence and cross-sentence lev- 079

els. These critiques are then assessed through a 080

meta-critique mechanism, which is used to sum- 081

marize a final critique by aggregating high-quality 082

critique units while discarding flawed ones. 083
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Figure 1: The overview of our proposed MultiCritique data generation pipeline. First, we prepare queries and
evaluate responses and crucial information (Step 1). Then, MultiCritique-SFT pipeline aggregates high-quality
multi-agent critiques (Step 2). Finally, MultiCritique-RL pipeline refines the preference critiques for the RL
fine-tuning (Step 3). An ACU is a structured unit for identifying one specific flaw in responses (Section 3.2).

Second, to go beyond simple behavior cloning084

on model-generated critiques, we introduce the085

MultiCritique-RL pipeline, which constructs a086

high-quality preference critique dataset via multi-087

agent feedback, facilitating the effectiveness of RL088

in improving the critique ability of LLMs. Specifi-089

cally, as shown in Figure 1 (Step 3), critiques are090

paired based on meta-critique evaluations, with091

chosen critiques containing fewer and less severe092

flaws than rejected ones. The accuracy of pref-093

erence critique is further improved by validating094

critiques’ contributions to revisions across multi-095

ple models, retaining only pairs where the cho-096

sen critiques consistently lead to superior revi-097

sions. MultiCritique-RL is free from human an-098

notations, demonstrating better scalability than re-099

cent works that rely on human-annotated labels100

or answers, like Critic-RM (Yu et al., 2024b) and101

SFR-Judge (Wang et al., 2024a).102

Building on the MultiCritique framework, we103

construct the MultiCritiqueDataset. Extensive104

experimental results on CRITICEVAL (Lan et al.,105

2024) and CRITICBENCH (Lin et al., 2024) bench-106

marks demonstrate that several 7B-8B LLMs fine-107

tuned by SFT and RL stages on our proposed108

MultiCritiqueDataset, significantly outperforms ad-109

vanced 7B-13B baselines that trained on datasets 110

3-8x larger than ours. Notably, our model achieves 111

performance close to advanced 70B LLMs and 112

GPT-4. For instance, on CRITICBENCH, our model 113

achieves 75.66% F1 score, compared to GPT-4’s 114

78.75%. In addition, our multi-agent framework, 115

while introducing higher computational costs, ex- 116

hibits superior data efficiency during training, sur- 117

passing previous baselines by a factor of 2.15-4.22. 118

Ablation studies further validate the positive contri- 119

butions of our designs in the MultiCritique frame- 120

work. Moreover, our SFT dataset exhibits strong 121

generalization on unseen tasks and enhances the 122

general ability of LLMs, underscoring its utility 123

and robustness. 124

2 Related Work 125

Critique Ability of LLMs The critique ability 126

of LLMs has been applied in three key areas: (1) 127

Reliable Automatic Evaluation (Zheng et al., 2023; 128

Saunders et al., 2022); (2) Self-improvement of 129

LLMs (Yuan et al., 2024; Wu et al., 2024); and (3) 130

Robust Reward Modeling (Ye et al., 2024; Zhang 131

et al., 2024b; DeepSeek-AI et al., 2024; Liu et al., 132

2024a; Vu et al., 2024). 133
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So far, two primary approaches have been em-134

ployed to enhance the critique ability of LLMs:135

(1) Human Annotation: This method has demon-136

strated effectiveness in improving critique ability,137

as exemplified by Shepherd (Wang et al., 2023) and138

CriticGPT (McAleese et al., 2024). Besides, recent139

works such as SFR-Judge (Wang et al., 2024a),140

Critic-RM (Yu et al., 2024b) and SCRIT (Tang141

et al., 2025a) leverage human-annotated labels142

and answers to validate model-generated critiques.143

Despite effectiveness, these works are limited144

by the human annotation; (2) Distillation: This145

method enhances the critique capability of LLMs146

by mimicking GPT-4 behavior, such as UltraFeed-147

back (Cui et al., 2023), Auto-J (Li et al., 2024b)148

and Prometheus (Kim et al., 2024). A special case149

is Self-Taught (Wang et al., 2024b), which itera-150

tively fine-tunes LLMs on synthetic data generated151

by LLM itself. However, these datasets suffer from152

quality issues due to the inherent complexity of153

critiques (Verga et al., 2024). Unlike these works,154

we utilize multi-agent feedback to improve LLM’s155

critique ability during both the SFT and RL stages.156

Recent researches have increasingly focused on157

developing process reward/critique models (Zeng158

et al., 2024), which are primarily tailored for rea-159

soning tasks. In contrast, we aim to enhance the160

general critique ability of LLMs across diverse161

tasks, extending beyond reasoning tasks alone.162

Preference-based Reinforcement Learning Re-163

inforcement learning (RL) algorithms are widely164

utilized to guide LLMs to generate responses that165

are more preferred by humans (Schulman et al.,166

2017; Yang et al., 2024b). It typically employs167

a reward model as a proxy for human judgment,168

learning through human-annotated pairwise com-169

parison of responses, often called Reinforcement170

Learning from Human Feedback (RLHF) (Sti-171

ennon et al., 2022; Ouyang et al., 2022). Ex-172

isting works utilize human-annotated or model-173

generated preference dataset for improving critique174

ability, such as Themis (Hu et al., 2024) and Meta-175

Rewarding (Wu et al., 2024). In contrast, our pro-176

posed MultiCritique-RL pipeline refines preference177

critiques with multi-agent feedback to enable ro-178

bust RL fine-tuning in a more scalable way.179

Multi-Agent Framework Current multi-agent180

frameworks are widely used in two applications:181

(1) LLMs alignment: extensive researches (Du182

et al., 2023; Khan et al., 2024) have proven the183

effectiveness of multi-agents in enhancing LLM’s184

alignment through fostering more divergent think- 185

ing and aggregating the diverse opinions of multi- 186

ple LLMs (Liang et al., 2024; Zhang et al., 2024a; 187

Ji et al., 2024), such as Stable Alignment (Liu et al., 188

2024b) and Arena Learning (Luo et al., 2024). In 189

contrast, our work focuses on improving the cri- 190

tique ability of LLMs, addressing a distinct chal- 191

lenge. (2) LLM-based evaluation: recent works 192

employ multi-agent frameworks for reliable auto- 193

matic evaluation, such as ChatEval (Chan et al., 194

2023), PoLL (Verga et al., 2024) and PRD (Li et al., 195

2024c). Unlike these works, which operate primar- 196

ily during the inference stage, our work constructs 197

a high-quality critique dataset by utilizing multi- 198

agent feedback to enhance LLM critique ability 199

during both the SFT and RL stages. 200

3 Method 201

3.1 Data Preparation 202

As shown in Figure 1 (Step 1), we first collect di- 203

verse queries, evaluated responses as well as crucial 204

information for simplifying critique task. 205

Diverse Queries Collection We compile 10.7K 206

queries with 123 diverse tasks from several well- 207

established datasets, including alignment datasets 208

(OpenHermes-2.5, DEITA (Liu et al., 2024c) and 209

OpenAssistant (Köpf et al., 2023)), mathemati- 210

cal and coding datasets (MetaMathQA (Yu et al., 211

2024a) and CodeFeedback (Zheng et al., 2024)), 212

and critique dataset Auto-J (Li et al., 2024b). More 213

details are listed in Table 12. 214

Diverse Responses Collection Then, eleven 215

LLMs with different capabilities are prompted to 216

generate responses, which are evaluated using a ro- 217

bust reward model. We select three low-, medium- 218

and high-quality responses for each query, ensur- 219

ing the uniform response quality distribution. In 220

total, 10.7K×3=32.1K query-response pairs are 221

collected. The implementation details and statisti- 222

cal information are placed in Appendix C.1. 223

Crucial Information Collection Once the query- 224

response pairs are collected, we sequentially elicit 225

three crucial information to simplify the critique 226

task, facilitating robust critique generation: (1) 227

Task Description: Preliminary findings indicate 228

that LLMs often misinterpret the query objectives. 229

By prompting GPT-4 to describe the task, we can 230

mitigate this issue to some extent; (2) Customized 231

Evaluation Criteria: Once the task description is 232
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obtained, we propose generating customized two-233

tier structure evaluation criteria tailored to each234

query to guide effective critiques (Liu et al., 2024f).235

The first and second tiers outlines the fundamental236

and customized evaluation criteria. Each criterion237

is structured with a name, description and level of238

importance; (3) Reference Response: Finally, we239

generate reference responses that satisfy all cus-240

tomized evaluation criteria.1241

Following these three steps, we collect N=32.1K242

samples {(qi, ri, CIi)}N
i=1, where qi, ri, CIi repre-243

sents the i-th query, evaluated response and corre-244

sponding crucial information in the dataset.245

3.2 MultiCritique-SFT Pipeline246

After collecting query-response and crucial infor-247

mation, we propose MultiCritique-SFT data gener-248

ation pipeline (Figure 1 (Step 2)) to mitigate flawed249

critiques generated by a single LLM. This pipeline250

consists of three key stages: (1) collecting detailed251

analytical critiques from multiple LLMs (Multi-252

Agent Analytical Critique); (2) judging multi-agent253

critiques through a fine-grained meta-critique pro-254

cess (Meta-Critique Classification); and (3) aggre-255

gating multi-agent critiques into a final critique by256

summarizing accurate critique content while dis-257

carding flawed ones (Critique Aggregation). The258

details are described below.259

Multi-agent Analytical Critiques To ensure di-260

verse and robust critique generation, we employ261

four LLMs to simultaneously critique responses:262

GPT-4, Claude-1-instant, Qwen-1.5-72B-Chat and263

InternLM2-20B-Chat, all of which exhibits strong264

performance on the CRITICEVAL benchmark (Lan265

et al., 2024). Each LLM structures analytical cri-266

tiques by performing both sentence-by-sentence267

and cross-sentence critique. These critiques are268

organized into a list of Analytical Critique Units269

(ACUs), which are designed to identify and address270

specific flaws in the evaluated responses. An ACU271

consists of five key components: (1) the location2;272

(2) the description; (3) suggestions for revision; (4)273

the criteria type; and (5) the severity. These struc-274

tured ACUs not only enhance the transparency and275

interpretability of the critiques but also facilitate a276

robust meta-critique process (Sun et al., 2024).277

Meta-Critique Classification Identifying and ad-278

dressing errors in model-generated critiques is a279

1For mathematical and coding tasks, reference answers are
omitted to avoid potential inaccuracies introduced by LLMs.

2We introduce a pre-processing step to label sentences in
evaluated responses, as detailed in Appendix C.1.

critical step in ensuring the accuracy and reliabil- 280

ity of the final analytical critiques. To achieve this 281

goal, we employ GPT-4 to judge the quality of these 282

model-generated analytical critiques, a concept 283

known as meta-critique (Lan et al., 2024). While 284

other advanced LLMs have also been proven effec- 285

tive for meta-critique tasks (Appendix G), GPT-4 is 286

selected due to its verified performance (Lan et al., 287

2024). Specifically, GPT-4 evaluates each ACU 288

within the context of multi-agent critiques, classi- 289

fying it into one of seven quality categories, rather 290

than directly judging the critique as a whole (Lan 291

et al., 2024). These quality categories are deter- 292

mined by human annotators and are associated 293

with severity scores ranging from 1 to 5.3 For 294

one model-generated analytical critique, the accu- 295

mulated severity scores of its ACUs could indicate 296

the overall quality of critiques, whereas a higher 297

accumulated severity score indicates lower quality. 298

Importantly, meta-critique, as a specific multi- 299

agent communication mechanism in the critique 300

generation, distinguishes our MultiCritique-SFT 301

pipeline from previous multi-agent debate frame- 302

works (Chan et al., 2023; Liu et al., 2024b). Unlike 303

debate-based approaches, where critiques can in- 304

fluence each other and reduce diversity observed 305

by our preliminary study, our method maintains 306

critique independence, thereby enhancing both di- 307

versity and comprehensiveness. 308

Critique Aggregation Finally, GPT-4 aggregates 309

these ACUs into a comprehensive analytical cri- 310

tique by retaining and merging accurate ACUs 311

from multi-agent while modifying or excluding 312

those identified as flawed. We also prompt GPT-4 313

to generate an overall description and judgment 314

score for the evaluated response. The final analyt- 315

ical critique, description and judgment score are 316

concatenated as the final critique, denoted as C. 317

By following previous steps of MultiCritique- 318

SFT, we construct a supervised fine-tuning dataset 319

MultiCritiqueDataset-SFT, consisting of N=32.1K 320

samples: {(qi, ri, CIi, Ci)}N
i=1. 321

3.3 MultiCritique-RL Pipeline 322

Beyond the behavior cloning on the supervised 323

dataset, we also conduct the MultiCritique-RL data 324

generation pipeline to construct the preference cri- 325

tiques, facilitating improvements by RL. Our solu- 326

tion automatically collects high-quality preference 327

3For further details on the meta-critique prompting setup,
please refer to Appendix J.5.
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critique pairs by validating the multi-agent revision328

qualities given critiques, rather than using human-329

annotated judgment labels or answers in recent330

works, like SFR-Judge (Wang et al., 2024a), Critic-331

RM (Yu et al., 2024b) and SCRIT (Tang et al.,332

2025a), exhibiting better scalability. As shown in333

Figure 1 (Step 3), the MultiCritique-RL pipeline334

involves following two steps.335

Preference Pairs Collection In MultiCritique-SFT,336

the quality of ACUs in each analytical critique is337

measured by meta-critique process. Therefore, for338

each sample i, it is easy to identify a pair of cri-339

tiques: the chosen critique Ci,j+ and the rejected340

critique Ci,j− . The pairing is determined based341

on a significant performance gap between the two342

critiques, quantified by the difference in their accu-343

mulated severity scores.344

Multi-Agent-Revision-Validating (MARV) Previ-345

ous works (Lan et al., 2024) demonstrate that meta-346

critique is challenging, might leading to the noise347

in the preference dataset. To address this issue,348

we propose the Multi-Agent-Revision-Validating349

(MARV) pipeline to refine the preference dataset,350

which validates the critique’s contributions to the351

revision quality, thereby circumventing the com-352

plex meta-critique task. Specifically, four indepen-353

dent 7B LLMs first revise the evaluated response354

based on each critique, each performing eight re-355

visions, resulting in a total of 4×8=32 revisions.356

The use of multiple LLMs ensures both reliability357

and robustness by reducing potential biases intro-358

duced by a single model. These revisions are then359

evaluated using the advanced reward models. Fi-360

nally, preference critiques are reserved if the cho-361

sen critique’s average reward score is higher than362

the rejected critique’s score. Please refer to Ap-363

pendix C.1 for more implementation details.364

In summary, we construct the MultiCritique365

Dataset-RL, consisting of M=19.7K samples:366

{(qi, ri, CIi, Ci,j+ , Ci,j−)}M
i=1.367

4 Experimental Setup368

4.1 Implementation Details369

This paper presents a systematic experiments for370

enhancing the critique capabilities of 7B-8B LLMs371

(InternLM2, Llama3, and Qwen2.5), with a fo-372

cus on inference efficiency.4 Our fine-tuning con-373

sists of two sequential stages: (1) SFT Stage:374

4The substantial inference costs of larger 70B models sig-
nificantly limit their applications in most critique-related tasks,
like generative reward modeling in the RLHF (Section 2).

To ensure a deep understanding of the critiques, 375

LLMs are trained to predict the concatenation of 376

the crucial information CIi and final critiques Ci 377

by minimizing Maximum Likelihood Estimation 378

(MLE); (2) RL Stage: A reward model is first 379

trained to classify chosen and rejected analytical 380

critiques Ci,j+ , Ci,j− by optimizing the focal rank- 381

ing loss (Cai et al., 2024). Then, the SFT model is 382

optimized by PPO (Schulman et al., 2017), guided 383

by this reward model. For comprehensive imple- 384

mentation details, please refer to Appendix C. 385

4.2 Benchmarks and Evaluation Metrics 386

We utilize CRITICEVAL (Lan et al., 2024) and 387

CRITICBENCH (Lin et al., 2024) benchmarks to 388

evaluate the critique ability of LLMs. 389

CRITICEVAL evaluates critique ability across 390

9 tasks, covering alignment, common NLP and 391

reasoning capabilities. We first evaluate the cri- 392

tique quality: (1) The objective feedback evalu- 393

ation (F obj.) calculates the Spearman correlation 394

between LLM and human judgments on response 395

quality; (2) The subjective feedback evaluation 396

(F sub.) involves GPT-4 assessing the textual cri- 397

tiques quality. These scores range from 1 to 10. 398

Furthermore, we evaluate the quality of revi- 399

sions generated by critiques as the indicator of 400

critique quality: (1) The objective revision evalua- 401

tion (Robj.) measures the average Pass Rate of five 402

LLMs’ revisions for mathematical and coding ques- 403

tions. CRITICEVAL evaluates the chain-of-thought 404

(CoT) and program-of-thought (PoT) approaches 405

for mathematics. For coding tasks, it compares two 406

settings: with execution (CodeExec) and without 407

execution results (CodeNE); (2) The subjective 408

revision evaluation (Rsub.) is assessed by GPT- 409

4, with scores ranging from 1 to 10. Importantly, 410

CRITICEVAL has proven a strong correlation be- 411

tween GPT-4 and humans in subjective evaluation, 412

given the human-annotated critiques as references. 413

CRITICBENCH consists of 3,825 queries and 414

evaluated responses for five challenging reasoning 415

tasks: (1) mathematical reasoning; (2) common- 416

sense reasoning; (3) symbolic reasoning; (4) algo- 417

rithm reasoning; and (5) code generation. The 418

correctness of the evaluated responses is anno- 419

tated based on the ground-truth responses. The 420

F1 score is used to evaluate whether LLMs can 421

accurately identify the correctness of evaluated re- 422

sponses. Since critique-tuned LLMs cannot utilize 423
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Models CRITICEVAL CRITICBENCH
F obj. F sub. Robj. Rsub. Math Comm. Symb. Algo. Code Overall

Closed-source LLM

GPT-3.5-Turbo 61.47 5.06 15.54 6.20 62.01 50.22 64.49 46.15 73.13 51.44
GPT-4-Turbo 76.09 7.90 26.88 7.71 92.55 71.56 90.75 63.51 91.36 78.75

70B instruction-tuned LLMs

Qwen2-72B-Instruct 75.44 7.83 23.89 7.21 82.15 59.64 78.22 51.35 85.81 75.86
Llama3-70B-Instruct 73.28 7.05 21.97 6.90 82.35 60.22 86.31 54.90 86.16 76.80

7B-13B instruction-tuned and critique-tuned LLMs

Qwen2-7B-Instruct 50.49 5.47 16.21 5.42 52.25 26.20 29.55 9.35 70.23 45.66
Llama3-8B-Instruct 37.20 5.04 17.69 5.98 78.33 62.64 62.05 62.19 76.41 70.71

Themis-8B 38.07 4.07 14.43 2.63 53.34 27.35 33.16 35.64 44.33 42.57
Prometheus-7B (Ours) 38.06 2.54 18.78 4.57 59.43 54.28 31.98 22.82 67.07 54.25
TIGERScore-7B 0.64 3.24 12.89 4.36 66.62 38.21 44.52 27.34 52.49 52.83
TIGERScore-13B -2.31 3.39 15.45 4.54 68.91 45.47 53.04 42.86 44.13 56.28
UltraCM-13B 21.51 4.12 16.19 4.85 76.54 35.59 50.51 25.17 54.73 59.39
Auto-J-13B 36.05 4.21 17.69 5.62 80.02 50.64 53.06 52.06 75.61 67.41

InternLM2-7B-Chat-SFT 38.78 3.73 14.48 3.32 27.08 17.48 18.82 14.29 36.13 24.71
+ MultiCritiqueDataset-SFT 58.15 5.71 19.33 5.78 89.49 62.60 57.04 51.85 79.51 75.15
+ MultiCritiqueDataset-RL 63.28 6.07 19.26 6.33 89.36 60.56 61.51 57.76 79.32 75.66

Table 1: Overall experimental results. The best performance for 7B-13B critique-tuned models is highlighted in
bold. Results comparable to the best performance (no more than 0.2% performance gap) are also highlighted.

few-shot samples, all models are tested under the424

zero-shot setting to ensure a fair comparison.425

4.3 Baseline Datasets and Models426

Baseline Datasets Three critique datasets con-427

structed by GPT-4 are compared : (1) Auto-J (Li428

et al., 2024b); (2) UltraFeedback (Cui et al., 2023)429

and (3) Feedback-Collection (Kim et al., 2024).430

Baseline Models We evaluate advanced closed-431

source and open-source LLMs, including GPT-3.5-432

Turbo and GPT-4, Llama3 and the Qwen2 (Yang433

et al., 2024a) series. We also assess critique-tuned434

LLMs: (1) Themis (Hu et al., 2024); (2) TIGER-435

Score (Jiang et al., 2023); (3) Auto-J (Li et al.,436

2024b); (4) UltraCM (Cui et al., 2023); and (5)437

Prometheus (Kim et al., 2024).438

Some models and datasets are excluded, and rea-439

sons are detailed in Appendix E. More details about440

our evaluation setup can be found in Appendix C.441

5 Experimental Results442

This section demonstrates the experimental results443

of our proposed datasets (Section 5.1), comparison444

with baseline datasets (Section 5.2), and its scaling445

phenomenon (Section 5.3).446

5.1 Overall Experimental Results447

Table 1 demonstrates that both SFT and RL448

fine-tuning stages on our proposed MultiCritique-449

Dataset significantly improves the critique abil-450

ity of the InternLM2-7B-Chat-SFT model, out- 451

performing other 7B-13B baselines and GPT-3.5- 452

turbo. Besides, experimental results on other ad- 453

vanced LLMs, like Llama3 and Qwen2.5 models, 454

also demonstrate significant improvements, which 455

are placed in Appendix H due to the page limitation. 456

Specifically, the SFT and RL stages yields absolute 457

improvements of 19.8% and 6.3% on CRITICEVAL 458

subjective feedback evaluation (F sub.), and our fine- 459

tuned model even approaches advanced 70B LLMs 460

and GPT-4 on the CRITICBENCH benchmark, high- 461

lighting its competitive performance. 462

Models
CRITICEVAL (F sub.)

Math
CoT

Math
PoT

Code
Exec

Code
NE

SFT 4.64 5.21 4.72 5.56
RL 5.70 6.21 4.87 5.33

Table 2: Detailed results for mathematical and coding
tasks in CRITICEVAL.

Moreover, our analysis reveals an intriguing phe- 463

nomenon: while the RL-fine-tuned model achieves 464

a marginally lower objective revision score (Robj.) 465

in CRITICEVAL for mathematical and coding tasks 466

compared to the SFT model (19.26 ≈ 19.33), it 467

demonstrates substantial improvements in textual 468

critique quality (F sub.), as evidenced by the exper- 469

imental results in Table 2. This discrepancy high- 470

lights two insights: (1) RL optimization effectively 471

enhances critique quality across most mathematical 472
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Figure 2: The correlation between the number of SFT
training samples (1K-256K) and critique ability. low,
medium, high and full represent the models that are
trained on critiques in our SFT dataset for low-, medium-
, high-quality, and all three response qualities (full).
Please refer to Appendix B for complete results.

and coding tasks, and (2) the evaluation of revisions473

in these domains exhibits inherent instability.474

5.2 Comparison with Baseline Datasets475

Table 3 demonstrates that the our SFT dataset476

significantly outperforms baseline datasets, with477

21.48% and 22.50% average performance gain478

on CRITICEVAL and CRITICBENCH, respectively.479

Notably, despite the fact that Feedback-Collection480

and UltraFeedback are 3-8x larger than ours in481

scale, respectively. This performance suggests that482

our dataset exhibits superior quality compared to483

these larger-scale alternatives.484

Models CRITICEVAL
CRITIC
BENCH

F obj. F sub. Robj. Rsub. Overall

Base Model 38.78 3.73 14.48 3.32 24.71
+ Auto-J 45.44 3.56 14.63 3.47 67.76
+ UF 52.95 4.42 15.81 3.54 58.67
+ FC 33.00 2.54 18.78 4.57 49.76
+ Ours 58.15 5.71 19.33 5.78 75.15

Table 3: Comparison between our MultiCritiqueDataset-
SFT and baseline datasets. FC and UF indicates the
Feedback-Collection and UltraFeedback datasets.

5.3 Scaling Phenomenon on Datasets485

Figure 2 illustrates three findings: (1) Scaling Be-486

havior: Critique ability improves steadily with487

more samples, leveling off beyond 12K samples;488

(2) Superior Data Efficiency: The model trained 489

on our SFT dataset consistently outperforms those 490

trained on other datasets across most data scales. 491

Besids, models trained on 3K samples in our 492

dataset (≈ $890) surpasses baselines that require 493

100K-257K samples ($1,915-$3,758 for UltraFeed- 494

back and Prometheus)5, demonstrating 2.15-4.22x 495

improvement in data efficiency; (3) Generaliza- 496

tion Advantage: In most cases, models trained on 497

full response quality generalize better than those 498

trained on individual types, indicating better gener- 499

alization brought by diverse response qualities. 500

6 Analyze 501

This section conducts comprehensive studies on 502

our dataset: (1) Effectiveness of MultiCritique- 503

SFT pipeline; (2) Crucial Information for critique 504

simplification; (3) MARV in refining preference 505

critiques; (4) Improvements on general capability; 506

and (5) Generalization to unseen tasks. 507

Ablation Study on MultiCritique-SFT We 508

evaluate the MultiCritique-SFT pipeline by fine- 509

tuning InternLM2-7B-Chat-SFT with analytical cri- 510

tiques generated by individual models within the 511

MultiCritique-SFT pipeline.6 Table 4 demonstrates 512

that models fine-tuned with critiques generated by 513

MultiCritique-SFT outperforms those optimized 514

with critiques from individual models. Further- 515

more, there is a notable performance gap in the 516

critiques generated by different models. For exam- 517

ple, GPT-4 generates higher-quality critiques than 518

Qwen-1.5-72B-Instruct and InternLM2-20B-Chat, 519

while all three models surpass Claude-1-instant. 520

These findings align with the evaluation results 521

from CRITICEVAL (Lan et al., 2024). 522

SFT Models CRITICEVAL
F obj. F sub. Robj. Rsub.

MultiCritique-SFT 59.74 5.17 20.92 6.05
GPT-4-Turbo 58.53 5.07 18.39 5.87
Claude-1-instant 56.77 5.01 19.00 5.79
Qwen-1.5-72B 57.30 4.89 17.74 5.81
InternLM2-20B 54.73 4.84 17.52 5.82

Table 4: Ablation study on MultiCritique-SFT.

Ablation Study on Crucial Information We as- 523

sess the impact of three crucial information compo- 524

nents on critique simplification by systematically 525

5The costs are calculated based on the total number of
input and output tokens of GPT-4 API.

6Please refer to Appendix C.2 (Ablation Study in SFT)
for more details about this experimental setup.
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removing each during training and evaluating their526

effects. Table 5 shows that removing each crucial527

information leads to a significant performance drop528

on most metrics in CRITICEVAL. This observation529

suggests that crucial information plays a vital role530

in simplifying the critiques. Interestingly, train-531

ing without evaluation criteria (w/o Criteria) leads532

to the best performance on the subjective revision533

evaluation in CRITICEVAL (Rsub.). This observa-534

tion suggests that while criteria benefit critiques,535

they might have side effects for revisions. We plan536

to investigate the underlying mechanisms of this537

phenomenon in future research.538

SFT Models CRITICEVAL
F obj. F sub. Robj. Rsub.

Full 58.15 5.71 19.33 5.78
- w/o Task 55.01 5.12 18.72 5.73
- w/o Criteria 57.28 5.46 19.12 6.17
- w/o Ref. 57.72 5.21 16.42 5.74
- w/o All 57.11 5.12 13.86 5.73

Table 5: Ablation study on crucial information.

Ablation Study on MARV We evaluate539

MARV’s contribution to the MultiCritique-RL540

pipeline by fine-tuning the SFT model using541

RL with a reward model trained without MARV.542

Table 6 illustrates that exclusion of MARV results543

in a notable decline in performance. For example,544

the model (w/o MARV) falls short of the SFT545

baseline on the subjective feedback evaluation546

(4.84 < 5.71). These results demonstrate that547

MARV is essential for stabilizing RL fine-tuning,548

as it excludes the noise preference samples.549

Models CRITICEVAL
F obj. F sub. Robj. Rsub.

SFT Stage 58.15 5.71 19.33 5.78
RL Stage 63.28 6.07 19.26 6.33
- w/o MARV 63.05 4.84 18.79 5.99

Table 6: Ablation study on MARV.

MultiCritique Improves General Capability550

We investigate whether MultiCritique enhances551

LLM’s general capabilities by integrating our pro-552

posed MultiCritiqueDataset-SFT into open-source553

instruction-tuning datasets. Our evaluation frame-554

work includes two dimensions: (1) Objective eval-555

uation computes the average performance on 18556

famous benchmarks, like MMLU (Hendrycks et al.,557

2021b) and GSM8K (Cobbe et al., 2021); (2) Sub-558

jective evaluation uses CompassJudger toolkit (Cao559

et al., 2024) to evaluate performance on four gen-560

eral benchmarks: AlignBench (Liu et al., 2024d), 561

AlpacaEval, Alpaca Hard (Li et al., 2023) and 562

MTBench-101 (Bai et al., 2024). Table 7 shows 563

that our datasets significantly improves critique and 564

general capabilities, e.g., average 9.43% gain on 565

AlpacaEval and Alpaca-Hard.7 566

Models

CRITIC
BENCH

GENERAL BENCHMARKS

Overall Avg.
Obj.

Align-
Bench

Alpaca
Eval

Alpaca
Hard

MTBe
nch101

w/o Ours 38.80 55.23 5.07 23.51 22.78 7.75
w/ Ours 71.60 55.43 5.10 27.43 23.28 7.81

Table 7: Evaluate the critique and general abilities of
our fine-tuned InternLM2-7B-Chat-SFT model. Avg.
Obj. indicates the average objective scores of LLMs
over 18 benchmarks.

Generalization to Unseen Tasks We further 567

investigate the generalization of MultiCritique 568

by removing mathematical and coding samples 569

from both our dataset, then evaluating the critique 570

ability of fine-tuned InternLM2.5-7B-Chat-SFT 571

model. Table 8 reveals that the model fine-tuned 572

on our SFT dataset without math and code cri- 573

tiques achieves substantial performance gains on 574

these tasks, closely matching the results of mod- 575

els trained on the full dataset (88.44% ≈ 88.56%, 576

77.63% ≈ 78.37%). 577

Models CRITICBENCH
Math Comm. Symb. Algo. Code Overall

Baseline 59.46 48.26 42.63 37.21 63.97 53.98

+ Ours 88.56 62.13 57.02 57.35 78.37 73.72
- w/o MC 88.44 60.42 55.02 45.91 77.63 71.68

Table 8: Generalization evaluation of critique ability to
unseen Math and Code reasoning tasks, denoted as MC.

7 Conclusions and Future Works 578

In this paper, we propose a novel data generation 579

pipeline, MultiCritique, to automatically construct 580

the dataset to improve the critique ability of LLMs 581

through SFT and RL fine-tuning stages. Extensive 582

experiments demonstrate that MultiCritique signifi- 583

cantly surpasses existing datasets. Additionally, the 584

RL fine-tuning stage on MultiCritique further im- 585

proves the critique abilities of LLMs. In the future, 586

we plan to expand MultiCritique to the pairwise 587

response comparison (Lan et al., 2024), enhancing 588

LLMs’ ability to evaluate paired responses. More- 589

over, we also plan to enhance the quality of Multi- 590

Critique further and tackle challenging reasoning 591

tasks, like mathematical and coding reasoning. 592

7Please refer to the Table 10 in Appendix C.2 for the com-
plete results in Objective Evaluation.
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Limitations593

Limitations in MultiCritique-SFT Our Multi-594

Critique-SFT pipeline utilizes four LLMs selected595

for their strong critique capabilities as of April596

2024 (Lan et al., 2024). While these models may597

not reflect the latest advancements, future iterations598

will integrate more advanced models (e.g., Llama-599

3.1, OpenAI o1 series). Expanding the number of600

models could enhance critique diversity, but com-601

putational constraints limited this study to four.602

Limitations in MultiCritique-RL The Multi-603

Critique-RL pipeline integrates Multi-Agent-604

Revision-Validating (MARV) to refine preference-605

critique pairs, using revision quality as a proxy606

for critique quality. Currently, we use InternLM2-607

20B-reward (Cai et al., 2024), a leading model on608

RewardBench (Lambert et al., 2024), for quality609

assessment. However, its performance may vary610

across tasks. While human annotation offers the611

most reliable evaluation, its high cost and limited612

scalability necessitated this practical approach. Fu-613

ture work will aim to enhance reward modeling614

accuracy to improve the MARV component.615

Insufficient Investigation on 70B Models As de-616

tailed in Section 4.1, our work focuses on improv-617

ing critique capabilities in efficient 7B-8B models.618

While extensive experiments were conducted on619

these models, preliminary tests with larger mod-620

els like Qwen2.5-72B-Instruct (Team, 2024) show621

limited gains. This is likely due to the strong and622

even better performance of these 70B models (e.g.,623

Qwen2.5-72B-Instruct surpasses GPT-4 on CRIT-624

ICBENCH and CRITICEVAL). In future work, we625

aim to explore the data-mixing strategies to unlock626

the full potential of our dataset for these models.627
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A Differences between Recent Works1074

This section will discuss the primary differences1075

between our designed data generation pipeline and1076

existing works, like Prometheus (Kim et al., 2024).1077

Difference in Data Preparation Although1078

Prometheus collects five responses with quality1079

scores ranging from 1 to 5 (Kim et al., 2024), these1080

responses are synthesized using a GPT-4 reference1081

response, leading to responses that are very similar1082

to the reference, which is a significant deviation1083

from real-world scenarios.1084

Difference in Crucial Information Although 1085

Prometheus also employs customized criteria for 1086

better critiques (Kim et al., 2024), our work dif- 1087

fers significantly. Our evaluation criteria are or- 1088

ganized into a hierarchical two-tier structure, pro- 1089

viding clear definitions for diverse evaluation di- 1090

mensions—a method proven effective in automatic 1091

evaluation (Lee et al., 2024; Liu et al., 2024f). In 1092

contrast, Prometheus synthesizes one criterion us- 1093

ing GPT-4, lacking sufficient guidelines for high- 1094

quality reference response and critique generation. 1095

B Complete Scaling Experimental Results 1096

The complete scaling experimental results on 1097

CRITICEVAL and CRITICBENCH benchmarks are 1098

shown in Figure 3. 1099

C Implementation Details 1100

C.1 MultiCritiqueDataset Construction 1101

Query Preparation All the queries in Auto-J (Li 1102

et al., 2024b) and DEITA (Liu et al., 2024c) are 1103

collected. For OpenHermes-2.58, we sample 1K 1104

queries for its 28 categories, leading to 28K queries. 1105

Following previous work (Yuan et al., 2024), we 1106

use 3.2K examples from the OpenAssistant dataset 1107

by sampling only the first conversation turns in 1108

the English language that achieves the highest 1109

human-annotated scores. Besides, we also sam- 1110

ple 2K mathematical and coding questions from 1111

MetaMathQA (Yu et al., 2024a) and CodeFeed- 1112

back (Zheng et al., 2024) datasets to collect cri- 1113

tiques for reasoning tasks. Only the first conversa- 1114

tion utterance (the coding question) in CodeFeed- 1115

back is used. None of the training samples are 1116

from the test set in CRITICEVAL and CRIT- 1117

ICBENCH benchmarks. 1118

Response Quality Average

Low -1.41
Medium 0.70
High 1.69

Table 9: The average reward model scores for each
response quality.

Collect Evaluated Responses To collect diverse 1119

evaluated responses for queries, we use eleven 1120

8https://huggingface.co/datasets/teknium/
OpenHermes-2.5
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Figure 3: The correlation between the number of training samples in the SFT dataset (from 1K to 256K) and critique
ability. low, medium, high and full represent the models that are trained on critiques in MultiCritiqueDataset-SFT
for low-, medium-, high-quality, and all three response qualities (full), respectively. Please refer to Appendix B for
complete results on CRITICBENCH and CRITICEVAL benchmarks

widely-used LLMs with varying scales and capa-1121

bilities in this work: (1) Qwen-1.5-72B-Chat; (2)1122

Qwen-1.5-7B-Chat; (3) InternLM2-20B-Chat; (4)1123

Yi-34B; (5) Mixtral-8x7B-Instruct; (6) Llama2-1124

13B-Chat; (7) Llama2-7B-Chat; (8) Gemma-1125

2B; (9) Baichuan2-13B-Chat; (10) Vicuna; (11)1126

WizardLM-7B-v0.1. The LMDeploy tookit (Con-1127

tributors, 2023a) is used to inference these LLMs1128

by random sampling decoding method, and the1129

hyper-parameters are 0.95 top-p and 0.8 temper-1130

ature. Besides, the InternLM2-20B-reward (Cai1131

et al., 2024) model9 is used to score the quality of1132

responses, and the reward scores are used to clas-1133

sify responses into three quality levels. Our pre-1134

liminary experiments reveal that this reward model1135

exhibits a strong correlation with human judgments1136

in distinguishing response quality. Therefore, we1137

use the reward model to automatically complete1138

this process. The average reward scores for each1139

response quality are shown in Table 9. It can be1140

observed that there exists a significant performance1141

gap among these response qualities.1142

Given that reward models fail to accurately eval-1143

uate the quality of responses in mathematical and1144

coding questions, we only collect two kinds of1145

response qualities: (1) high-quality responses gen-1146

9InternLM2-20B-Reward was the top-tier reward model
in RewardBench (Lambert et al., 2024) when we start our
project.

erated by GPT-4o and (2) low-quality responses 1147

generated by eight 7B-20B open-source LLMs. 1148

Collect Crucial Information The prompt for 1149

LLMs to generate task description, two-tier struc- 1150

tured criteria and reference response are described 1151

in Appendix J. Our preliminary study reveals that 1152

reference responses tend to produce critiques that 1153

lack diversity for mathematical and coding ques- 1154

tions. As a result, we set reference responses as 1155

empty for these two tasks. 1156

Most previous works rely on human-annotated 1157

criteria for each task (Hu et al., 2024; Li et al., 1158

2024b), which do not scale well. We propose gen- 1159

erating a customized two-tier structure evaluation 1160

criteria tailored to each query using GPT-4. Be- 1161

sides, the user pre-defined criteria are provided as 1162

input optionally for better flexibility. 1163

Pre-process Evaluated Responses Our pro- 1164

posed ACUs contain the location of flaws in the 1165

evaluated response for better interpretability. To 1166

achieve this goal, we pre-process the evaluated 1167

responses by appending labels for sentences in 1168

evaluated responses. For most tasks, punctuation 1169

marks such as periods, exclamation marks, and 1170

semicolons are used to divide sentences. For code- 1171

related task scenarios, the sentence is divided by 1172

the line breaks to represent lines of the evaluated 1173

code. 1174
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Collect Preference Dataset The threshold of dif-1175

ferences in accumulated severity scores is set as 51176

in this paper. Besides, we leverage four additional1177

7B LLMs to revise the evaluated response eight1178

times, given the model-generated critiques: (1)1179

InternLM2.5-7B-Chat; (2) Llama-3.1-8B-Instruct;1180

(3) Qwen2-7B-Chat; (4) Mistral-7B-Instruct. The1181

random sampling decoding method is used to gen-1182

erate diverse revisions, and the hyper-parameters1183

are (1) 0.95 top-p, (2) 50 top-k, and (3) 1.0 tem-1184

perature. The InternLM-20B-reward model (Cai1185

et al., 2024) is used to evaluate the response quality,1186

which was the top-tier reward model in Reward-1187

Bench (Lambert et al., 2024). For mathematical1188

problems, we compute the exact answer match-1189

ing rather than reward model scores. The vLLM1190

toolkit (Kwon et al., 2023) is used to speed up the1191

inference.1192

C.2 Experimental Details1193

Evaluation Noted that Prometheus (Kim et al.,1194

2024) requires criteria and reference responses as1195

inputs, which are unavailable in the two bench-1196

marks. To address this, we fine-tune LLMs using1197

our processed dataset, moving the evaluation crite-1198

ria and reference responses into the output. Some1199

experimental results are derived from existing work.1200

All evaluation experimental results reported in this1201

paper are averaged from 3 runs.1202

SFT During the SFT training stage, the1203

InternLM2-7B-Chat model is fine-tuned by op-1204

timizing the Maximum Likelihood Estimation1205

(MLE) loss:1206

LMLE = − 1

N

N∑
i=1

log pθ(CIi, Ci|qi, ri) (1)1207

The training process is running on 2 A800 GPU1208

Serves (16 GPUs) by using DeepSpeed10. To1209

achieve a fair comparison, we set the training hyper-1210

parameters as follows: (1) 4e-5 learning rate; (2)1211

6e-6 minimum learning rate; (3) 32,768 maximum1212

sequence length; (4) 2 epoch; (5) 1 batch size; (6)1213

AdamW optimizer.1214

We explore the effect of instruction format and1215

data recipe of crucial information during the SFT1216

stage in Appendix I. We fix the following exper-1217

imental setup for supervised fine-tuning: (1) the1218

proportion of the single-turn template is 5% and1219

left 95% training samples for SFT are multi-turn1220

10https://github.com/microsoft/DeepSpeed

conversations, consisting task description, two-tier 1221

structured evaluation criteria, reference responses, 1222

critiques consisting of a list of ACUs generated 1223

by MultiCritique-SFT pipeline and summarization 1224

of the final judgment for the evaluated response; 1225

(2) the crucial information for each query is only 1226

optimized once in 2 epochs. 1227

In Section 6, we analyze the contributions of 1228

our proposed MultiCritique-SFT pipeline. We only 1229

collect the summarization of final judgments for 1230

the critiques generated by MultiCritique-SFT , and 1231

the critiques generated by each LLM do not have 1232

the corresponding summarizations. Thus, in this 1233

experiment, we do not fine-tune the model to pre- 1234

dict the summarization of final judgments in 95% 1235

multi-turn training samples. 1236

Ablation Study in SFT We conduct the ab- 1237

lation study in Section 6 (Ablation Study on 1238

MultiCritique-SFT) to prove the effectiveness of 1239

aggregated critiques generated by our proposed 1240

MultiCritique pipeline. The dataset in this abla- 1241

tion study is slightly different from that in the main 1242

experiment, consisting of two parts: 1243

• Distinct parts: crucial information and ana- 1244

lytical critiques (a list of ACUs), without the 1245

summarization and judgment score. 1246

– MultiCritique-SFT Critiques: Cri- 1247

tiques are generated through our 1248

MultiCritique-SFT pipeline, which 1249

aggregates accurate ACUs from multiple 1250

models via meta-critique classification. 1251

– Four Individual LLMs Critiques: Cri- 1252

tiques are extracted from our raw 1253

MultiCritique-SFT dataset, using feed- 1254

back generated independently by four 1255

models. 1256

• Shared parts: to enable the objective eval- 1257

uation on CriticEval and CriticBench bench- 1258

marks, we supplement 5% of samples from 1259

MultiCritique-SFT to ensure the fair compar- 1260

ison, which consists of crucial information, 1261

analytical critiques, summarization, and judg- 1262

ment score. 1263

Reinforcement Learning During the rein- 1264

forcement learning stage, we first train the 1265

InternLM2-7B-Chat as the reward model on 1266

MultiCritiqueDataset-RL by using xtuner 1267

toolkit (Contributors, 2023b), and the hyper- 1268

parameters are as follow: (1) 32,768 maximum 1269
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sequence length; (2) 1 epoch; (3) 1 batch-size;1270

(4) AdamW optimizer; (5) 2e-5 learning rate; (6)1271

focal loss (Lin et al., 2018). For the i-th sample,1272

the focal ranking loss is computed to optimize the1273

reward model:1274

Lranking = −(1−2×max(0, P i
j+,j−−

1

2
))2 log(P i

j+,j−),
(2)1275

where P i
j+,j−

= σ(rij+ − rij−) represents the prob-1276

ability that the reward score of Ci,j+ is greater1277

than that of Ci,j− . The difficulty decay coefficient1278

only takes effect when the model correctly pre-1279

dicts the preference of i-th training sample, i.e.,1280

P i
j+,j−

> 0.5, otherwise it equals to 1.1281

Subsequently, we conduct the PPO algorithm to1282

optimize the SFT model on six nodes of A800 GPU1283

servers (48 GPU cards) with the ray toolkit.11 The1284

hyper-parameters during reinforcement learning1285

are listed as below: (1) 30,000 maximum sequence1286

length; (2) 64 batch-size; (3) deepspeed zero-2; (4)1287

0.9 top-p and 1.0 temperature sampling parameters1288

for policy model.1289

Evaluation We leverage the publicly available1290

codebase of CRITICEVAL and CRITICBENCH for1291

evaluation. To ensure the robust objective evalua-1292

tion of the revision critique dimension, we leverage1293

five LLMs with varying capabilities to revise the1294

responses given feedback generated by each base-1295

line: InternLM2-7B-Chat, InternLM2.5-7B-Chat,1296

InternLM2-20B-Chat (Cai et al., 2024), Mixtral-1297

7x8B-Instruct (Jiang et al., 2024) and Llama-3.1-1298

70B-Instruct. Due to the limited OpenAI API bud-1299

get, we only conduct the subjective evaluation on1300

the revision dimension to evaluate the quality of1301

revisions generated by the Llama-3.1-70B-Instruct1302

model.1303

In CRITICBENCH benchmark, the responses1304

with ≥ 7 Likert Scores generated by our fine-tuned1305

models are treated as the positive samples since1306

responses with ≥ 7 are comparable or better than1307

the reference answers in our defined score rubrics,1308

which is described in Appendix J.6. The responses1309

with > 2 quality scores are treated as positive sam-1310

ples for the Prometheus model since the overall1311

score range is 1 to 5.1312

Regarding the general capability evaluation in1313

Section 6, we evaluate 18 objective evaluation1314

benchmarks. The complete results are shown in1315

Table 10. Experimental results that LLM’s perfor-1316

mance on these objective benchmarks is slightly1317

11https://github.com/ray-project/ray

Benchmark w/o Our
SFT

w/ Our
SFT

MMLU (Hendrycks et al., 2021a) 62.28 62.57
CMMLU (Li et al., 2024a) 61.13 61.22
C-Eval (Huang et al., 2023) 57.91 58.34

GaoKaoBench (Zhang et al., 2024c) 55.89 55.13
TriviaQa (Joshi et al., 2017) 67.56 67.66

NQ (Kwiatkowski et al., 2019) 27.04 26.23
RACE (Lai et al., 2017) 88.16 88.08

Winogrande (Sakaguchi et al., 2019) 74.59 73.32
HellaSwag (Zellers et al., 2019) 93.38 93.36

BBH (Suzgun et al., 2022) 60.92 60.3
GSM8K (Cobbe et al., 2021) 75.44 74.3
MATH (Amini et al., 2019) 41.92 42.72

TheoremQA (Chen et al., 2023) 15.75 16.88
HumanEval (Chen et al., 2021) 56.1 57.93

MBPP (Austin et al., 2021) 55.25 57.59
CodeBench (LCBench) 16.07 12.95

GPQA (Rein et al., 2023) 26.77 29.8
IFEval (Zhou et al., 2023) 58.04 59.33

Average 55.23 55.43

Table 10: Complete results on objective benchmarks.

improved with our proposed MultiCritiqueDataset- 1318

SFT. 1319

To ensure reproducibility, the greedy search de- 1320

coding strategy is used for inference. As for the 1321

models we fine-tuned on our proposed MultiCri- 1322

tiqueDataset, the optional user pre-defined criteria 1323

are empty during inference. 1324

D Statistics of MultiCritiqueDataset 1325

The statistical information of our proposed Mul- 1326

tiCritiqueDataset is shown in Table 11. Our pro- 1327

posed MultiCritiqueDataset significantly outper- 1328

forms existing critique datasets from multiple di- 1329

mensions, like response quality and the number 1330

of tasks. Although the size of UltraFeedback and 1331

Feedback-Collection are greater than our proposed 1332

MultiCritiqueDataset, the models fine-tuned on 1333

them are much worse than that fine-tuned on Mul- 1334

tiCritiqueDataset, demonstrating the better qual- 1335

ity of our proposed dataset. Although Feedback- 1336

Collection and Preference-Collection consist of 5 1337

response qualities, they are synthesized by GPT- 1338

4, resulting in very similar content with reference 1339

responses. 1340

The complete list of the task scenarios in our pro- 1341

posed MultiCritiqueDataset is shown in Table 12, 1342

consisting of 123 tasks. Except for 58 fine-grained 1343

tasks defined in Auto-J (Li et al., 2024b), our pro- 1344

posed dataset includes 65 categories defined in the 1345

OpenHermes-2.5 dataset. 1346

The overall quota for using OpenAI and Claude 1347

API to construct our proposed MultiCritique- 1348

Dataset are 9,180$ and 125.6$, respectively. The 1349
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Dataset Type Task
Desc. Criteria Ref. Tokens Resp.

Quality
Num.
Task

Num.
Query

Num.
Resp.

Avg.
Turn Public

Auto-J SFT % % % 3.8M - 58 4.4K 4.4K 1 !

UltraFeedback SFT % % % 227M - 9 257K 257K 1 !

TIGERScore SFT % % % 23.7M - - 42.5K 42.5K 1 !

Feedback-Collection SFT % ! ! 191.5M 5 - 20K 100K 1 !

Preference-Collection SFT % ! ! 382.9M 5 - 40K 200K 1 !

Themis SFT,RL % ! % - - 9 67K 67K 1 %

JudgeLM SFT % % ! - - - 100K 200K 1 !

MultiCritiqueDataset-SFT SFT ! ! ! 531.1M 3 123 10.7K 32.1K 2.40 !

MultiCritiqueDataset-RL RL ! ! ! 352.9M 3 123 19.7K 39.4K 2.35 !

Table 11: The comparison between our proposed MultiCritiqueDataset and existing critique datasets. Avg. Turn
represents the average number of utterances in the multi-turn conversation history, and the user query is the last
utterance in it. The number of tokens is counted based on the InternLM2-7B-Chat tokenizer.

average API cost for each sample is 0.29$. Given1350

that the average price of one human-annotated cri-1351

tique is 8$ (Wang et al., 2023), our data generation1352

pipeline is much cheaper and easier to scale to more1353

diverse task scenarios.1354

E Excluded Baselines and Benchmarks1355

E.1 Excluded Baselines1356

Some baselines are excluded during our evalua-1357

tion, and the reasons are described as follows:1358

(1) Prometheus2 (Kim et al., 2024) extends the1359

Prometheus to pairwise-evaluation. It is unsuitable1360

in our evaluation; (2) InstructScore (Xu et al., 2023)1361

is trained on samples with limited tasks, failing to1362

extend to other diverse tasks, like mathematics rea-1363

soning and code generations; (3) JudgeLM (Zhu1364

et al., 2023) is mainly trained to compare two re-1365

sponses with critiques. Although it can be used1366

to score the single responses, the reference re-1367

sponses should be supplied12, which are unavail-1368

able in CRITICEVAL and CRITICBENCH; (4) Re-1369

ward models (Lambert et al., 2024) are also widely1370

used to evaluate the quality of responses. However,1371

their scores can only reflect the relative differences1372

in response quality, so reward models cannot be as-1373

sessed in CRITICBENCH. Additionally, due to the1374

lack of textual critiques, reward models are unsuit-1375

able for evaluation under CRITICEVAL. Recently,1376

OpenAI o1 model has demonstrated powerful cri-1377

tique ability. Due to the huge cost on evaluating1378

o1 model on large-scale CRITICEVAL and CRIT-1379

ICBENCH benchmarks, we do not include o1 mod-1380

els in this paper.1381

Besides, due to the un disclosed model param-1382

12https://github.com/baaivision/JudgeLM/tree/
main/judgelm/llm_judge

eters, some recent works cannot be evaluated in 1383

our work, like Critic-RM (Yu et al., 2024b) and 1384

SFR-Judge (Wang et al., 2024a). 1385

E.2 Excluded Benchmarks 1386

Existing benchmarks for evaluating the critique 1387

ability of LLMs could be classified into two cat- 1388

egories: (1) single-response evaluation; (2) pair- 1389

wise response comparison (Li et al., 2024b; Kim 1390

et al., 2024). Single-response evaluation aims to 1391

evaluate the quality of a single response given the 1392

context of the conversation or user query. For ex- 1393

ample, CRITICEVAL and CRITICBENCH evaluate 1394

whether LLMs could accurately score the quality 1395

of responses. Pairwise response comparison se- 1396

lects the better response from a pair of responses. 1397

For example, RewardBench (Lambert et al., 2024), 1398

Feedback-Bench (Kim et al., 2024) and PandaLM 1399

test set (Wang et al., 2024c) consist of numer- 1400

ous pairs of responses with clear performance gap. 1401

Since pairwise response comparison is much sim- 1402

pler than comparing the scores corresponding to the 1403

two responses, it is unfair for our models under the 1404

pairwise response comparison benchmarks. There- 1405

fore, these benchmarks are not used in our paper. 1406

We will extend our proposed MultiCritiqueDataset 1407

from single-response evaluation to the pairwise re- 1408

sponse comparison (Li et al., 2024b). 1409

Recently, RealCritique (Tang et al., 2025b) pro- 1410

pose a closed-loop methodology that evaluates the 1411

quality of corrections generated from critiques. 1412

However, this benchmark mainly focuses on rea- 1413

soning tasks, like mathematics, neglecting the eval- 1414

uation on diverse open-domain tasks. Therefore, 1415

we mainly leverage CRITICEVAL (Lan et al., 2024) 1416

to evaluate our models and baselines. 1417
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F Preliminary Study on Crucial1418

Information1419

During designing our data generation pipeline, we1420

conducted a preliminary study to verify whether1421

crucial information helps reduce the complexity1422

of critique tasks and improve the quality of col-1423

lected critiques. Specifically, we conducted the1424

self-critique prompting (Pan et al., 2024) to collect1425

critiques and corresponding revisions and evalu-1426

ated the quality of the critiques by measuring the1427

quality of their corresponding revisions.1428

F.1 Experimental Setup1429

We first random sample 1,280 queries and evalu-1430

ated responses from MultiCritiqueDataset. Then,1431

four LLMs are prompted to generate critiques and1432

subsequent revisions with or without each cru-1433

cial information: (1) InternLM2.5-7B-Chat; (2)1434

Qwen2-7B-Chat; (3) Llama-3.1-8B-Instruct; and1435

(4) Mixtral-7B-Instruct. Each model generates cri-1436

tiques and revisions eight times, leading to overall1437

4×8 = 32 revisions, and the advanced InternLM2-1438

20B-reward model judges the quality of these revi-1439

sions.1440

F.2 Experimental Results1441

First of all, as shown in Table 13, it can be found1442

that the quality of reference responses generated1443

given the customized evaluation criteria is much1444

better, indicating the effectiveness of our proposed1445

two-tier structure evaluation criteria.1446

Reward

Ref. w/ Criteria 0.54
Ref. w/o Criteria 0.45

Table 13: Avg. rewards.

Besides, as shown in Table 14, it can be found1447

that the quality of revisions becomes worse when1448

task descriptions and reference answers are re-1449

moved. Besides, removing all the crucial infor-1450

mation leads to the worst performance (-0.005 <1451

0.085). Note that we do not evaluate the contri-1452

butions of customized evaluation criteria since its1453

contribution is proven in Table 13, i.e., improves1454

the quality of reference responses.1455

Reward

Origin Response -0.11
w/ All 0.085
w/o Task 0.076
w/o Ref. 0.029
w/o All -0.005

Table 14: Avg. reward scores.

G Can Other LLMs Conduct 1456

Meta-Critique? 1457

Model Corr. Agree.

Claude-3.5-Sonnet 0.58 0.71
Qwen2.5-72B-Instruct 0.60 0.72

Table 15: Correlation and agreement between advanced
LLMs and GPT-4.

Our MultiCritique framework is a general and 1458

model-agnostic framework. GPT-4 serves as 1459

one possible meta-critique judge model. While 1460

we chose GPT-4 due to its advanced meta- 1461

critique capabilities (Sun et al., 2024; Lan et al., 1462

2024), any sufficiently advanced LLM can ful- 1463

fill this role. To demonstrate this flexibility, we 1464

conducted additional experiments with Claude- 1465

3.5-Sonnet and Qwen2.5-72B-Instruct. Specif- 1466

ically, we randomly sample 200 samples from 1467

MultiCritiqueDataset-SFT, and prompt Qwen2.5- 1468

72B-Instruct and Claude-3.5-Sonnet to re-run the 1469

Meta-Critique Classification and Critique Summa- 1470

rization processes. Subsequently, we assess two 1471

metrics to reflect the correlations between GPT-4 1472

and these models: (1) Spearman correlation scores 1473

between GPT-4 and these models on assessing the 1474

response quality; (2) Agreement on judging the 1475

correctness of each ACU in Meta-Critique clas- 1476

sification. As shown in Table 15, these models 1477

achieve not only high meta-critique agreement (> 1478

70%, the random baseline is 50%) with GPT-4 but 1479

also strong correlation (Spearman ρ ≈ 0.60) in fi- 1480

nal judgment scores. These results indicate that the 1481

effectiveness of our MultiCritique does not criti- 1482

cally depend on GPT-4. Other advanced models 1483

could also be used in MutiCritique to conduct the 1484

Meta-Critique classification. 1485
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H Experiments on More LLMs1486

Except for InternLM2-7B-Chat-SFT, we also1487

conduct experiments on three more advanced1488

LLMs: (1) Llama-3-8B-Instruct (Meta, 2024);1489

(2) Qwen2.5-7B-Instruct (Team, 2024); and (3)1490

InternLM2.5-7B-Chat (Cai et al., 2024). Ta-1491

ble 16 demonstrates that MultiCritique-SFT also1492

effectively improves the critique ability of these1493

advanced 7B LLMs. Notably, the fine-tuned1494

Qwen2.5-7B-Instruct model outperforms GPT-41495

on CRITICBENCH (79.04% > 78.75%).1496

I How Factors Affect Performance1497

During SFT Stage1498

In this section, we analyze two factors that influ-1499

ence the performance of models fine-tuned on our1500

proposed MultiCritiqueDataset-SFT: (1) instruc-1501

tion format; and (2) the data recipe of crucial infor-1502

mation.1503

I.1 Instruction Format1504

Our proposed MultiCritiqueDataset-SFT consists1505

of mult-turn conversations for generating critiques.1506

To ensure the generalization of fine-tuned models,1507

in this paper, we construct the single-turn and multi-1508

turn prompt templates in the instruction dataset for1509

the supervised fine-tuning (SFT) stage. Our experi-1510

mental results reveal that the proportion of single-1511

turn and multi-turn templates in the training data1512

significantly affects the model’s performance. As1513

shown in Table 17, it can be observed that when1514

the proportion of single-turn templates is 5% of1515

the total data size, the fine-tuned models could1516

achieve optimal performance on the feedback ob-1517

jective evaluation of CRITICEVAL during the SFT1518

stage. Therefore, this setting is used in all the ex-1519

periments in our paper.1520

Rate F obj.

1.0% 61.14
2.5% 57.32
5.0% 63.85
10.0% 60.21

Table 17: The proportion of single turn prompts.

I.2 Data Recipe of Crucial Information 1521

During SFT stage 1522

As described in Appendix D, our proposed 1523

MultiCritiqueDataset-SFT consists of 32.1K eval- 1524

uated responses and 10.7K queries, and the same 1525

query has the same crucial information: task de- 1526

scription, criteria, and reference response. There- 1527

fore, the training volume on crucial information 1528

will be three times larger than that of critiques. This 1529

might lead to overfitting crucial information, influ- 1530

encing the optimization of critiques. To address 1531

this problem, we mask the loss of crucial informa- 1532

tion at varying rates. As shown in Table 18, it can 1533

be found that the performance of fine-tuned model 1534

on CRITICEVAL benchmark decreases when the 1535

proportion of training volume on crucial informa- 1536

tion increases, and the best proportion of training 1537

volume is 16.67%, i.e., the crucial information for 1538

each query is only optimized once in 2 epochs. 1539

We leverage this experimental setting in all our 1540

experiments. 1541

Rate F obj.

16.67% 63.85
33.33% 60.19
66.67% 56.99
100.0% 57.47

Table 18: The proportion of training volume on crucial
information.

J Designed Prompts in MultiCritique 1542

In this section, we provide the detailed prompts that 1543

used in our proposed MultiCritiqueDataset data 1544

generation pipeline. 1545

J.1 Task Description 1546

The prompt for GPT-4 model to generate the task 1547

description is shown in Figure 4, while the multi- 1548

turn conversations are not provided. 1549

J.2 Criteria Generation 1550

The prompt for GPT-4 to generate the two-tier struc- 1551

tured criteria is shown in Figure 8. Note that the 1552

user could provide their pre-defined criteria. If the 1553

criteria provided by users are not empty, GPT-4 is 1554

asked to generate the two-tier structured criteria 1555

from scratch; otherwise, GPT-4 is asked to expand 1556

on the criteria provided by the user and must not 1557
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Now, you are a helpful assistant aiming to provide valuable critiques and analysis for the previous conversation his-
tory, thereby assisting in the analysis of the quality of subsequent responses in relation to this conversation history history.

# Your Tasks
Analyze and describe the primary purpose of user’s query in conversation history. Do NOT generate very lengthy
description, keep it concise and precise. If the conversation history contains multiple turns between assistant and
human, MUST analyze the main purpose of the user’s last query by considering the previous conversation history.

# Output Template
Generate the task description in following Markdown template. Do NOT add comment (//) in the template.
—
// a string for task description
# Task Description
A string analyze the attribute of the task
—

Figure 4: The prompt for generating task description about the last user query in conversation.

generate content that conflicts with the user’s pro-1558

vided criteria. Besides, it can be found that each1559

item of criteria consists of 3 fundamental values:1560

(1) criteria name, (2) criteria fine-grained descrip-1561

tion, and (3) importance degree of the criteria (nor-1562

mal, medium, important).1563

J.3 Reference Generation1564

Given the two-tier structured criteria, GPT-4 is1565

asked to generate high-quality reference responses1566

that satisfy all the evaluation criteria, as shown in1567

Figure 5.1568

J.4 Multi-Agent Analytical Critique1569

After generating the three crucial information, mul-1570

tiple LLMs are asked to follow the instructions in1571

Figure 9 to critique the evaluated responses. It can1572

be found that LLMs are asked to critique the evalu-1573

ated responses sentence by sentence and generate a1574

list of Analytical Critique Units (ACUs) consisting1575

of 5 key values: (1) citation symbol of the sentence1576

in evaluated response; (2) description of this flaw;1577

(3) which criteria this flaw belongs to; (4) severity1578

of this flaw; (5) revision suggestions.1579

J.5 Meta-Critique Classification1580

As shown in Figure 6, after collecting multiple1581

critiques generated by LLMs, the GPT-4 model is1582

asked to conduct the meta-critique to analyze the1583

quality of each ACU. Each ACU is classified into1584

seven categories.1585

The detailed descriptions of each meta-critique1586

and corresponding severity score are shown in Ta-1587

ble 19.1588

J.6 Critique Summarization 1589

Finally, the GPT-4 model is asked to summarize 1590

the critiques from multiple LLMs and generate the 1591

final critiques and summarization for the evaluated 1592

responses. As shown in Figure 7, it can be found 1593

that the judgment scores for evaluated responses are 1594

the floating numbers ranging from 1 to 10, and the 1595

≥ 7 scores indicate the comparable and even better 1596

qualities of responses than reference responses. 1597
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# Task Goal
Good! Your task is to generate a high-quality response for the conversation history (before we provided the criteria
list), which perfectly satisfies all the generated first-tier and second-tier criteria in last turn.

# NOTICE!!!
1. The conversation history here represents the conversations before we provided the criteria list. Do NOT
respond to the last utterance.
2. Do NOT generate any explanation or analysis about your generated response.

Figure 5: The prompt for generating reference response given the criteria.

Good! Now, I want you to carefully re-check (meta-evaluation) each feedback entry generated by these models.

## Categories of Errors in Feedback Entries
Please carefully analyze each feedback entry in this list sequentially and categorize them into the following error types
based on their errors:
E0. the feedback entry is helpful, perfect, and satisfying and accurately points out the flaw in the response, providing
helpful suggestions for improvement.
E1. the cited sentence in the feedback entry is good without any flaws belonging to the mentioned criteria, and it should
not be critiqued for the mentioned criteria.
E2. the cited sentence in the feedback entry has flaws belonging to the mentioned criteria, but the type of criteria is
misclassified or does not exist in the previous criteria list.
E3. the severity of this flaw is misclassified.
E4. the description of this flaw is unreasonable and inaccurate.
E5. the suggestions for revising this flaw are unreasonable or introduce new problems.
E6. although revision suggestions for the flaw are reasonable without any problems, revision with suggestions will not
necessarily improve the quality of the response.

## NOTICE!!!
1. Ensure the number of the generated analysis entries equals the number of feedback entries generated by the
corresponding model. Do NOT miss any feedback entries for analysis.
2. If one feedback entry is similar to or the same as some analyzed feedback entries, Do NOT regard it as a redundant
feedback entry (redundant error). Please evaluate this feedback entry by focusing on analyzing errors (E0 to E6)
in the feedback entry content.

Please analyze each feedback entry one by one and sequentially, which will be used to summarize the final
feedback generation.

Figure 6: The prompt for generating meta-critiques for all the critiques generated by multiple LLMs.

K Case Study in MultiCritiqueDataset1598

K.1 Case Study of Customized Evaluation1599

Criteria1600

We provide one case of two-tier structured evalua-1601

tion criteria for one query in MultiCritiqueDataset1602

in Figure 10. Compared with existing works, like1603

Themis and Auto-J, our evaluation criteria contain a1604

more diverse and customized evaluation dimension1605

for the user query, which is beneficial for robust1606

and accurate evaluation.1607

K.2 Case Study of Critiques1608

We provide one case of analytical critique units1609

(ACU), summarization, and judgment of critiques1610

in Figure 11. Each ACU points out one flaw in a1611

located sentence in the evaluated responses.1612
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Task Num. Task Num. Task Num.

default 9362 math reasoning 6228 code generation 5280
explaining general 3452 open question 3048 seeking advice 2674
value judgement 2586 roleplay 1210 functional writing 958

verifying fact 838 brainstorming 828 analyzing general 780
code correction

rewriting 720 chemistry 718 physical 710

chitchat 702 bio 702 asking how to question 690
creative writing 632 rejecting 540 planning 538
counterfactual 528 awareness 480 editor 480
misconception 480 general 480 cot 480

experience 480 song 480 plan 480
joke 480 rp 480 multiple choice 480

trivia 480 counterfactual
contextual 478 stylized response 478

theory of mind 478 writing 478 greeting 478
orca 478 riddle 478 wordgame 478

gtkm 468 recommendation 462 solving exam question
without math 456

coding 452 writing personal essay 432 text summarization 430
summarization 424 explaining code 408 agent 406

text to text translation 396 writing email 372 question generation 372
card 372 instructional rewriting 360 ranking 358

writing song lyrics 318 writing cooking recipe 314 information extraction 300
post summarization 300 data analysis 294 writing job application 294

writing presentation script 292 classification
identification 276 solving exam question

with math 276

paraphrasing 240 detailed writing 222 writing advertisement 142
writing social media post 138 title generation 132 text correction 120

language polishing 114 writing product description 108 writing blog post 96
code to code translation 92 writing legal document 90 writing technical document 74
reading comprehension 66 text simplification 60 writing scientific paper 48

keywords extraction 40 writing marketing materials 36 topic modeling 18
writing news article 18 quiz 18 writing chapter 16
code simplification 12 note summarization 12 writing letter 12

writing history essay 6 predicting general 6 writing feature story 6

criticism 6 challenges 6 writing social
responsibility report 6

impact 6 impact analysis 6 changing mindset 6
overview 6 writing consumer complaint 6 writing dialogue 6

writing sequel 6 writing historical document 6 exit planning 6
writing screenplay 6 writing deployment script 6 data conversion 6

time zone conversion 6 language history 6 writing press release 6
writing survival manual 6 writing movie review 6 writing biography 6

reward 6 writing comedy skit 6 writing note 6
writing love note 6 writing love letter 6 writing config file 6

writing script 6 writing kubernetes
deployment file 6 writing code 2

Table 12: The complete list of task scenarios in our proposed MultiCritiqueDataset-SFT. The number of samples is
also listed.

Models CRITICEVAL CRITICBENCH
F obj. Math Comm. Symb. Algo. Code Overall

Qwen2.5-7B-Instruct 62.50 87.54 55.60 65.41 50.96 84.05 74.22
+ MultiCritiqueDataset-SFT 64.82 93.45 60.59 66.67 62.96 82.06 79.04

Llama3-8B-Instruct 37.20 78.33 62.64 62.05 62.19 76.41 70.71
+ MultiCritiqueDataset-SFT 51.87 87.00 59.92 61.41 60.22 74.61 73.92

InternLM2.5-7B-Chat 44.84 59.46 63.97 48.26 42.63 37.21 53.98
+ MultiCritiqueDataset-SFT 58.29 88.56 62.13 57.02 57.35 78.37 73.72

Table 16: Evaluation of critique ability of advanced Qwen2.5-7B-Instruct, Llama-3-8B-Instruct and InternLM2.5-
7B-Chat models.
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Label Meaning Detailed Description of Quality Category Severity
(1-5)

L0 Correct ACU This feedback is accurate and provide helpful suggestions. 0
L1 False Negative ACU The content is free from any flaws and should not be critiqued. 5
L2 Wrong Criteria The type of criteria of feedback is misclassified or does not exist. 2
L3 Wrong Severity The severity of this flaw is misclassified. 1
L4 Wrong Description The descriptions of flaws are unreasonable or inaccurate. 4
L5 Wrong Suggestion The suggestions for revisions are unreasonable or introduce errors. 4
L6 Unhelpful Suggestion Revision suggestions are reasonable but not helpful. 1

Table 19: Our human-annotated quality categories of ACUs. A higher severity score indicates the worse performance
of corresponding ACUs.

# Task Goal
Your goal is to summarize your final feedback entry list based on your meta-evaluation decisions. In your
meta-evaluation decision, you have carefully analyzed all the feedback generated by various models and decided which
feedback entries should be included in your final feedback entry list in the last conversation turn.

# Your Task
## 1. Reorganize the Helpful Feedback Entry List
Now, please reorganize the previous output and strictly abide by the following notes:
(1) Include all the feedback entries from all the models you think are helpful and have been considered “Yes” for
inclusion. Do NOT miss any helpful and essential feedback entries;
(2) Appropriately summarize and consolidate multiple feedback entries with the same cited sentences from different
models into one feedback entry. Ensure the summarized descriptions and suggestions contain helpful details in these
multiple feedback entries. Also, ensure that the final feedback entry list does not have numerous feedback entries with
duplicate content;
(3) If a flaw is labeled as E6 (not helpful for improvement) and the meta-evaluation acknowledges it, it is optional
whether to remove this feedback entry based on your preference. Always remember your goal is to generate "helpful
and valuable" feedback entries that are beneficial for refinement;
(4) If some problematic feedback entries (not labeled as E0 or the consideration is “No”) could become more reasonable
and valid after being revised according to your meta-evaluation description, and these feedback entries have not been
considered in other helpful feedback entries, please also revise these feedback entries and supplement them to your final
output;
(5) Each feedback entry contains only one criteria. Do NOT assign multiple criteria to one feedback entry. If the
sentence has numerous flaws, please list them in multiple feedback entries.

## 2. Summarize
### 2.1 Summarize Your Analysis
Please summarize and describe the performance of evaluated response on each first-tier primary criteria.
### 2.2 Generate Your Judgements
In the end, you should provide your final judgement score, ranging from 1 to 10. The score ranges and definitions are
shown as follows:
1. 1 ≤ x < 3: The quality is very low, containing numerous severe flaws; there are also other flaws, with Important error
criteria.
2. 3 ≤ x < 5: The quality is low, making it difficult to fulfill user query; There are many flaws, and a small number of
severe flaws may be included.
3. 5 ≤ x < 7: The quality is moderate, somewhat addressing the user query; There are a few errors, and a small number
of severe errors may be included.
4. 7 ≤ x < 9: The quality is approximately the same as the reference response (with the reference response scoring
around 8). The response effectively answers user query.
5. 9 ≤ x < 10: The quality is better than the reference, perfectly answering the user query in the conversation history.

## NOTICE!!!
1. Quality scores (1-10) can be expressed as floating-point numbers.
2. Within specific score ranges, the more flaws there are, the lower quality score, and vice versa.
3. You should compare the evaluated response the reference before giving your quality score. Please follow the
important guideline as follows: if evaluated response is worse than the reference, its score should be lower.

Figure 7: The prompt for generating final critiques and summarization for the evaluated responses, which is used
for the supervised fine-tuning stage.
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Now, you are a helpful assistant aiming to provide valuable critiques and analysis for the previous conversation history,
thereby assisting in the analysis of the quality of subsequent responses in relation to this conversation history history.
Now, we have provided our criteria list (maybe empty) for you from different evaluation perspectives as below.
—
# Our Provided Criteria List
{user_pre_defined_criteria}
—

# Your Tasks
## Supplement and Decompose the Criteria
Generate the criteria list of the two-tier structure: (1) The first-tier structure consists of primary criteria, i.e., the
evaluation dimensions broadly conceptualized and distinct based on conversation history; (2) The second-tier structure
decomposes these primary evaluation dimensions into several fine-grained and precise criteria based on the information
in conversation history. Note that our provided criteria list are only the primary criteria list (first-tier) without the
fine-grained criteria definition (second-tier).

### 2.1 If our provided criteria list is EMPTY

Please directly generate this two-tier criteria structure from scratch.
Do NOT generate redundant criteria; keep the final criteria precise, helpful, and concise.

### 2.2 If our provided criteria list is NOT EMPTY

Firstly, you should keep all our provided criteria as the primary criteria in your final output. You
could expand other primary criteria not considered in our provided criteria but are essential for analyzing flaws in
responses for previous conversation history.
1. But NEVER expand primary criteria that conflict with our provided criteria.
2. NEVER generate criteria that are redundant with our provided criteria.
3. Do NOT miss any criteria that exists in our provided criteria list.
Secondly, you should decompose these primary criteria into several fine-grained and precise criteria by considering the
conversation history.

### 2.3 NOTICE!!!
Keep the number of all fine-grained criteria within 15, and each primary criterion includes no more than 3
fine-grained criteria.

# Output Template
Generate the task description in following Markdown template. Do NOT add comment (//) in the template.
—
# Two-tier Structure of Criteria
// a block for one primary criteria consisting of no more than 3 fine-grained criteria. Keep output following structure in
order. Variable in ‘{{}}‘ should be replaced.
## {{Name of First Primary Criteria}}
// a string of the description and details of this first-tier primary criteria
Description: {{description}}

### {{Name of Fine-grained Criteria}}
// a string of the description and details of this second-tier
fine-grained criteria
Description: {{description}}
// a word reflects the significance of fine-grained criteria, select degree from three types (least to most significance): (1)
normal; (2) medium; (3) important Degree: {{degree}}
...
—

Figure 8: The prompt for generating two-tier structured criteria. We also allow user to input their specific evaluation
criteria.
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# Task Input
We provide the evaluated response that responds to the conversation history as below.
—
{evaluated_response}
—

## NOTICE!!!
1. The conversation history represents the conversations before we provided the criteria list.
2. The evaluated response contains citation symbols, like [S1] and [S2] ([S1] means sentence 1), which represent
the ID of their preceding sentences and are helpful for our following analysis.
3. Note that the citation symbols may change the original appearance of the generated content, like generated
code. The feedback for these text appearance are unnecessary, you should focus on the quality of the original
content without the citation symbols. The citation symbols are only for citing the location of the errors in
generations.

# Task Goal
Now, your task is to generate multiple feedback entries for this evaluated response based on the conversation history,
two-tier structure criteria, and high-quality reference response.
Precisely, the feedback should locate and analyze all the flaws in the response. Each flaw has a corresponding analytical
critique unit (ACU), consisting of: (1) the citation symbol of the sentence; (2) the flaw’s description; (3) the flaw’s
criteria type; (4) the severity of the flaw; (5) and the revision suggestion for the flaw.

## Please Strictly Abide by Following Rules:
(1) Please Do NOT critique and analyze these citation symbols, like [S1] and [S2], since they only highlight its
preceding sentence in the response;
(2) Do NOT critique and analyze the sentences that are free from any flaws;
(3) Each feedback entry contains only one criteria. **Do NOT add multiple criteria in one feedback entry. If you
think the sentence have multiple flaws, please list them into multiple feedback entries.
(4) Each flaw in the feedback entry should follow one fine-grained second-tier criterion. Only select the primary
first-tier criteria when all its second-tier fine-grained criteria are inappropriate.

# Output Format
Please answer in following Markdown format template. Do NOT add comment (//) in the template.
—
// a list of flaws located in the response, keep output following struture in order. Replace ‘{{}}‘ with your generations.
# List of Flaws in Response

## Feedback Entry 1
// Mark the location of the sentences that contain flaws with their corresponding citation symbols (like [S1] and [S2]). If
the error spans multiple sentences, please output their related multiple citation symbols sequentially, like “[S1] [S2]
[S3]”.
Citation Symbol: {{citation_symbol}}
// a string describes the flaws
Description: {{description}}
// a string reflects the criteria for this flaw, which should be selected from the criteria defined above. Note that only one
criteria is allowed for each feedback entry. Do NOT add multiple criteria in one feedback entry.
Belong to Criteria: {{criteria_name}}
// a string reflects the severity of this flaw. Select the severity of flaws from four types (least to most severe): (1)
Negligible; (2) Minor; (3) Moderate; (4) Severe.
Severity: {{severity}}
// a revision suggestion for this flaw
Suggestion: suggestion
...
—

Figure 9: The prompt for generating analytical critiques for evaluated responses.

25



# User Query
What would you do if you found a dead body in a hotel room?

# Two-tier Structure of Criteria
## Completeness of Instruction Following
Description: The response must cover all necessary actions without omitting any critical steps in dealing with the
discovery of a dead body in a hotel room.
### Immediate Action
Description: The response should include the immediate action of not disturbing the scene and contacting hotel
management and/or emergency services.
Degree: important
### Reporting to Authorities
Description: The response must emphasize the importance of promptly reporting the incident to the appropriate
authorities (e.g., police, emergency medical services).
Degree: important
### Personal Safety
Description: The response should advise on ensuring personal safety and the safety of others in the vicinity.
Degree: medium
## Accuracy
Description: The information provided must be factually correct and applicable in the context of discovering a dead
body in a hotel room.
### Legal Procedures
Description: The response should accurately describe the legal obligations and procedures following the discovery of a
dead body, such as not tampering with evidence.
Degree: important
### Contact Information
Description: The response should correctly advise on whom to contact first (e.g., hotel management, emergency
services) without providing misleading information.
Degree: important
## Information Richness
Description: The response should offer detailed guidance, including steps to take and considerations for personal and
public safety.
### Detailed Steps
Description: The response should provide a clear, step-by-step guide on what to do upon discovering a dead body,
including who to call and what information to provide.
Degree: important
### Safety Precautions
Description: The response should include advice on safety precautions to take to avoid contamination of the scene or
putting oneself at risk.
Degree: medium
### Legal and Ethical Considerations
Description: The response should mention any legal and ethical considerations to keep in mind, such as respecting the
deceased and cooperating with authorities.
Degree: medium
...

Figure 10: One case of customized evaluation criteria for one query. ## represents the first tier criteria and ###
represents the second tier criteria, which is a more fine-grained and specific evaluation criteria for the first tier
criteria.
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# User Query
You are a viking conquering enemy lands. Your name is

# Evaluated Response
I am a Viking conqueror named Bjorn Ironside [S1]. My father was Ragnar Lothbrok, and I am known for my strength
and courage in battle [S2]. I am a fierce warrior and a skilled tactician, and I have led my fellow Vikings to many
victories [S3]. My ambition is to expand our territory and to establish a lasting legacy for my clan [S4]. I am not afraid
of the challenges that lie ahead, and I am ready to face any enemy who stands in my way [S5].
# Two-tier Structure of Criteria

# The List of ACUs
Citation Symbol: [S2]
Description: The narrative lacks historical and cultural depth regarding Bjorn Ironside’s background and personal
attributes, missing an opportunity to enrich the story with Viking era specifics.
Belong to Criteria: Information Richness
Severity: Moderate
Suggestion: Integrate more detailed historical context about Ragnar Lothbrok’s influence on Bjorn Ironside, possibly
through a vivid recounting of a battle or prophecy that shaped Bjorn’s ambitions and leadership style.
...
Citation Symbol: [S2] - [S3]
Description: The narrative does not demonstrate Bjorn Ironside’s respect for adversaries or diplomatic skills, which are
important aspects of Viking leadership and culture.
Belong to Criteria: Style
Severity: Moderate
Suggestion: Include aspects of Bjorn’s leadership that show respect for his enemies and his efforts in diplomacy,
aligning with Viking values and demonstrating a multifaceted leadership style.
...

# Summarization
1. Completeness of Instruction Following
The response adheres to the user’s instructions by portraying a Viking character named Bjorn Ironside. However, it
misses opportunities to highlight aspects of Viking life such as community and kinship, focusing mainly on conquests
and personal ambitions.
2. Accuracy
The response accurately portrays some aspects of Viking culture but lacks depth in historical and cultural context about
Bjorn Ironside and his father Ragnar Lothbrok.
3. Information Richness
The response is somewhat rich in depicting Bjorn Ironside as a strong and ambitious character, but it lacks specific
historical details and strategic elements, making the background less vivid.
4. Harmlessness
The response is free from offensive content and portrays the Viking character in a respectful manner.
5. Text Quality
The response is grammatically correct and coherent, with no major issues affecting readability.
6. User Intention Inference
The response understands the user’s intent to create a Viking persona but doesn’t fully expand on the potential
complexities of such a character.
7. Knowledge
The response includes some accurate information about Viking culture but lacks specific logistical and strategic
challenges Vikings would face.
8. Style The response maintains a tone consistent with Viking persona but lacks multifaceted elements such as respect
for adversaries and diplomatic skills.
# Final Judgement
Score: 6.2

Figure 11: One case of critiques in MultiCritiqueDataset-SFT. Each sentence in evaluated response is marked with a
label, like [S1] and [S2]. The final judgement score could be the floating numbers, ranging from 1 to 10. Except for
flaws in each sentence, GPT-4 also locate flaws across sentences, like the “Moderate —Style” flaw across sentence
2 and sentence 3 “[S2] - [S3]”.
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