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ABSTRACT

The general trace reconstruction problem seeks to recover an original sequence
from its noisy copies independently corrupted by deletions, insertions, and substi-
tutions. This problem arises in applications such as DNA data storage, a promising
storage medium due to its high information density and longevity. However, er-
rors introduced during DNA synthesis, storage, and sequencing require correction
through algorithms and codes, with trace reconstruction often used as part of data
retrieval. In this work, we propose TReconLM, which leverages a language model
trained on next-token prediction for trace reconstruction. We pretrain the model
on synthetic data and fine-tune on real-world data to adapt to technology-specific
error patterns. TReconLM outperforms state-of-the-art trace reconstruction algo-
rithms, including prior deep learning approaches, recovering a substantially higher
fraction of sequences without error.

1 INTRODUCTION

Trace reconstruction is a central problem in biological data analysis (Antkowiak et al., [2020; [Bar-
Lev et al.| 2025} Organick et al.,2018)). Given multiple noisy copies of a sequence (traces), the goal
is to reconstruct the original sequence from as few traces as possible.

For example, in DNA data storage, the sequences to be reconstructed typically consist of 50-200
bases of adenine (A), cytosine (C), guanine (G), and thymine (T). For some sequences, as few
as 2-10 noisy traces are available, each independently corrupted by insertions, deletions, and sub-
stitutions. However, existing trace reconstruction methods, including general algorithms such as
MUSCLE (Edgar, |2004) as well as algorithms specifically developed for DNA data storage (Qin
et al.| 2024)), struggle when few traces are available and error rates are high.

Existing trace reconstruction algorithms either assume a fixed error model (Srinivasavaradhan et al.,
2021} [Viswanathan & Swaminathan| 2008)) or rely on observed traces, often using dynamic pro-
gramming techniques such as computing the longest common subsequence (Edgar, 2004} (Gopalan
et al.l 2018} |Sabary et al., [2024). Fixed error models fail to capture error dependencies observed in
practice, such as error probabilities increasing with sequence length (Gimpel et al.|[2023). Relying
only on observed traces ignores known error statistics, which can provide useful prior information,
especially when few traces are available. These limitations motivate a data-driven approach that
can be trained on synthetic data generated from an error model and fine-tuned on real-world data to
capture observed error dependencies.

In this work, we frame the trace reconstruction problem for DNA data storage as a next-token pre-
diction task and train a decoder-only transformer model to generate sequence estimates from a set of
traces. Our method, TReconLLM (Trace Reconstruction with a Language Model), outperforms exist-
ing state-of-the-art approaches for reconstructing DNA sequences from few traces, including both
classical methods and specialized deep-learning-based approaches. To address the lack of large-
scale real data, we pretrain TReconLM on synthetic data and then fine-tune on data from existing
DNA data storage systems to mitigate distribution shifts and to improve performance.

In addition to providing a simple state-of-the-art method for trace reconstruction, we study why
and how transformers learn to perform trace reconstruction so well: First, we study scaling laws to
understand how model size affects trace reconstruction performance. We find that relatively small
models (e.g., 38M parameters) perform best, and that increasing model size does not improve per-
formance. We support this empirical finding with a theoretical analysis explaining this behavior.
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Figure 1: Left: Trace reconstruction aims to recover a sequence « from N noisy copies y;, each
corrupted by insertions, deletions, and substitutions. Right: We reformulate trace reconstruction as
a next-token prediction task and train a transformer model to reconstruct x from its noisy traces.

Second, we theoretically characterize and empirically validate how transformers solve trace recon-
struction under substitution errors.

We make our code and models publicly available. Despite its conceptual simplicity, perhaps sur-
prisingly, our approach outperforms existing approaches on a challenging algorithmic problem. Our
results highlight the potential of language models for algorithmic problems and contribute to emerg-
ing literature showing that challenging signal reconstruction problems can be efficiently solved with
learning-based approaches.

2 RELATED WORK

Theoretical work on the trace reconstruction problem typically studies the minimum number of
traces required to reconstruct a binary string corrupted by deletions with high probability (Chase,
2021;[De et al.,|2017;Holden & Lyons, 2020). However, perfect reconstruction from a small number
of traces, which is the regime we focus on in this paper, is generally not possible.

Several trace reconstruction methods have been proposed in previous work. For traces corrupted by
deletions, Batu et al.[(2004)) introduced the bitwise majority alignment (BMA) algorithm, which uses
symbol-wise majority voting. Viswanathan & Swaminathan| (2008) extended BMA for insertions,
deletions, and substitutions, and |Gopalan et al.|(2018) proposed another BMA-based approach.

Antkowiak et al.|(2020) performed trace reconstruction using multiple sequence alignment (MSA)
with the MUSCLE algorithm (Edgar], 2004]), followed by majority voting across alignment columns.
Sabary et al.| (2024) proposed several dynamic programming-based methods, including shortest
common supersequence and longest common subsequence algorithms. Their iterative algorithm
(ITR) achieves state-of-the-art performance for trace reconstruction in DNA data storage. |Srini-
vasavaradhan et al.|(2021) introduced TrellisBMA, which combines the BCJR algorithm (Bahl et al.,
1974) with BMA-based methods.

Qin et al.|(2024)) proposed RobuSeqNet, a neural network-based approach that combines an attention
mechanism, a conformer encoder, and an LSTM decoder. Input sequences are one-hot encoded,
padded to a fixed length, and represented as matrices, which are then aggregated across traces. The
attention module downweights misclustered sequences. On large clusters, RobuSeqNet performs
slightly worse than the state-of-the-art ITR algorithm.

Bar-Lev et al.| (2025)) proposed DNAformer, an end-to-end DNA data storage framework that in-
cludes a coding scheme and a transformer-based trace reconstruction model. Their neural archi-
tecture differs from ours in several key aspects. First, as in |Qin et al.| (2024), input sequences are
one-hot encoded. Second, the model uses a two-branch structure with shared weights processing for-
ward and reversed sequences. Third, DNAformer includes a learned alignment module, followed by
a transformer encoder without positional embeddings or causal masks, and relies on postprocessing
with dynamic programming. DNAformer achieves similar performance to the ITR algorithm.

Nahum et al.|(2021) proposed a sequence-to-sequence transformer for single-read trace reconstruc-
tion, where noisy sequences are grouped by length and processed by separate transformer networks.
Their model acts as a sequence classifier, mapping each noisy sequence to one of 256 predefined
codewords. In contrast, our work uses next-token prediction instead of sequence-to-sequence map-

ping.
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Dotan et al.| (2023) introduced BetaAlign, an encoder-decoder transformer for aligning biological
sequences.

3 BACKGROUND AND PROBLEM STATEMENT

In this paper, we study the trace reconstruction problem. Given a set of noisy copies yi, ..., yn of
a sequence x, independently corrupted by unknown deletions, insertions, and substitutions, the goal
is to compute a sequence estimate & of the original sequence x. Figure(l] left panel, illustrates the
problem statement.

We focus on the trace reconstruction problem in DNA data storage, where the sequence x is a
DNA strand of length 50-200 bases that can be modeled as a random sequence over the quaternary
alphabet. To motivate this setting, we briefly outline the DNA data storage pipeline.

In DNA data storage, digital information is first partitioned into short segments to accommodate
current synthesis limitations, which prevent reliably writing long DNA strands. Each segment is
then encoded using an error-correcting code and mapped to a DNA sequence x; € {A,C,T,G}*
of length L, resulting in a set D = {1, ...,z }. The sequences in D are synthesized, amplified,
and can be stored over long periods.

At readout, a subset of DNA sequences is sampled and sequenced, resulting in multiple unordered,
noisy traces of the original sequences. The number of traces per sequence varies due to amplification
bias and random sampling.

To recover the stored information, the first step is typically clustering, where the goal is to group
traces originating from the same sequence x;. However, clustering is imperfect; a single original
sequence can give rise to multiple clusters, and a single cluster can have traces from different original
sequences (Antkowiak et al.,[2020; |Organick et al., |2018; Rashtchian et al.,|[2017).

After clustering, the next step is to reconstruct a candidate sequence for each cluster. Given clusters
containing N € Ny noisy copies y1, ..., yn of a DNA sequence x, each independently corrupted
by unknown deletions, insertions, and substitutions, the goal is to compute cluster-wise sequence
estimates &; of the original sequences x;, which is the trace reconstruction problem defined at the
beginning of this section.

We assume that the sequences x consist of bases chosen uniformly at random over the alphabet
{A,C, T, G}. This assumption is reasonable, as many existing DNA data storage systems randomize
their sequences by adding a pseudorandom sequence, uniformly distributed over the four bases, to
the input data before encoding (Antkowiak et al., 2020; Organick et al., 2018).

After trace reconstruction, a decoder typically corrects any remaining errors in the sequence esti-
mates &; using the redundancy introduced during encoding to recover the original information.

4 METHOD

We formulate the trace reconstruction problem as a next-token prediction task and train a decoder-
only transformer to solve it. Given a set of N traces

C:{yla"°vyN}7

we train a model fg with parameters 6 to predict an estimate & of the original sequence x of length
L when prompted with the concatenation of traces

P=vy1|y2| ... |yn_1|yn :. (1)

We introduce the | token to concatenate traces and the : token to mark the end of all traces. The
model’s vocabulary is V = {A,C,G, T, |, :, #}, where # is the padding token.

Given prompt p as in Equation[I] the model generates L tokens in an autoregressive manner via
multiple forward passes. We use greedy decoding, selecting the most likely token at each step to
obtain the final sequence estimate . See Figure|l} right panel, for an illustration.
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Figure 2: Average Levenshtein distances d;, and failure rates on synthetic data with sequence length
L = 110. TReconLM is averaged over three runs with different seeds. Shaded bands and error bars
show + one standard deviation. TReconLLM achieves best performance in both metrics and across
all cluster sizes.

In Appendix [B] we additionally compare with beam search decoding and consider alignment-based
target representations followed by majority voting to obtain a sequence estimate, finding that directly
predicting the sequence estimate performs best.

4.1 TRAINING AND DATA GENERATION

We generate our synthetic data by first sampling an original sequence = € {A, C, G, T} of length
L uniformly at random from the set of all sequences. We then generate each trace y; by introducing,
for each base in the original sequence , either a deletion, insertion, substitution, or no error, with
probabilities pp, p1, ps, and pr = 1 —pp —pr — ps, respectively. If a deletion is sampled, we append
no base to trace y; and process the next base z,1. If an insertion is sampled, we append a random
base chosen uniformly from the set {A, C, G, T} to trace y,; and reprocess the current base z,. If a
substitution is sampled, we append a random base different from x, to trace y; and process the next
base. If correct transmission is sampled, we append z; to trace y; and process the next base.

The traces y1, . . ., yn are concatenated with the original sequence to form a training instance

yily| - lyv—a[yn 2z 2)

For each training instance, we sample the error probabilities uniformly at random from the interval
[0.01,0.1] and the number of traces N uniformly at random between 2 and 10, as this represents a
practically relevant and challenging regime.

The transformer model is trained on the synthetic data by minimizing cross-entropy loss between
the predicted sequence & and the original sequence x.

4.2 FINETUNING ON REAL DATA

In practice, error probabilities are often correlated and may vary with the position in the DNA se-
quence, leading to a distribution shift between our synthetic training data and real-world data. To
mitigate this shift, we fine-tune on two real-world datasets (Antkowiak et al., 2020; Srinivasavarad-
han et al} [2021)), as discussed in Sections [5.3.T|and[5.3.2}

For each ground-truth sequence x in the datasets, we associate noisy traces yi, . .., Yy to construct
training examples as in Equation 2] We then fine-tune the model analogously to pretraining. Al-
ternatively, fine-tuning or direct training on simulated data that better matches the characteristics of
the respective channel is possible. However, this requires an accurate characterization of the DNA
channel for the technology used, which is not necessarily straightforward.

5 EXPERIMENTS

In this section, we evaluate our proposed method TReconLLM for trace reconstruction on both syn-
thetic data and datasets from existing DNA data storage systems. We find that TReconLM outper-
forms the state-of-the-art ITR algorithm (Sabary et al., [2024)) across all evaluated regimes.
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Figure 3: Left: Average Levenshtein distances d;, under increasing noise levels k. Right: Failure
rates of TReconL.M under increasing noise levels when trained with fixed cluster size V.

We measure performance using the following two metrics:

* Levenshtein distance dy, (¢, &): The minimum number of edits (deletions, insertions, and
substitutions) required to transform the reconstructed sequence & into the original sequence
x, normalized by the length L of the original sequence.

* Failure rate: The fraction of test examples in which the reconstructed sequence & differs
from the original sequence .

5.1 BASELINES

We compare TReconLM to both dynamic programming-based and deep learning-based reconstruc-
tion methods. For dynamic programming-based methods, we consider the ITR algorithm (Sabary
et al., [2024), trace reconstruction using MUSCLE (Edgar, 2004) with majority voting, Trellis-
BMA (Srinivasavaradhan et al., [2021), BMALA (Gopalan et al.l 2018), and VS (Viswanathan &
Swaminathan, [2008)). For deep learning-based methods, we consider RobuSegNet (Qin et al., 2024)
and DNAformer (Bar-Lev et al., 2025)). Detailed descriptions of these architectures, as well as hy-
perparameters and implementation details for all baselines, are provided in Appendix

We also compare TReconLM with GPT-40 mini under zero- and few-shot prompting in Ap-

pendix [F3]

5.2 EVALUATION ON SYNTHETIC DATA

We first evaluate reconstruction performance on synthetic data generated as described in Section[4.1]
for three sequence lengths L = 60, 110, and 180, which are representative of existing DNA data
storage systems.

We train a decoder-only transformer model with ~38M parameters on ~300M examples (~440B
tokens), totaling 1.0 x 102° FLOPs. We chose the model size based on the scaling law analysis
in Section which shows that increasing the number of parameters further does not improve
performance.

We train our deep learning baselines, RobuSeqNet (~3M parameters) and DNAformer (~100M pa-
rameters), on the same training set. We do not match compute budgets since RobuSeqNet’s smaller
size would require significantly longer training. In Appendix [ we additionally show that TRe-
conLLM also outperforms RobuSeqNet when controlling for model size, and DNAformer based on
the performance reported in the original paper (Bar-Lev et al., [2025). We evaluate all reconstruction
algorithms on a shared test set of S0K randomly generated examples, constructed in the same way
as the training data.

Figure [2| shows the average Levenshtein distances and failure rates. TReconLM outperforms all
baseline methods across all cluster sizes N € [2,10] considered. Results for sequence lengths
L = 60 and L = 180 are provided in Appendix showing that TReconLM also outperforms
baseline methods on synthetic data for both shorter and longer sequence lengths.
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Figure 4: Average Levenshtein distances dj, and failure rates on the out-of-distribution Noisy-DNA
dataset. Fine-tuned TReconLLM is the mean of three runs with different seeds from the same pre-
trained model, with shaded bands and error bars showing & one standard deviation. The fine-tuned
model achieves the lowest Levenshtein distances and failure rates across all cluster sizes.

5.2.1 GENERALIZATION TO HIGHER NOISE LEVELS AND LARGE CLUSTER SIZES

We next evaluate the robustness of TReconL.M on traces with higher noise levels and under increas-
ing cluster sizes. We sweep over 10 noise levels by sampling insertion, deletion, and substitution
probabilities uniformly from [0.01 4+ 0.01%,0.10 + 0.01k] for kK = 1,...,10, where k = 0 corre-
sponds to the pretraining interval [0.01,0.10] and k& = 10 to the interval [0.11, 0.20].

Figure [3] left panel, shows the average Levenshtein distances between reconstructed and ground-
truth sequences for TReconLLM and baselines, evaluated on a shared test set of SK randomly sampled
examples per noise level k. TReconLLM can reconstruct sequences even under higher noise levels,
outperforming the baselines despite a mismatch between training and test error distributions.

Figure [3) right panel, shows the failure rates of TReconLM for different cluster sizes N &
{10,20,...,50}. For each cluster size, we train a separate model on error probabilities sampled
uniformly from [0.01,0.10] and evaluate it on 5K test sequences at each noise level k. All models
are trained to reconstruct sequences of length L = 110 with a fixed compute budget of 1.0 x 1020
FLOPs. Increasing the cluster size from N = 10 to N = 20 improves reconstruction performance,
with diminishing gains for larger V. The panel also compares a model pretrained on varying cluster
sizes N € [2,10] (solid line) with a model trained on a fixed cluster size N = 10 (dashed line),
showing only a small trade-off when training on varying cluster sizes.

5.3 EXPERIMENTS ON REAL DATA

In this section, we show that fine-tuning on real-world data improves reconstruction performance
relative to a pretrained model. Appendix |C| shows results when TReconLLM is trained from scratch
only on real data, without pretraining.

We consider two datasets. The first is the Noisy-DNA dataset from |Antkowiak et al.|(2020), which
uses a cost-efficient writing technology at the expense of higher error probabilities. The second is the
Microsoft dataset (Srinivasavaradhan et al.| [2021)), which uses nanopore sequencing with similarly
high error probabilities. In both datasets, recovering the stored information is challenging, and trace
reconstruction was originally used to reconstruct the data.

5.3.1 REAL DATA EXPERIMENT 1: NOISY-DNA DATASET

The Noisy-DNA dataset (Antkowiak et al.| 2020) consists of M = 16, 383 ground-truth sequences
of length L = 60 bases and their unclustered traces. Estimated error probabilities are p; = 0.057
(insertions), pp = 0.06 (deletions), and pg = 0.026 (substitutions), significantly higher than in
other DNA data storage systems (Goldman et al.,|2013j|Grass et al.| 2015; |[Erlich & Zielinski, 2017;
Organick et al. 2018)). Error probabilities vary by position within sequences, with the insertion
probability increasing toward the end to reach up to p; = 0.3, making this dataset well-suited for
evaluating whether fine-tuning can adapt to real-world error statistics.
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Figure 5: Average Levenshtein distances d, and failure rates on the out-of-distribution Microsoft
dataset. Fine-tuned TReconLLM is the mean of three runs with different seeds from the same pre-
trained model, with shaded bands and error bars showing + one standard deviation. Both pretrained
and fine-tuned TReconLLM outperform the baselines.

We construct our fine-tuning dataset by clustering traces by sequence index and discarding traces
with index errors. This simple and efficient approach may cluster traces from different sequences
together, which allows us to test how TReconLM handles misclustered reads.

After clustering, we split the dataset into 80% train, 10% validation, and 10% test clusters. Clus-
ters with more than ten traces are divided into smaller subclusters to fit within our model’s context
window. For validation and test sets, we precompute fixed subclusters by sampling cluster sizes
between 2 and 10, yielding 15,578 validation and 15,696 test examples. During training, we apply
dynamic subclustering to increase diversity. To prevent data leakage, we remove traces too simi-
lar to test-set ground-truth sequences based on Levenshtein distance. Details of our preprocessing
pipeline, including C-tail removal and similarity thresholds, are provided in Appendix [D}

We fine-tune the pretrained TReconLM model and deep learning baselines from Appendix [A] all
pretrained on synthetic data for sequences of length L = 60. TReconLM is fine-tuned with a
compute budget of 1 x 10'® FLOPs, with baselines fine-tuned on the same dataset for an equivalent
number of steps.

Figure 4 shows average Levenshtein distances and failure rates for different cluster sizes. While the
pretrained model fails to generalize to technology-dependent error statistics, fine-tuning significantly
improves performance, recovering 13% more sequences on average across cluster sizes compared
to the state-of-the-art ITR algorithm. Appendix |[E| analyzes data efficiency when fine-tuning on a
subset of the training data.

5.3.2 REAL DATA EXPERIMENT 2: MICROSOFT DATASET

We next evaluate the performance of TReconLM on the Microsoft dataset from |Srinivasavaradhan
et al. (2021)), which consists of M = 10,000 ground-truth sequences of length L = 110 and 269,707
traces. The traces are pre-clustered using the algorithm from Rashtchian et al.| (2017), with each
cluster corresponding to a single ground-truth sequence. Estimated error probabilities are p; =
0.017 (insertions), pp = 0.02 (deletions), and pg = 0.022 (substitutions).

As with the Noisy-DNA dataset (Antkowiak et al., [2020), we split the data into 80% train, 10%
validation, and 10% test clusters. Subclusters are precomputed for the validation and test sets and
dynamically sampled during training to fit within the model’s context length. We obtain 4,977 and
5,109 examples for the validation and test sets, respectively, each with cluster sizes N < 10. For the
train set, we obtain 7,976 examples with cluster sizes N € Z.

Figure [5] shows reconstruction performance after fine-tuning TReconLM from Section [5.2] using a
compute budget of 1 x 10'? FLOPs. The deep learning baselines are fine-tuned on the same dataset
for an equivalent number of steps. Both the pretrained and fine-tuned TReconL.M models outperform
all non-deep learning baselines. The pretrained TReconL.M performs comparably to the fine-tuned
DNAformer, suggesting that TReconLM can generalize to some extent from synthetic data to the
Microsoft dataset, despite differences in error statistics.
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Figure 6: IsoFLOP curves for trace reconstruction. Left: Test loss for models ranging from 450K to
680M parameters, trained on sequences of length L = 110 across nine compute budgets from 107
to 6 x 1019 FLOPs. Center: Number of parameters of the best-performing models versus compute,
showing a plateau at high compute budgets. Right: Number of tokens versus compute, following
scaling laws observed in language modeling.

5.4 SCALING LAWS FOR TRACE RECONSTRUCTION

We study how performance scales with compute and determine the best model size for reconstructing
sequences of length L = 110 at a fixed compute budget. Following Approach 2 of Hoffmann et al.
(2022)), we train a suite of models ranging from N, = 450K to 680M parameters at nine compute

budgets C € {1,3,6} x 10’7819 FLOPs, where each model is trained on 7' = 5%~ tokens.
P

We fix all optimization hyperparameters across runs, varying only the batch size (between 8 and
1.2 K) to match the compute budget, and scale the learning rate accordingly. The embedding dimen-
sion to depth ratio ranges from approximately 28 to 122. Other optimization hyperparameters are
listed in Table[T]in Appendix

Figure [f]shows the IsoFLOP curves across the considered compute budgets, plotting test loss against
model size (log scale, left panel). Under our hyperparameter settings, we observe that after a com-
pute budget of 3 x 10'® FLOPs, the optimal model size plateaus at approximately 38M parameters
(center panel). We provide a possible theoretical explanation for this behavior in Section [§] The
number of tokens processed versus compute follows a standard power law relationship (right panel).

6 THEORY

To understand the scaling behavior observed in Figure [pland whether TReconLM learns meaningful
algorithms for trace reconstruction, we analyze a simplified setting with only substitution errors. We
consider substitution errors only, because for this setting an optimal estimator is known, whereas the
optimal estimator for insertions and deletions remains unknown and therefore it is difficult to make
theoretical statements beyond substitution errors.

6.1 SCALING BEHAVIOR UNDER SUBSTITUTION-ONLY ERRORS

We consider a sequence & € {—1,1}" and assume that we have m noisy copies of the sequence
Zi,...,I,, where each copy is obtained by independently flipping each of the entries in & with
probability p < 1/2. Our goal is to estimate the sequence & based on the noisy copies. This is
a special case of the trace reconstruction problem considered in this paper, where we only have
substitutions, as opposed to substitutions, deletions, and insertions.

We consider a linear estimator with kn < mn many parameters for estimating each of the positions
of . Without loss of generality we focus on estimating the first position of the sequence, y = [Z];.
Our estimator takes the form:

k
§ = sign (Z wZT@) = sign(w” x).

=1
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The Bayes optimal estimator only uses the coordinates [#1]1, . .., [€x]1 since the other coordinates
are independent of [£];, and is wp = [1,0,...,1,0,...,1,0,...] (or a scaled version thereof).

We consider a linear estimator with weights bounded by ||w||, < B = v kn and we have ||z, <

R = Vkn. We perform logistic regression to learn an estimator of the form sign(w”x) from N
examples. We consider the logistic regression estimate

w = arg ﬁ?uinrlgB R(w), where R(w)

3)

Il

|
(]
()
B

8

where ¢(z,y) = log(1 + e~ ¥?) is the logistic loss.

Proposition 1. With probability at least 1 — 9§, the 0/1-error of the logistic regression estimate is
bounded by

P [sign(w” ) # y] < e—2k(1/2-p)% 4 % (SBR + 6\/log(2/5)/2) . 4)

The proof of the proposition is in Appendix [[.I] The first term in Equation [ is (a bound on) the
error of the Bayes optimal estimator with kn parameters. As the number of parameters increases
(from k up to m) the error decreases. The second term is the error induced by learning this estimator
based on N examples. The behavior in Figure [6]is consistent with such a bound. Once the model
is sufficiently large, the first term in the bound is close to zero and does not significantly improve
further by increasing the model size. The second term describes a power law in the number of
training examples, N, which is what we also observe empirically.

6.2 TRANSFORMER ANALYSIS FOR SUBSTITUTION-ONLY RECONSTRUCTION

We extend the analysis from linear models to transformers. Under i.i.d substitution errors with
rate p; < 0.25, uniform sequence priors, and independent traces, the Bayes-optimal estimator that
minimizes cross-entropy loss reduces to majority voting, which selects the base that appears most
frequently at each position across traces (the proof is in Appendix [[.2)).

Theorem 1. There exists a 2-layer transformer with hidden dimension d = |V| + L, where |V| is
the vocabulary size and L is the sequence length, that implements majority voting for trace recon-
struction.

The construction is detailed in Appendix [.3] We next show that any estimator with near-optimal
loss must approximate this majority voting behavior.

Theorem 2. Let fy be any estimator achieving cross-entropy loss L(0) < L* + §, where L* is the
Bayes-optimal loss. Then

E(IPs [] ~ Pug [] v < /2.

where Py [-] and P4 [-] denote the output distributions of fo and the Bayes-optimal estimator.

This result, proven in Appendix [[.4] implies that any estimator with near-optimal loss must make
predictions close to those of majority voting. While convergence of gradient descent remains an
open theoretical question, experiments in Appendix [[.5]show that transformers trained with gradient
descent achieve § < 2 x 104, showing strong correlation between vote margin and prediction
confidence.

7 CONCLUSION AND LIMIATIONS

In this work, we proposed a deep learning-based approach for trace reconstruction and validated it
in the context of DNA data storage. Our method, TReconLM, achieves lower Levenshtein distances
and failure rates than state-of-the-art methods across small cluster sizes and a wide range of noise
levels on both synthetic and real-world data.

Such a learning-based approach to trace reconstruction is suitable whenever training data can be
simulated, which is often the case, also beyond DNA data storage.

The main limitation of TReconLLM over classical, non-deep learning based methods is that it requires
training data and can perform poorly if the test data is very different from the training data.
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LLM USAGE

Large language models were used as writing assistance tools for editing and polishing the text, as
well as for generating code to format and style figures in this submission.
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Figure 7: Average Levenshtein distances d;, and failure rates on synthetic data with sequence length
L = 60. TReconLM is averaged over three runs with different seeds. Shaded bands and error bars
show =+ one standard deviation.
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Figure 8: Average Levenshtein distances d;, and failure rates on synthetic data with sequence length
L = 180. TReconLM is averaged over three runs with different seeds. Shaded bands and error bars
show =+ one standard deviation.

A ADDITIONAL RESULTS ON SYNTHETIC DATA AND IMPLEMENTATION
DETAILS

Here, we additionally evaluate TReconLM’s performance on reconstructing sequences of length
L = 60 and L = 180. We use the same model size of ~38M parameters and the same compute
budget of 1.0 x 102° FLOPs as in Section Both models are trained on ~440B tokens. The
number of training examples is adjusted based on the context length to match the fixed compute
budget, with ~551M examples for L = 60 and ~184M examples for L = 180.

Optimization hyperparameters are listed in Table [I] largely following (2025). We apply
gradient clipping with a maximum norm of 1.0. The learning rate is scaled based on batch size. The
base learning rate is le-4 for batch size 16, and we scale it proportionally to 4/batch size/16. We
use a 5% warmup phase followed by cosine learning rate decay. For pretraining with a fixed cluster
size and for fine-tuning, we use fixed learning rates without scaling based on batch size. Unless
stated otherwise, we evaluate the checkpoint with the lowest validation loss.

Figure[7]shows Levenshtein distances and failure rates for sequence length L = 60. Figure [8]shows
the corresponding results for sequence length . = 180. For both sequence lengths, TReconLM
achieves lower Levenshtein distances and failure rates across all cluster sizes considered and outper-
forms the state-of-the-art reconstruction algorithm ITR (Sabary et al.| [2024) as well as other neural

approaches (Bar-Lev et al., 2023}, [Qin et all,[2024).

B MULTIPLE SEQUENCE ALIGNMENT TARGET

In this section, we evaluate different neural network targets for the trace reconstruction problem and
compare greedy decoding with beam search decoding. As proposed by [Dotan et al|(2023)), we can
train a model fyg to learn the alignment of the traces. For N traces y1, . . . , YN, one training instance
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Figure 9: Comparison of different neural network targets. The candidate prediction target (CPRED)
gives the lowest Levenshtein distances and failure rates.

Table 1: Optimization hyperparameters used during pretraining and fine-tuning.

Setting Details Batch Iter.” Tlemb  Mhead  Mlayers Adam S Weight decay LR  Dropout
L =60 800 688,318 512 8 12 (0.9, 0.95) 0.1 Te-4 0.0
Pretraining L =110 800 367,103 512 8 12 (0.9, 0.95) 0.1 Te-4 0.0
L =180 800 229,439 512 8 12 (0.9, 0.95) 0.1 Te-4 0.0
N =10 800 367,103 512 8 12 (0.9, 0.95) 0.1 Te-4 0.0
N =20 512 315,368 512 8 12 (0.9, 0.95) 0.1 le-4 0.1
Fixed N N =30 256 383,260 512 8 12 (0.9, 0.95) 0.1 le-4 0.2
N =40 256 311,503 512 8 12 (0.9, 0.95) 0.1 le-4 0.2
N =50 256 263,579 512 8 12 (0.9, 0.95) 0.1 le-4 0.2
Finetunin Noisy DNA 8 685,307 ** 512 8 12 (0.9, 0.95) 0.1 le-5 0.1
€ Microsoft 25 566,046 512 8 12 (0.9, 0.95) 0.001 le-5 0.1

" Tterations are chosen to meet a fixed compute budget for each experiment.
" Early stopped after 165,000 iterations for total compute of 2.5 X 1017 .

is formed as
yilyz| - lynv—1lyn : MSA(y1,y2, ..., yn—1,Yn)#. &)
The vocabulary for the alignment task is given by
VMSA:{A7CaT7G7‘7 T #}7 (6)

where we have an additional deletion token — to achieve a column-wise matching of the aligned
traces. For pretraining, we know the positions of deletions, insertions, and substitutions and con-
struct the correct sequence alignment. During inference, we prompt the model with input p (Equa-
tion[T)) and generate alignment tokens one by one until the padding token #.

To obtain the sequence estimate &, we arrange the aligned traces 91, . . ., Yn, each of length Lyga,
as rows in a matrix:
U11 | Y2 | e U1,Lmsa—1 | U1.Lusa
gQ,l :&2,2 """ :‘72,LMSA71 QQ,LMSA
. . (7)
N1 | G2 | e UN,Lasa—1 | YN, Lusa -

We then compute & by performing a column-wise majority vote over the aligned traces. The j-th
entry of the estimated sequence & can be calculated as

N
Z; = argmax Z 1(g;,; = a), (8)
a€{A,C,T,G} i

where 1(-) denotes the indicator function.

We evaluate the following targets for the trace reconstruction: candidate prediction (CPRED) as
described in Section [4] the MSA target as given in Equation [5] and a NESTED alignment target,
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Table 2: Effect of pretraining on the Noisy-DNA and Microsoft datasets. Columns (p.) report
performance with pretraining.

Dataset Average d;,  Average d;, (p.) Failure rate Failure rate (p.)

Noisy-DNA 0.259 0.239 0.903 0.834

Microsoft 0.014 0.009 0.342 0.205
where we perform a token-wise nesting of the ground-truth alignment MSA(yl, T N). All deep

learning models are trained under a fixed compute budget of 1.0 x 102° FLOPs. We also evaluate
MUSCLE to compare neural network-based alignment to dynamic programming-based alignment.

Figure [9]shows reconstruction distances for all target types. The candidate prediction (CPRED) tar-
get achieves the best overall performance. In contrast, alignment-based targets require longer context
lengths and cannot be used for fine-tuning, as ground-truth alignments are generally unavailable for
real-world data. Using CPRED with beam search decoding gives only a small performance gain at
the cost of increased inference time.

C PRETRAINING ABLATION

To assess the effect of pretraining, we train TReconLM from scratch on the Noisy-DNA and Mi-
crosoft datasets, matching the compute budget and hyperparameters of the pretraining runs. Table
shows average Levenshtein distances and failure rates across cluster sizes, showing that pretraining
improves performance on both datasets.

D NoOISY-DNA DATASET PREPROCESSING DETAILS

This section provides detailed preprocessing steps for the Noisy-DNA dataset experiments described

in Section 3.3.1]

We construct our fine-tuning dataset by clustering traces by sequence index and discarding traces
with index errors. Although more advanced approaches (e.g., the similarity-based method of |Zorita
et al.|(2015)) could reduce failure rates through more accurate clustering, our goal is to compare the
relative performance of different reconstruction methods.

For validation and test sets, we precompute fixed subclusters by repeatedly sampling a cluster size
between 2 and 10 and selecting that many traces without replacement until fewer than two remain,
which are discarded. During training, we apply the same subclustering procedure but sample only
one subcluster per example in each epoch, using the 13,104 training examples whose cluster size
can exceed 10. Dynamic subclustering increases training diversity by generating more combinations
of noisy reads, effectively augmenting the data.

Given a sequence length L = 60 and estimated error probabilities p;y = 0.057, pp = 0.060, and
ps = 0.026, the expected number of edit operations per trace is L x (pr +pp +ps) = 8.58. We set a
conservative threshold and remove all traces from the train (30,546 of 690,395) and validation (3,905
of 87,429) sets whose Levenshtein distance to any test-set ground-truth sequence falls between 5 and
13. We further discard any clusters with fewer than two remaining reads (2 in the training set, 1 in
the validation set).

For the non-deep learning baselines and our pretrained TReconLM model, we perform an additional
preprocessing step on the test set that removes trailing C bases from all traces to improve perfor-
mance. During library preparation, a C-rich tail is artificially added to each sequence for chemical
reasons. Under normal conditions, this tail remains outside the 60-base sequencing window. How-
ever, a high deletion rate during synthesis can shift the C-rich tail into the sequencing window. For
fine-tuning, we do not apply this preprocessing step to allow the model to learn and adapt to the
dataset’s error characteristics.
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Table 3: Fine-tuning data efficiency on the Noisy-DNA dataset. Both metrics improve as the fraction
of fine-tuning data increases.

Metric 0% 5% 10% 25% 50% 75% 100%
Levenshtein distance 0.307 0.267 0.259 0.252 0.242 0.240 0.236
Failure rate 0.999 0.887 0.866 0.851 0.840 0.834 0.831

E FINE-TUNING DATA EFFICIENCY

We analyze how sensitive TReconLLM’s performance is to the amount of fine-tuning data. We fine-
tune the pretrained model (sequence length L = 60) on different fractions of the Noisy-DNA training
set (5%, 10%, 25%, 50%, 75%), and compare against both the zero-shot pretrained model (0%)
and the fully fine-tuned model (100%). We focus on Noisy-DNA because it shows a large gap
between pretrained and fine-tuned performance, whereas on the Microsoft dataset the pretrained
model already performs strongly, so we expect less sensitivity to the amount of fine-tuning data.

Table |3| reports Levenshtein distance and failure rate (averaged across cluster sizes). Both metrics
improve as the fraction of fine-tuning data increases, with the largest gains observed when training
on the full dataset.

F ADDITIONAL COMPARISONS

Here, we provide additional comparisons to RobuSeqNet, DNAformer, and GPT-40 mini.

F.1 ROBUSEQNET

We compare the performance of TReconLM to RobuSeqNet (Qin et al.| 2024) when controlling
for model size and compute. RobuSeqNet is a small model with ~3M parameters and uses an
LSTM decoder with a hidden dimension of 256. We train a TReconLM model with the same hidden
dimension and total parameter count (~3M), using the same compute budget (6 x 1017 FLOPs) and
training dataset (~21M examples).

Figure[I0] left panel, shows results for sequence length L = 110, evaluated on 50K test examples
(identical to the test set used in Figure 2] of the main paper, where we did not control for model size).
TReconLLM also outperforms RobuSeqNet when controlling for model size and compute.

F.2 DNAFORMER

We compare the self-reported performance of DNAformer (Bar-Lev et al. 2025), trained on syn-
thetic data and evaluated on the Microsoft dataset with up to 16 reads per example, to that of TRe-
conLM. For a fair comparison, we evaluate our pretrained TReconLLM (input length L = 110) and
recluster the noisy reads by index, as in [Bar-Lev et al.| (2025). Since the Microsoft dataset lacks
explicit indices, we follow their approach and use the shortest unique prefix of each ground-truth
sequence as an index. We then cap each cluster at a maximum of 10 reads to match TReconLM’s
context length. This results in 9,729 test examples.

Bar-Lev et al.| (2025) report a failure rate of 0.146 for DNAformer, whereas TReconLM achieves
0.111 with fewer reads and no dynamic-programming post-processing. While DNAformer was
trained on synthetic data generated using error statistics derived from the real dataset, TReconLM
was pretrained on a fixed noise distribution and was not tuned to the Microsoft dataset. Thus,
TReconLLM performs better under worse initial conditions.

F.3 GPT-40 MINI

As an additional baseline, we compare TReconLM to GPT-40 mini. We prompt GPT-40 mini as
shown in Figure [13|to reconstruct sequences of length L = 60 using zero-, three-, and five-shot
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Figure 10: Left: Comparison of TReconLM and RobuSeqNet at equal model size and compute for
ground-truth sequence length L = 110 and cluster sizes N € [2,10]. Right: Average Levenshtein
distances dy, of GPT-40 mini and TReconLLM on trace reconstruction for sequence length L = 60,
using two, five, and ten noisy reads (right panel). GPT-40 mini is evaluated with zero-, three-, and
five-shot prompting.

prompting. For TReconLM, we use a 3M-parameter model with the same architecture as in Sec-
tion [F trained on ~39.5M examples with a compute budget of 6 x 10'7 FLOPs. The training set
used here is larger than in Section [F]because of the shorter target length (L = 60 vs. 110).

We evaluate both models on 250 synthetic test instances per cluster size (2, 5, and 10), generated by
the IDS channel with error probabilities drawn uniformly from ¢/[0.01, 0.1]. The few-shot examples
shown to GPT-40 mini are sampled from the same distribution as the test set.

Figure [I0] right panel, shows that TReconLM achieves lower Levenshtein distances than GPT-40
mini across all tested cluster sizes.

G BASELINE METHODS

Here, we describe the implementation details and hyperparameters for all baseline methods used in
our experiments.

G.1 NON-DEEP LEARNING METHOD PARAMETERS

We evaluate each non-deep baseline using the parameters specified in their original publications.
When error probabilities pr, pp, ps are required, we use estimates for the real datasets (Antkowiak
et al., 2020; Srinivasavaradhan et al., 2021), and the mean values of the corresponding noise dis-
tributions for synthetic data, except for TrellisBMA at increased noise levels (Section [5.2.1)). For
TrellisBMA, we found that using the true mean values at higher noise levels led to noticeably worse
performance. Instead, we fixed the error parameters to the mean of the base noise distribution (cor-
responding to k = 0).

For BMALA and VS, we adopt the parameters from |Sabary et al.[(2024). BMALA uses a window
size of w = 3. For the VS algorithm, we compute 6 = (1 + pg)/2 and set v = 3/4, r = 2, and
l=5.

For TrellisBMA, we use the same parameters as in |Srinivasavaradhan et al.| (2021)), setting 8, = 0
for all cluster sizes N from 2 to 10, and adapting 8. and (3; based on the cluster size. For cluster
sizes N € {2,3}, we use (5., ;) = (0.1,0.5); for cluster sizes N € {4,5}, (1.0,0.1); for cluster
sizes N € {6,7}, (0.5,0.1); for cluster sizes N € {8,9}, (0.5,0.5); and for cluster size N = 10,
(0.5,0.0).

G.2 DEEP-LEARNING BASELINES
To give context for evaluating TReconLM against other deep-learning approaches, we first briefly

describe the two baselines we consider, RobuSeqNet (Qin et al.| [2024) and DNAFormer (Bar-Lev
et al.,[20235)), and then list the hyperparameters used in our experiments.
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G.2.1 ROBUSEQNET

RobuSeqNet takes clusters of one-hot encoded, padded DNA reads as input and outputs per-position
nucleotide predictions for the reconstructed sequence. The model consists of five main blocks:

» Read-Weighting Module: Computes a weight for each read (from a convolutional fea-
ture representation) and multiplies this weight with the original one-hot-encoded read.
Weighted reads are summed to produce a single consensus sequence.

* Linear Projection Module: Projects the combined representation through a linear layer to
map from the noisy input length to the target label length.

¢ Convolutional Upsampling Module: A 2D convolutional module that increases the fea-
ture size.

* Conformer Block: Combines self-attention, depthwise convolutions, and feed-forward
layers to update the feature representation.

* RNN OQOutput Module: A two-layer LSTM processes the sequence representation and out-
puts per-position logits over the four nucleotides via a final linear layer.

Training Setup. We adapt the original implementation to dynamically generate synthetic data, using
the same noise distribution as in TReconL.M pretraining. Because our data loader does not rely on a
fixed dataset, we train for a single epoch with cosine learning rate decay and 5% linear warm-up.

We increase the pretraining batch size to 1.5K for L = 60, 800 for L = 110, and 600 for L = 180
to match larger compute budgets, using maximum learning rates of Irpex = 6.1 x 1074, 7.1 x 1074,
and 9.7 x 10~%, respectively. This configuration performed slightly better than the default batch
size of 64 used in the original implementation. For finetuning, we use batch sizes of 8 (Noisy DNA)
and 52 (Microsoft), with a maximum learning rate of 1 x 10~5. All other hyperparameters follow
the original implementation (Qin et al.l |2024). Dropout is set to 0.1 for convolutional, RNN, and
conformer-attention layers, and training uses Adam with 8 = (0.9, 0.98).

G.2.2 DNAFORMER

DNAFormer likewise takes clusters of one-hot encoded, padded DNA reads as input and outputs
per-position nucleotide predictions. It consists of five main modules:

¢ Alignment Module. Learns a per-read alignment representation using four convolutional
blocks with kernel sizes (1, 3, 5, 7) along the sequence dimension. The extracted features
are concatenated and passed through a feed-forward block.

* Embedding Module: Merges aligned read features into a single cluster representation by
summing over the read dimension, followed by convolutional blocks and a feed-forward
projection to the target label length.

* Transformer Encoder: Uses multi-head self-attention to model dependencies across se-
quence positions and outputs updated embeddings.

¢ Qutput Module: Maps the Transformer output to nucleotide logits using three 1D convo-
lution layers.

* Fusion Module: Each cluster is processed twice (original and reversed order) through
shared-weight modules (a—d). The two logits sequences are combined position-wise using
learned weights to produce the final sequence estimate.

Training Setup. As with RobuSeqNet, we adapt the data loader to dynamically generate synthetic
data using the same noise distribution as in TReconLLM pretraining. We train for a single epoch with
cosine learning rate decay and 5% linear warm-up. We follow the optimization hyperparameters
from the original implementation, using the Adam optimizer with lry,x = 3% 1075, Iryyin = 1x 1077,
batch size 64, 5 = (0.9,0.999), and no dropout or weight decay. We also tested larger batch sizes
with scaled learning rates but observed slightly worse performance. For finetuning, we use batch
sizes of 8 (Noisy DNA) and 52 (Microsoft), with maximum learning rate 1 x 10~°. Dropout is set
to 0.1 for Noisy DNA and 0 for Microsoft.
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Figure 11: Visualization of the attention matrix for a prompt p consisting of the concatenation of
three traces, ¥, ¥2, and y3. Red lines indicate the ends of the traces.

H ATTENTION MATRIX

To provide some interpretability of the underlying algorithm of TReconLM, we visualize the atten-
tion matrix of our pretrained 38M-parameter model. We consider sequences of length L. = 60 and
show a heatmap of the attention matrix for a prompt p consisting of N = 3 reads. We plot the
attention scores from the last layer using min-max normalization.

Figure |1 1| shows a diagonal structure, where read position j attends to sequence estimate position
7. Earlier layers have broader attention patterns, where multiple read positions contribute to one
sequence estimate position. This structure gradually becomes more focused across layers, resulting
in the pattern shown in the final layer.

I PROOFS FOR SECTION [@]

Here we provide the proofs for the theoretical results in Section [ and empirical validate how trans-
formers solve trace reconstruction under substitution errors.

I.1 PROOF OF PROPOSITION[I]

The proof of Proposition [I]is relatively standard.
The logistic (population) risk is
R(w)=E [Z('wT:c,y)] ,
where £(z,y) = log(1 + e~¥#) is the logistic loss. The empirical risk of the examples is defined in
Equation 3]

From [Bartlett et al.| (2006)), we have that the 0/1-excess loss for w is related to the logistic excess
loss as follows. For any w, we have that

P [sign(w” ®) # y] — P [sign(wpa) # y] < 2(R(w) — R(w.)). )

where sign(wX ) is the Bayes optimal classifier and w., is the optimal logistic classifier. Therefore,
we have that

P [sign(w’x) # y] < P [sign(wpa) # y] + 2(R(w) — R(w,)) {10

where the last inequality holds with probability at least 1 — . Here, we used that the Bayes error
probability is the probability that at least half of the entries were flipped and is bounded by

k

P [sign(wpz) # y] = Z (Ié)pb“ — )kt < 2120,

b=[k/2]
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Moreover, we used the following bound, proven below. With probability at least 1 — 9,

R(w) — R(w,) <2 (25% + 9105(2/5)> . (12)
It remains to prove Bound[12]
We consider the function class

G ={(x,y) = lw'zy) | |w], < B}.
Thus, z = yw? z lies in the interval [~ BR, BR). Because of this bound, the logistic loss is bounded
by

0 < {(z) =log(1+ e *) < log(1 + BF),

From a standard generalization bound based on the Rademacher complexity (Bartlett et al., |2006),
we get, for 1-Lipschitz loss and for all w with ||w||, < B that

R(w) < R(w) +2rx(G) + 91%(”2/5)
A BR 9log(2/0)
= Ryt St T (13)

where ry is the Rademacher complexity. For the second inequality, we used the bound rx(G) <

B—\/% on the Rademacher complexity of linear estimators.

‘We have that
R(w) = R(w) + R(w) — R(w) (14)
< R(w,) + R(w) — R(w) (15)
BR 9log(2/6)
< R(wy) +2 (2\/N + o > , (16)

where first inequality holds because @ minimizes the empirical risk, and therefore R(w) < R(w,),
and for the last equality, we applied the generalization Boundtwice, once to bound R(w, ), and
once to bound R(w) — R(w). This concludes the proof of Bound

1.2 OPTIMALITY OF MAJORITY VOTING

We show that under i.i.d. substitution errors with uniform sequence priors and independent traces,
the Bayes-optimal estimator reduces to majority voting.

For each position 4, the posterior factorizes as
N .
. . . 1— if ) =
P [xz | {yf}ﬁvzl] x H P [yf | ;Ll} ,  where P {yf | 2 = b} = { ps ify; =b,

=1 ps/3  otherwise.

Let n;, denote the number of traces with base b at position . Then
A s N—’I’Lb
= argmbax(l —ps)™ (&) .
and taking the logarithm (which preserves the argmax) gives

%; = arg maxmny - log(73(1;ps) )

For p, < 0.25, the coefficient is positive, so &; = argmax ny, which is the majority voting rule
that selects the base that appears most frequently at position ¢ across all traces.
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1.3 PROOF OF THEOREMIII

We construct a transformer that takes as input concatenated traces as in Equation [1| and outputs x;
according to majority voting.

Each token is embedded as h € R? where d = [V| 4+ L with vocabulary size |V| = 7 for
V={ACGT, |, :, #} and maximum sequence length L. We concatenate token embeddings
(dimension |V|), which are one-hot vectors eken € RIVI, with position embeddings (dimension L),
which are one-hot vectors o5 € RE.

For the j-th token in the concatenated input:
[ep; €] if token jis base b € {A,C, G, T} at position k
h; = [eoken; €pos] = { [€;0]  if token j is separator |
[e.;;0]  if token j is colon :

where e,, denotes the standard basis vector with 1 in position v and 0 elsewhere.

Let the first layer be a single-head self-attention layer with weight matrices W, W g, Wy, € RL*d
defined as follows. The key matrix W g extracts position information:

Wx = [0rxy| Ioxr]

where I is the identity matrix. Thus k; = W gh; extracts the position encoding from token j. The
query matrix W g implements position lookup with shift:

W. 011,

Wo = :
@ |:O(L—1)><V S(L-1)xL

where w. = e € RIVI detects the colon token (position 6 in vocabulary), and S is the shift matrix
with ones on the subdiagonal, such that

e if h,, is the colon token
e;+1 if h, has position encoding e;

The attention scores between the query (from the current position) and each token j in the input for
predicting the next token are:

T 1 if token j is at the target position in some trace
S;=4q kj = .
0 otherwise
where j € {1,...,n} indexes all tokens in the current input sequence (q and k; are both one-hot

vectors in R”, so their dot product is 1 if they encode the same position and 0 otherwise).

The self-attention mechanism computes attention weights via softmax. By scaling the scores with a
sufficiently large constant M, we can construct:

exp(M - s;) N Ni ifs; =1
Z;-L/:l exp(M - sj/) o if 5;,=0

where N, is the number of tokens at position ¢ across all traces. This gives uniform weight to all
tokens at the target position.

Oéj:

We define the value matrix Wy, as

| Y O4x(v|—4+L)
W =
v |:0(L—4)><4 O(L—2)x(V|—4+L)

such that v; = Wy h; extracts the nucleotide one-hot encoding if token j is a base or returns zeros
otherwise, padded to dimension L. The final attention output is:

Z:Zajvj:l:nA_’nCan(%anT_‘an"aO] (17)
J



Under review as a conference paper at ICLR 2026

where n; counts how many traces have nucleotide b at position <. This gives us the proportion of
votes for each nucleotide, which is what we need to determine the majority vote.

The second layer implements majority selection. The first sublayer uses large weights to threshold
the vote proportions in Equation

WIZM'ILXL7 b1=—M(1/4—€)~14

where M is large and € > 0. After ReLU, only nucleotides with vote proportion > 1/4 — € become
non-zero:

[hV], = ReLU(M - [(np/N;) — (1/4 — €)])

The second sublayer with Wy = [I4X4 045 L_4)] maps to the 4 nucleotides and softmax gives a
distribution concentrated on the most frequent nucleotide(s).

1.4 PROOF OF THEOREM[2|

The difference to the Bayes-optimal loss can be written as

[10g Py [ | {7}] ~ 10 P [ | {/}]]
Po [z | {/})]

=E_,, [KL[Pug |- [ (7)) [P | {}]]].

iy

L(0)—L*=E

Iiv{y{}

= ]E{y{} ZPMC {xz | {yf}} log

where the last equality follows from optimality of majority voting.

By Pinsker’s inequality (see, e.g., Lemma 2.5 in|Tsybakov|(2009)) we have

P [ 16583] o [-1 23] v <3060 [P [ 1623] 1P [ 03] ).
Taking expectations and applying Jensen’s inequality (since /- is concave) we get
E,;, [1Pms |1 {7}] = Po || 7}] llrv ]
<, V3o - o)

1.5 EMPIRICAL VALIDATION

We train three models with compute budgets of 6 x 10'7, 1 x 10'®, and 3 x 10'® FLOPs on data with
substitution errors only (rates sampled uniformly from [0.01, 0.1]). We use the same architecture
as in Section but with batch size 16 and learning rate 10~%, and evaluate on 50K test examples
generated with the same error distribution as the training data.

The excess losses £(0) — L* relative to the Bayes optimal loss decrease with compute budget:
1.8 x 10=% (6 x 10'" FLOPs), 1.6 x 10~* (1 x 10*® FLOPs), and 1.5 x 10~* (3 x 10'® FLOPs).
By Theorem 3, these small excess losses imply that all three models approximate majority voting
behavior. To validate this empirically, we compare the vote margin in the data with the model’s
probability margins and entropies at each token position. The vote margin is defined as the difference
between the most frequent and second most frequent bases at a position, normalized by the cluster
size. For the model, the probability margin is the difference between the highest and second highest
predicted base probabilities, and the entropy is computed only over the DNA bases, excluding other
vocabulary tokens.

Figure [12] shows vote margin versus model confidence aggregated across all cluster sizes. As vote
margins increase, the model shows higher probability margins and lower entropy (less uncertainty),
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g 1.00 1.00 6 x 107 FLOPs
g B 075 =—e— 1 x 10'® FLOPs
£ 0.75 § : —e— 3 x 10'® FLOPs
2 050 g 0.50
o Y. =)
2 6 x 10'7 FLOPs g
2 0.25 —— 1x 10'® FLOPs S 025
< —— 3 x 10'® FLOPs 0.00
0.00
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

Vote margin Vote margin

Figure 12: Vote margin versus model confidence metrics for substitution-only reconstruction.

matching the expected behavior of majority voting. For small clusters (N=2-3), we observe strong
linear correlations (Pearson r=0.82 for the model trained with compute 3 x 10'® FLOPs) between
vote margins and confidence metrics, with the correlation decreasing for larger clusters (r=0.29 for
N=4-6, r=0.08 for N=7-10 for compute 3 x 10'® FLOPs) because both vote and probability margins
concentrate near 1.0, reducing variance.

For the model trained with compute 3 x 10'® FLOPs, we further probe the last-layer hidden repre-
sentations with a linear classifier to test whether the model encodes per-position base counts directly.
Training a linear probe to predict base frequencies achieves a test mean squared error of 0.0034 (KL
divergence of 0.105), consistent with our theoretical construction in Section m where the attention
output directly encodes base frequency information.

Our empirical findings support our theoretical analysis that in the substitution-only setting, trans-
formers learn the optimal majority voting strategy. These initial results suggest that language models
trained with next-token prediction can discover optimal algorithmic strategies for sequence recon-
struction tasks, though our theoretical analysis is limited to substitution errors.

J DETAILED NUMERICAL RESULTS

For better readability and comparison, we provide tables with the numerical results (Levenshtein dis-
tances and failure rates) for the experiments in the main paper. We include tables for the evaluation
on synthetic data for L = 110 (Figure[2) and for real-world data experiments with the Noisy-DNA
dataset (Figure[d) and the Microsoft dataset (Figure[3)). Tables report results for our pretrained and,
for real-world datasets, fine-tuned models, alongside baselines. Reported standard deviations are
across test examples (not random seeds). For TReconLM, the main paper plots averages over three
runs with different seeds, whereas the tables show the default run with seed 100.

Table 4: Results for synthetic data of length L = 110 (see Figure [2).

Levenshtein distance dr,

N \ RobuSeqNet VS MUSCLE BMALA TrellisSBMA ITR DNAformer TReconLM
2 | 3.96e-1(7.08¢e-2) 1.59e-1(527¢-2) 2.07e-1(6.62¢-2) 2.39e-1(7.67¢-2) 4.19e-1 (6.63¢-2) 1.55e-1(5.41e-2) 2.66e-1(8.58¢-2) 1.42e-1 (5.31e-2)
3 | 3.85e-1(7.23¢-2) 1.58e-1(5.28¢-2) 1.50e-1 (6.21e-2) 1.74e-1(7.77¢-2) 4.04e-1 (7.19¢-2) 2 1.45e-1 (9.23¢-2)  6.56e-2 (4.11¢-2)
4 3.73e-1 (7.41e-2)  1.69e-1 (5.68¢-2) 1.07e-1 (5.19¢-2) 1.46e-1 (7.65¢-2) 1.43e-1 (8. 2) 8.70e-2 (7.63¢-2) 3.81e-2 (3.12¢-2)
5 | 3.62e-1(7: 1.62e-1 (5.49¢-2)  8.11e-2 (4.66e-2) 1.19e-1(7.38¢-2) 1.0le-1(7.01e-2) 4.95e-2 (5.66¢-2) 2.17e-2 (2.33e-2)
6 | 3.55e-1(7.59-2) 1.62e-1 (5.55¢- 7.23e-2 (4.32¢-2) 9.84e-2 (6.83¢-2) 1.10e-1 (8.20e-2) 2.28e-2 (2.62¢-2) 2.90e-2 (4.09¢-2) 1.27e-2 (1.73e-2)
7 | 3.49e-1 (7.62e-2)  1.65e-1 (5.68¢ 6.64e-2 (4.07¢-2) 8.22e-2 (6.37¢-2) 8.1le-2 (6.84e-2) 1.44e-2 (2.01e-2) 1.83e-1(3.00e-2) 7.75e-3 (1.32¢-2)
8 | 3.45e-1(7.45¢-2) 1.70e-1 (5.85¢-2) 5.81e-2(3.79¢-2) 7.36e-2 (6.05¢-2) 6.30e-2 (5.93¢-2) 9.19e-3 (1.51e-2) 1.18e-2 (2.27¢-2) 4.79e-3 (1.01e-2)
9 | 3.39-1(743¢-2) 1.75e-1 (6.14¢-2) 4.98e-2 (3.48¢-2) 6.23e-2 (5.62¢-2) 4.86e-2 (5.15¢-2) 5.53e-3 (I.11e-2) 7.46e-3 (1.69¢-2) 2.90e-3 (7.63¢-3)
10 | 3.34e-1(7.50e-2) 1.78e-1 (6.15¢-2) 4.49e-2 (3.26¢-2) 5.37e-2 (5.27¢-2) 3.62e-2 (4.25¢-2) 3.77e-3 (8.86e-3) 5.05e-3 (1.41e-2) 1.75e-3 (5.87¢-3)
Failure rate

N \ RobuSeqNet VS MUSCLE BMALA TrellisSBMA ITR DNAformer TReconLM
2 1.00e+0 1.00e+0 1.00e+0 1.00e+0 1.00e+0 1.00e+0 1.00e+0 9.99¢-1

3 1.00e+0 1.00e+0 9.99-1 9.96e-1 1.00e+0 9.99-1 9.73e-1 9.62¢-1

4 1.00e+0 1.00e+0 9.94e-1 9.85e-1 9.88e-1 9.45e-1 8.97e-1 8.44e-1

5 1.00e+0 1.00e+0 9.7%-1 9.63e-1 9.62e-1 8.45e-1 7.67e-1 6.73e-1

6 1.00e+0 1.00e+0 9.71e-1 9.25e-1 9.50e-1 6.66e-1 6.22e-1 4.91e-1

7 1.00e+0 1.00e+0 9.64e-1 8.90e-1 9.01e-1 5.20e-1 4.80e-1 3.43e-1

8 1.00e+0 1.00e+0 9.44e-1 8.58¢-1 8.58¢-1 3.98e-1 3.83e-1 2.32¢-1

9 1.00e+0 9.99-1 9.17e-1 8.10e-1 7.85e-1 2.80e-1 2.6le-1 1.52e-1

10 1.00e+0 9.99¢-1 9.00e-1 7.65¢e-1 7.06e-1 2.12e-1 1.88e-1 9.52¢-2
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Table 5: Results for the Noisy-DNA dataset (see Figure ). Pretrained models (p) and finetuned
models (f).

Levenshtein distance dr,
N ‘ RobuSeqNet (f) VS MUSCLE BMALA TrellisBMA ITR TReconLM (p) DNAformer (f) TReconLM (f)
2 | 4.05e-1 (1.27¢-1) 3.92e-1 (1.75¢-1) 4.35e-1(1.32¢-1) 4.39e-1 (1.15¢-1) 5.44e-1(1.06¢e-1) 3.83e-1(1.77¢-1) 3.89e-1 (1.39%-1) 4.07e-1(1.64c-1) 3.33e-1 (1.95¢-1)
3 | 3.77e-1(1.34e-1) 3.86e-1(1.71e-1) 4.12e-1 (1.45¢-1) 4.07e-1 (1.35¢-1) 5.23e-1(1.11e-1) 5.57e-1(1.50c-1) 3.45e-1(1.52¢-1) 3.47e-1(1.72¢-1) 2.95e-1 (2.07¢-1)
4 | 3.68e-1 (1.30e-1) 3.85e-1 (1.64c-1) 3.71e-1(1.40e-1) 3.98e-1(1.36¢-1) 4.51e-1(2.00e-1) 3.71e-1 (1.60e-1) 3.23e-1 (1.55¢-1) 3.19e-1 (1.74e-1) 2.74e-1 (2.11e-1)
5
6
7
8
9

3.48e-1 (1.33¢-1) 3.88e-1(1.62e-1) 3.48e-1 (1.44e-1) 3.78e-1 (1.45¢-1) 3.90e-1 (2.08¢-1) 3.58e-1 (1.74e-1) 2.98e-1 (1.56e-1) 2.79e-1 (1.83e-1) 2.36e-1 (1.16e-1)
3.45e-1 (1.33¢-1) 3.78e-1 (1.65¢-1) 3.47e-1(1.41e-1) 3.72e-1(1.53¢-1) 4.27e-1(2.0%-1) 3.12e-1 (1.70e-1) 2.89e-1 (1.52¢-1) 2.62e-1 (1.80e-1) 2.16e-1 (2.15¢-1)
3.26e-1 (1.33¢-1) 3.66e-1 (1.67e-1) 3.34e-1 (1.45¢-1) 3.54e-1(1.6le-1) 3.74e-1(2.20e-1) 2.93e-1(1.77e-1) 2.71e-1 (1.55¢-1) 2.38e-1 (1.86e-1) 1.93e-1 (2.12¢-1)
3.23e-1 (1.32¢-1) 3.77e-1 (1.60e-1) 3.30e-1 (1.46¢-1) 3.51e-1(1.56e-1) 3.09e-1 (1.87¢e-1) 2.76e-1 (1.75¢-1) 2.64e-1 (1.54e-1) 2.27e-1 (1.85¢-1) 1.77e-1 (2.12¢-1)
3.18e-1 (1.29¢-1) 3.77e-1 (1.56¢-1) 3.19e-1 (1.43¢-1) 3.45e-1(1.68¢-1) 2.9le-1 (1.85¢-1) 2.69e-1 (1.76¢-1) 2.59e-1 (1.55¢-1) 2.14e-1 (1.82¢-1) 1.66e-1 (2.09¢-1)
10 | 3.22e-1 (1.30e-1) 3.80e-1 (1.51e-1) 3.21e-1(1.47¢-1) 3.46e-1 (1.68¢-1) 3.37e-1 (2.17¢-1) 2.67e-1 (1.78¢-1) 2.61e-1(1.58¢-1) 2.18e-1(2.29%-1) 1.66e-1 (2.10e-1)

Failure rate

N ‘ RobuSeqNet (f) VS MUSCLE BMALA TrellisBMA ITR TReconLM (p) DNAformer (f) TReconLM (f)
2 9.9%-1 9.94e-1 1.00e+0 1.00e+0 1.00e+0 9.93e-1 1.00e+0 9.99%-1 9.83e-1
3 9.99-1 9.96e-1 9.99-1 1.00e+0 1.00e+0 1.00e+0 1.00e+0 9.92e-1 9.45¢-1
4 1.00e-0 9.97e-1 9.98e-1 1.00e+0 9.98e-1 9.91e-1 9.99-1 9.82e-1 9.19%-1
5 9.98e-1 9.95e-1 9.94e-1 1.00e+0 9.95e-1 9.89%-1 1.00e+0 9.61e-1 8.57e-1
6 9.98e-1 9.95e-1 9.96e-1 9.99e-1 9.92e-1 9.79%-1 9.98e-1 9.5le-1 8.20e-1
7 9.98e-1 9.93e-1 9.97e-1 1.00e+0 9.91e-1 9.70e-1 1.00e+0 9.13e-1 7.59-1
8 9.98e-1 9.96e-1 9.94e-1 1.00e+0 9.87e-1 9.66e+0 9.99e+0 8.91e-1 7.12e-1
9 9.97e-1 9.97e-1 9.93e-1 9.99e-1 9.91e-1 9.6le-1 9.99e+0 8.84e-1 6.85e-1
10 9.97e-1 9.95e-1 9.91e-1 1.00e+0 9.86e-1 9.67e+0 9.99e+0 8.77e-1 6.54e-1

Table 6: Results for the Microsoft dataset (see FigureE[). Pretrained models (p) and finetuned models
®.

Levenshtein distance dr,

N \ RobuSegNet (f) AN MUSCLE BMALA TrellisBMA ITR TReconLM (p) DNAformer (f) TReconLM (f)
2 | 1.92e-1 (8.01e-2) 5.67e-2(2.90e-2) 6.69e-2 (3.11e-2) 1.25e-1(6.62¢-2) 1.91e-1 (8.78¢-2) 5.39e-2 (3.03¢-2) 5.34e-2 (2.87¢-2) 7.34e-2 (4.77¢-2) 4.22e-2 (2.88¢-2)
3 | 1.37e-1(6.68¢-2) 5.73e-2(2.96e-2) 4.82e-2(2.39¢-2) 5.19e-2 (4.01e-2) 1.55e-1(7.25¢-2) 9.04e-2 (3.97¢-2) 1.55e-2 (1.52¢-2) 1.82e-2 (2.26e-2) 1.22e-2 (1.60e-2)
4 | L.1de-1(6.39¢-2) 7.33e-2(591e-2) 1.45e-2(1.30e-2) 3.98e-2 (3 2) 1.49e-2 (1.60, 7.84e-3 (1.12¢-2) 7.34e-3 (1.08¢-2) 8.61e-3 (1.84¢-2) 4.10e-3 (9.10e-3)
5 | 1.04e-2(5.92¢-2) 6.30e-2 (3.95¢-2) 9.22e-3 (1.03¢-2) 2.81e-2 (3.22¢-2) 1.11e-2(1.37 5.53e-3 (9.27¢-3) 4.50e-3 (8.98¢-3) 5.25¢-3 (1.54e-2) 2.70e-3 (7.58¢-3)
6 | 8.85e-2(5.64c-2) 6.10e-2 (3.92¢-2) 8.20e-3 (9.74e-3) 2.18e-2 (2.56¢-2) 7.05e-3 (1.15¢ 2.83e-3 (5.96e-3) 2.29e-3 (6.00e-3) 2.26e-3 (8.31e-3) 1.41e-3 (5.00e-3)
7 | 8.04e-2(5.41e-2) 6.17e-2 (4.40e-2) 8.61e-3 (1.00e-2) 1.54e-2 (2.14¢-2) 5.48e-3 (1.01e-2) 1.96e-3 (5.14¢-3) 1.74e-3 (5.38¢-3) 1.39e-3 (4.78¢-3) 1.04e-3 (4.37¢-3)
8 | 7.39e-2 (5.24e-2) 6.26e-2 (4.62¢-2) 4.78e-3 (7.10e-3) 1.31e-2 (2.15¢-2) 4.82e-3 (1.0le-2) 1.68e-3 (4.72¢-3) 1.50e-3 (5.05¢-3) 1.30e-3 (8.58¢-3) 5.39e-4 3)
9 | 6.57e-2 (4.69%-2) 6.50e-2 (4.77¢-2) 3.86e-3 (6.64e-3) 1.06e-2 (1.71c-2) 4.49e-3 (9.51e-3) 1.52e-3 (4.13¢-3) 1.19e-3 (4.62¢-3) 1.05e-3 (5.58¢-3) 6.36e-4 (3.48¢-3)
10 | 7.36e-2 (5.49¢-2) 7.04e-2 (5.07¢-2) 3.32e-3 (5.85¢-3) 8.95e-3 (1.83¢-2) 3.42e-3 (8.34e-3) 1.27e-3 (3.90e-3) 1.14e-3 (4.47¢-3) 1.08e-3 (6.23¢-3) 4.15e-4 (2.92¢-3)
Failure rate
N ‘ RobuSeqNet (f) VS MUSCLE BMALA TrellisBMA ITR TReconLM (p) DNAformer (f) TReconLM (f)
2 9.95e-1 9.75e-1 9.92e-1 9.95e-1 9.99e-1 9.51e-1 9.6le-1 9.70e-1 8.93e-1
3 9.9%-1 9.9%-1 9.82e-1 9.03e-1 9.93e-1 9.91e-1 6.35e-1 6.14e-1 4.87e-1
4 9.81e-1 9.69e-1 7.3%-1 8.6le-1 6.09e-1 4.22¢-1 3.8%-1 3.41e-1 2.16e-1
5 9.75e-1 9.71e-1 5.76e-1 7.30e-1 4.96e-1 3.38e-1 2.41le-1 2.10e-1 1.37e-1
6 9.53e-1 9.73e-1 5.32e-1 6.36e-1 3.54e-1 2.19e-1 1.49-1 1.17e-1 8.81e-2
7 9.49-1 9.55e-1 5.78e-1 5.00e-1 2.79%-1 1.49-1 1.04e-1 8.96e-2 6.11e-2
8 9.32e-1 9.60e-1 3.65e-1 5.17e-1 2.3le-1 1.36e-1 9.23e-2 5.71e-2 3.30e-2
9 9.14e-1 9.50e-1 3.05e-1 4.15e-1 2.35e-1 1.35e-1 7.00e-2 4.97e-2 3.61e-2
10 9.15e-1 9.57e-1 2.79%-1 3.22e-1 1.71e-1 1.10e-1 6.85¢-2 4.34e-2 2.28e-2
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Example prompt for GPT-40 mini:

We consider a reconstruction problem of DNA sequences. We want to reconstruct a DNA sequence
consisting of 60 characters (either A,C,T or G) from 5 noisy DNA sequences.

These noisy DNA sequences were generated by introducing random errors (insertion, deletion, and
substitution of single characters).

The task is to provide an estimate of the ground truth DNA sequence.

Here are some examples:

Example #1

Input DNA sequences:

1. GATACGGATTGTGCTCGAGTGGATACTGGTATAGAGAAGAGAGTAATGCTAAGGTAG

2. ATATAGGACTGTTCCTCGAAGTGGATACTGTACAAAAATCAGAAGCGAGTAAGGTAG

3. GATCAGGATTGTACTCGAGTGCTACTGTACAAAGCGTCAGAGGTGCCATAGGTACG

4. GATAAAGGGACGTTGCCCGAGTGATACTGTCAAAGCGTAAAAGAGATGCTAGGTG

5. GGATCAAGGATTGCTTGTCGAGTGTGATACTGTACAATGATCAGAAGAGATTAATAG
Correct output:
GATAAAGGATTGTTGCTCGAGTGGATACTGTACAAAGAGTCAGAAGAGATGCTAAGGTAG

Example #2

Input DNA sequences:

1. AAACCCTTACGGGTCGAATACATCTTATCCGAGCGCCTCAAGGAGTAGCGATTCCTAC
2. AAACCCATAGGGTCCAAAAATATTTACCGTGCACTCCGAAAGGGAGTATCGTTGATA
3. AAACACTTGGGGTCGAAAAAATACTATCCGTGTACCCCAGAGGTGTAGTGTCTCATAC
4. AACCTGAGGGTCGAAACTGTTGATCCGTGCACCTCATGAGGGTGTCGCGGCATGC

5. AAACCTTAGGGCTCGAATACATATTTACCGTGCACCTCCAGAGGAGTAGCGTTTCAA
Correct output:
AAACCCTTAGGGTCGAATACATATTTATCCGTGCACCTCCAGAGGAGTAGCGTTTCATAC

Example #3

Input DNA sequences:

1. TGCCCCGACGATATGCCGGCGGATACACTCTCACGATCGTCAAGTATATCCGTTAA

2. ATGCCCGACGCTTCTGGCCGGATACACTCAACAATCGTCACCGTTTATCCGATAA

3. ATGCCCGACGAATGCTGGCCGGATACACTTACACGATGTCAATGATATCCGAGTG

4. ATGCCCACGAGTATGCTGCCGGATCCTCACAAATCGTCAAGTTATATCCCGATAT

5. ATGCCCGATAATATATGGCGGACTCCACTCTACACGTCGTCAAGTTATATCCCGTTAG
Correct output:
ATGCCCGACGATATGCTGGCCGGATACACTCTACACGATCGTCAAGTTATATCCCGTTAT

Task:

Reconstruct the DNA sequence from the following noisy input sequences.

Input DNA sequences:

1. GGTCCCTAGAAGGATTGGATGCTGTTCGCGGGTATCTAATGTTGTGCCTTGGTGCAT
2. AGGTCGCCCAGAAGTGATATGGTCGCTGGCGCGGCATCTAATTTGTGACATCTTGAT
3. AGGTTACCCTGATAGTGATGTAGTGTGCATTTCGCGGCTCTATGTTGTGCCTGTTGCT
4. AGGTCCTAGTAAGGTATATGCATGCGGTCGCGGCTCTAATGTTGTGCTTGAGTTGCT
5. AGCTCCGTAGAGGAATGATGCTGTTCGCCGGCATTAGATGTGTGCCTCGGTTGCT
Provide an estimate of the ground truth DNA sequence consisting of 60 characters in the

format ***estimated DNA sequence*** - use three * on each side of the estimated DNA sequence.

Figure 13: Three-shot prompt example for GPT-40 mini.
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