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ABSTRACT

Despite the growing popularity of graph attention mechanisms, their theoretical
understanding remains limited. This paper aims to explore the conditions un-
der which these mechanisms are effective in node classification tasks through the
lens of Contextual Stochastic Block Models (CSBMs). Our theoretical analysis
reveals that incorporating graph attention mechanisms is not universally bene-
ficial. Specifically, by appropriately defining structure noise and feature noise
in graphs, we show that graph attention mechanisms can enhance classification
performance when structure noise exceeds feature noise. Conversely, when fea-
ture noise predominates, simpler graph convolution operations are more effective.
Furthermore, we examine the over-smoothing phenomenon and show that, in the
high signal-to-noise ratio (SNR) regime, graph convolutional networks suffer from
over-smoothing, whereas graph attention mechanisms can effectively resolve this
issue. Building on these insights, we propose a novel multi-layer Graph Attention
Network (GAT) architecture that significantly outperforms single-layer GATs in
achieving perfect node classification in CSBMs, relaxing the SNR requirement
from ω(

√
log n) to ω(

√
log n/ 3

√
n). To our knowledge, this is the first study to

delineate the conditions for perfect node classification using multi-layer GATs.
Our theoretical contributions are corroborated by extensive experiments on both
synthetic and real-world datasets, highlighting the practical implications of our
findings.

1 INTRODUCTION

Graph Neural Networks (GNNs) have become essential tools for analyzing graph-structured data,
with applications in social networks (Fan et al., 2019), biology (Gligorijević et al., 2021), computer
vision (Ma et al., 2022) and recommendation systems (Wu et al., 2020; 2022a). A foundational
approach within GNNs is the Graph Convolutional Network (GCN) (Kipf & Welling, 2022), which
aggregates information from a node’s neighbors to generate feature representations. Building on
GCNs, Graph Attention Networks (GATs) (Veličković et al., 2018) introduce the graph attention
mechanism that dynamically assigns weights to neighboring nodes based on the similarity of their
features, thereby enhancing performance by prioritizing the most relevant information.

Despite the growing interest in graph attention mechanisms (Wang et al., 2019c; Lee et al., 2019;
Wang et al., 2019a;b; Hu et al., 2020), the understanding of when and why they are effective re-
mains limited. While these mechanisms are designed to prioritize relevant nodes in a graph, their
effectiveness appears to be highly influenced by the graph’s properties, particularly in the presence
of noise. The graph data commonly used in contemporary tasks is featured graph, containing both
topological and node feature information. Consequently, two types of noise emerge: structure noise
and feature noise. Structure noise disrupts graph connections, complicating the accurate identifi-
cation of community structures. Feature noise refers to inaccuracies in node feature information,
such as imprecise values or excessive similarity among features of different nodes, which can lead
to incorrect classifications (Yang et al., 2024). Given that both types of noise have the potential to
affect the performance of attention mechanisms, a critical question arises: What factors influence
the effectiveness of graph attention mechanisms, and how do structure noise and feature noise
impact their performance in different scenarios?
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This paper addresses this question by providing an in-depth theoretical analysis of the graph atten-
tion mechanism. We employ the Contextual Stochastic Block Model (CSBM) (Deshpande et al.,
2018), a commonly used tool for simulating graph structures and node features to model real graph
data. In the CSBM, the graph structure is generated using the well-known Stochastic Block Model
(SBM) (Holland et al., 1983)—a random graph model that consists of community structures, while
the node features are generated through a Gaussian Mixture Model (GMM) (Reynolds et al., 2009).
A key focus in the CSBM is the signal-to-noise ratio (SNR) of the node features, linked to the mean
and variance parameters of the GMM. A higher SNR indicates greater distinguishability of the node
features. By utilizing the CSBM, we can precisely control levels of structure noise and feature noise
by tuning model parameters—structure noise relates to connection probabilities between different
communities in the SBM, while feature noise is defined as the inverse of the SNR1. Moreover, we
use node classification, a fundamental task in graph learning that is widely employed to explore
GNN properties (Baranwal et al., 2023; Wei et al., 2022), as a benchmark to assess the effectiveness
of graph attention mechanisms across different levels of structure and feature noise.

Through our investigation, we provide a clear understanding of how graph attention mechanisms
can be leveraged more effectively, and identify scenarios where simpler GCNs may provide better
performance. By rigorously analyzing the impact of graph attention in the context of CSBM, this
paper not only advances theoretical understandings but also provides valuable insights for practical
applications in various domains. Our main contributions are as follows:

Main Contributions

• Inspired by (Fountoulakis et al., 2023), we design a non-linear graph attention mechanism and
show that its effectiveness is comparable to the mechanism in (Fountoulakis et al., 2023), while
being simpler and easier to analyze (Theorem 1). Then, by analyzing the changes in SNR after
applying graph attention layers (Theorem 2), we show that the graph attention mechanism is not
always effective. Specifically, when the structure noise of the graph exceeds the feature noise,
incorporating graph attention is beneficial, with higher attention intensity yielding better results.
Conversely, when the feature noise of the nodes is greater than the structure noise, using graph
attention can degrade node classification performance. In such cases, a simple graph convolution
is more effective (see Section 3.2.1 for details).

• We investigate the impact of the graph attention mechanism on the over-smoothing problem. First,
we introduce a refined definition of over-smoothing in an asymptotic setting where the number
of nodes n approaches infinity, highlighting its occurrence when the network depth is O(n). We
then show that for featured graphs generated by the CSBM, the graph attention mechanism is able
to resolve the over-smoothing issue in the high SNR regime (see Theorem 3).

• Building on our analysis of the graph attention mechanism, we design an effective multi-
layer GAT and demonstrate that it significantly outperforms the single-layer GAT in achiev-
ing perfect node classification (see Definition 1). Specifically, the requirement is relaxed from
SNR= ω(

√
log n) as stated in (Fountoulakis et al., 2023), to SNR= ω(

√
log n/ 3

√
n) (see The-

orem 4). To our knowledge, this is the first study to examine the conditions for perfect node
classification with multi-layer GATs.

• We conduct extensive experiments on synthetic datasets, as well as on three widely used real-
world datasets, to validate our theoretical findings.

1.1 RELATED WORKS

In recent years, there has been growing interest in the theoretical analysis of GNNs, particularly us-
ing the CSBMs (Baranwal et al., 2021; 2023; Luan et al., 2023; Adam-Day et al., 2024; Wang et al.,
2024; Javaloy et al.). Among these works, the two most relevant to our study are (Fountoulakis
et al., 2023; Javaloy et al.), whose settings are partially adopted in our work. Fountoulakis et al.
(2023) primarily investigate the role of graph attention mechanisms in the presence of structural
noise, where the graph itself provides limited information. They are the first to establish the feasi-
ble region for achieving perfect node classification using a single-layer GAT. Motivated by similar
challenges, Javaloy et al. propose a learnable GAT, termed L-CAT, which combines the strengths

1We refer readers to Eqn. 5 for detailed definitions of structure noise, feature noise, and SNR.
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of GCNs and GATs to address cases where GATs may not always outperform GCNs. Our work
broadens this perspective by analyzing the effects of both structural and feature noise on graph at-
tention mechanisms. We identify the precise regimes where GCNs or GATs perform better, extend
the feasible region for perfect node classification to multi-layer GATs, and achieve improved results
on sparse graphs compared to Javaloy et al..

The issue of over-smoothing in GNNs has also garnered extensive attention (Xu et al., 2018; Keriven,
2022; Liu et al., 2020; Yang et al., 2020; Zhao & Akoglu). Two closely related works are (Wu
et al., 2022b; 2024), both of which theoretically explore the over-smoothing problem in GNNs. Wu
et al. (2022b) analyzes how the SNR evolves through GCN layers within the CSBM framework,
showing that GCNs experience over-smoothing after O(log n/ log(log n)) layers. In (Wu et al.,
2024), the authors examine the impact of the graph attention mechanism on over-smoothing and
concludes that it does not resolve the issue. In contrast, this paper investigates the effect of the graph
attention mechanism on over-smoothing within the CSBM framework, demonstrating that under
suitable conditions, a well-designed GAT can avoid over-smoothing for up to Θ(n) layers.

Finally, research on community detection within SBMs is also pertinent to our study (Abbe, 2018;
Abbe & Sandon, 2015; Zhang & Zhou, 2016; Zhang & Tan, 2022; Chen et al., 2020). Specifically,
the problem of community detection in CSBMs has recently attracted considerable attention from
statisticians, including investigations into thresholds for exact and almost exact recovery and algo-
rithm design (Lu & Sen, 2023; Deshpande et al., 2018; Braun et al., 2022; Duranthon & Zdeborova,
2024; Dreveton et al., 2024). The node perfect classification problem examined in this paper is
analogous to performing exact node recovery in the community detection problem.

2 PRELIMINARIES AND PROBLEM SETUP

Notations: For any positive integer a, let [a] ≜ {1, 2, . . . , a}. For an undirected graph G with n
nodes, we use the adjacency matrix A ∈ {0, 1}n×n to represent the graph, such that for any (i, j) ∈
[n]× [n], Aij = 1 if i and j are connected, and Aij = 0 otherwise. Besides, we consider a featured
graph where we use X ∈ Rn×d to represent the features for all n nodes, with Xi ∈ R1×d denoting
the feature of node i. When the dimension d = 1 (as considered in Section 2.1 and from Section 3
onwards), we use un-bold letters X or Xi instead. We use standard asymptotic notations, including
O(.), o(.), Ω(.), ω(.), and Θ(.), to describe the limiting behaviour of functions/sequences (Leiserson
et al., 2001).

Let ∥·∥F be the Frobenius norm. Let sgn(·) denote to the sign function that maps a number to −1,
0, or 1 based on its sign. Let Φ(·) be the cumulative distribution function of the standard Gaussian
distribution. For an event ∆, we denote by 1{∆} the indicator function, which equals 1 if ∆ is true
and 0 otherwise.

2.1 CONTEXTUAL STOCHASTIC BLOCK MODEL (CSBM)

We consider a CSBM with a balanced setting where the n nodes are divided into two classes of
approximately equal size. Let ϵ1, ϵ2, . . . , ϵn ∼ Bern(1/2) be n independent Bernoulli random
variables, and the class assignment is given by Ck = {j ∈ [n] | ϵj = k}, where k ∈ {0, 1}. For a
pair of nodes i, j in the same class, they are connected with probability p, i.e., Aij ∼ Bern(p); for a
pair of nodes i, j in different classes, they are connected with probability q, i.e., Aij ∼ Bern(q). For
simplicity, we assume node features are one-dimensional (i.e., d = 1), with X ∈ Rn representing
the node feature vector of all n nodes and Xi denoting the feature of node i. We employ a one-
dimensional GMM with parameters (µ, σ) to generate the feature of each node as Xi ∼ N((2ϵi −
1)µ, σ2), and we assume µ > 0. Let (A, X) ∼ CSBM(p, q, µ, σ) denote the featured graph sampled
from the above CSBM.

2.2 GRAPH CONVOLUTION AND GRAPH ATTENTION MECHANISM

The following provides an overview of graph convolution operations and graph attention mecha-
nisms in their general form. We then detail the multi-layer GAT for CSBMs, where each layer
consists of a simplified graph convolution layer combined with an attention mechanism.

3
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Graph convolution operation: For a node i ∈ [n] with feature Xi ∈ Rd, the output feature X′
i

after one layer of graph convolution is

X′
i = α

( ∑
j∈[n]

AijdijΘXj

)
, dij ≜ (

∑
l∈[n]

Ail)
−1, (1)

where Θ ∈ Rd′×d is a learnable matrix, dij is the inverse of the degree of node i and is used for
normalization, and α(·) represents a non-linear activation function.

Graph attention mechanism: Graph attention mechanism enables nodes in a graph to focus on
relevant edges when aggregating information, based on the similarity between node features. As-
suming an edge connects two nodes i and j, and Xi and Xj are the features of these two nodes, the
attention mechanism is defined as: Ψ(Xi,Xj) ≜ f(WXi,WXj), where f : Rd′ ×Rd′ → R and
W ∈ Rd′×d is another learnable matrix.

For any node i, let Ni be the set of neighbors of node i. Then, the attention coefficient cij for a node
i and its neighbor j ∈ Ni is calculated using a softmax function

cij ≜
exp(Ψ(Xi,Xj))∑

k∈Ni
exp(Ψ(Xi,Xk))

. (2)

By substituting cij for dij in Eqn. 1, we get the output after one layer of the attention-based graph
convolution as

X′
i = α

( ∑
j∈[n]

AijcijWXj

)
. (3)

Since a graph attention mechanism can consist of multiple layers of neural networks, this paper
standardizes the definition of a GAT layer as given in Eqn. 3, regardless of the specific attention
mechanism used, to avoid confusion. This definition implies that each layer in the GAT includes a
graph convolution operation that incorporates a graph attention mechanism.

Generalization to multi-layer GAT in the CSBM: The previous discussion explained the stan-
dard operation of each GAT layer. However, we make some adjustments for the CSBM-generated
data. First, recall from Section 2.1 that we assume each node feature Xi ∈ R is one-dimensional,
thus the learnable matrices Θ and W are unnecessary. Additionally, to simplify our analysis, the
non-linear activation function α(·) is applied only to the last layer of the multi-layer GAT. Conse-
quently, the output of each GAT layer is X ′

i =
∑

j∈[n] AijcijXj .

For a multi-layer GAT with L ≥ 1 layers, the output feature of node i at the l-th layer is given by

X l
i =

∑
j∈[n]

Aijc
l−1
ij X l−1

j , and XL
i = sgn

( ∑
j∈[n]

Aijc
L−1
ij XL−1

j

)
, (4)

where X l−1
i is the output feature of node i in the (l − 1)-th layer, and {cl−1

ij }j∈Ni
are the attention

coefficients of its neighbors derived from the features of the (l − 1)-th layers. Here, XL
i is the final

output of this GAT, i.e., the classification result for node i.

Remark 1 In a multi-layer GAT, neighbor coefficients vary across layers and depend on the node
features of each specific layer, unlike GCNs that merely average neighbor information. Note that
Eqn. 4 illustrates the single-head attention setting, which is the primary focus of this paper.

2.3 PERFECT NODE CLASSIFICATION

This paper considers the node classification problem for CSBMs using multi-layer GATs, with per-
fect node classification serving as the evaluation metric. This metric is equivalent to exact recov-
ery (Abbe et al., 2015) in the community detection literature.

Definition 1 (Perfect node classification) Suppose we have a GAT with L layers. For a given
node i, we say that the GAT correctly classifies this node if its output XL

i satisfies XL
i = 1 when

i ∈ C1, and XL
i = −1 when i ∈ C0. We say this GAT achieves perfect node classification if it

correctly classifies all the nodes simultaneously with probability at least 1− o(1).

4
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3 MAIN RESULTS

This section presents a number of results derived in this paper. We begin by introducing the graph
attention mechanism used and analyzed in our work (Section 3.1). In Section 3.2, we investigate the
conditions under which the graph attention mechanism proves effective on node classification task.
Next, we delve into the influence of the graph attention mechanism on the over-smoothing issue in
Section 3.3. Following our analysis, we assess the enhancements that a well-designed multi-layer
GAT can bring to the node classification task compared to a single-layer GAT (see Section 3.4).

Before diving into the main text, we first define signal-to-noise ratio (SNR), structure noise Snoise,
and feature noise Fnoise, as these concepts are essential for the subsequent analysis:

SNR ≜
µ

σ
, Snoise ≜

p+ q

p− q
, Fnoise ≜ SNR−1. (5)

Following Fountoulakis et al. (2023), we introduce the following assumption to focus on homophilic,
reasonably dense graphs that cover many practical graph data. The assumption is primarily moti-
vated by the requirements of the proof technique. For sparser graphs, alternative proof techniques
would be required.

Assumption 1. p, q = Ω(log2 n/n) and p > q.

3.1 A SIMPLE NON-LINEAR GRAPH ATTENTION MECHANISM AND ITS PERFORMANCE

In this section, we first present a graph attention mechanism inspired by Fountoulakis et al. (2023)
and then demonstrate that its performance in node classification is comparable to that of the mecha-
nism described in (Fountoulakis et al., 2023), within a single-layer GAT setting.

In the homophilic CSBMs, edges between nodes in the same class, referred to as intra-class edges,
should receive higher weights, while edges between nodes in different classes, referred to as inter-
class edges, should receive lower weights. Therefore, the goal of incorporating graph attention
mechanisms in CSBMs is to more effectively distinguish between intra-class and inter-class edges.
Fountoulakis et al. (2023) framed this as an “XOR” problem and addressed it using a two-layer
neural network. A detailed description of their attention mechanism is provided in Appendix B.
However, their approach is computationally complex and challenging to analyze, particularly for
multi-layer GATs. Therefore, we propose a simpler non-linear function to approximate the attention
mechanism from (Fountoulakis et al., 2023), as detailed below.

Proposed graph attention mechanism: For a node i and its neighbor j, with Xi and Xj repre-
senting their respective features, the graph attention mechanism used in this paper is defined as

Ψ(Xi, Xj) ≜

{
t if Xi ·Xj ≥ 0,

−t if Xi ·Xj < 0,
(6)

where t > 0 is referred to as the attention intensity.

Next, we compare the performance of the two attention mechanisms described above, using perfect
node classification as the evaluation metric and focusing on the single-layer GAT scenario.

Perfect Node Classification for Single-Layer GAT: Section 3 of (Fountoulakis et al., 2023)
demonstrates that the graph attention mechanism proposed in their work can achieve perfect node
classification when SNR = ω(

√
log n), which is referred to as the “easy regime”. In this study,

we are also interested in the influence of SNR on node classification when employing our designed
attention mechanism in Eqn. 6. Pleasingly, we prove that in the aforementioned “easy regime”, a
single-layer GAT equipped with the attention mechanism in Eqn. 6 is equally capable for perfect
node classification. This implies that our designed attention mechanism is as efficient as those intro-
duced in Fountoulakis et al. (2023). The aforementioned result is summarized in Theorem 1 below.

Theorem 1 For a featured graph (A, X) ∼ CSBM(p, q, µ, σ), suppose that SNR = ω(
√
log n) and

that Assumption 1 is satisfied. Then, employing the graph attention mechanism in Eqn. 6, a single-
layer GAT, as specified in Eqn. 4 with L = 1, is capable of achieving perfect node classification
(i.e., perfectly classifying all nodes with probability at least 1− o(1)).

5
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3.2 WHEN DOES GRAPH ATTENTION MECHANISM HELP NODE CLASSIFICATION?

The previous subsection shows that node classification performance is inherently linked to the SNR,
while in this subsection we investigate the conditions under which GAT layers can enhance the
SNR and when they fail to do so. Two type of noises, Snoise and Fnoise (as defined in Eqn. 5), are
considered. Note that Snoise increases as p and q get closer, making the graph less informative. As
Fnoise increases, the SNR decreases, resulting in less informative node features. The key implications
from our findings is that when Snoise exceeds Fnoise, the graph attention mechanism is effective, with
higher attention intensity t yielding better performance. Conversely, when Fnoise predominates and
Snoise is relatively low, the graph attention mechanism is less effective, and a high attention intensity
may even be detrimental.

Since the SNR is correlated with the expectations and variances of the node features, below we
first present the changes in the expectations and variances of the node features after a GAT layer
(Theorem 2). Before introducing the theorem, we first define N p

i as the set of neighbors of node i
that are in the same class as node i, and N q

i as the set of neighbors from the different class.

Theorem 2 For any node i ∈ Cϵi where Xi ∼ N((2ϵi−1)µ, σ2), let X ′
i represent the node feature

after a single GAT layer, with E[X ′
i] denoting the expectation of X ′

i and Var(X ′
i) denoting the

variance. Then, there exist two computable functions F (·) and F̂ (·) such that as n tends to infinity,
with probability at least 1− o(1), we have
• lim
n→+∞

E[X′
i]

(2ϵi−1)µ′ = 1,where µ′ ≜ F (µ, σ, t, |N p
i |, |N

q
i |),

• lim
n→+∞

Var(X′
i)

(σ′)2 = 1,where (σ′)2 ≜ F̂ (µ, σ, t, |N p
i |, |N

q
i |).

The detailed expressions of F (·) and F̂ (·) are provided in Appendix C.

It is important to highlight that, unlike simple graph convolutions, graph attention mechanisms per-
form non-linear operations on node features. As a result, the output node features no longer follows
a simple Gaussian distribution, making the analysis non-trivial. To tackle this challenge, we con-
duct a case-by-case examination of the non-linear attention mechanism, calculating expectations and
variances for each scenario and aggregating the results (see Appendices E and F). The key to these
calculations lies in the higher-order moments of the truncated Gaussian distribution (see Lemma 4).
Additionally, during the simplification process, we were pleasantly surprised to find two seemingly
different pairs of sequences whose sums converge to the same limit. We provide a proof for this
observation, which led to the final expression (see Lemmas 5 and 6).

The following corollary specializes Theorem 1 to several specific parameter regimes.

Corollary 1 For the expectation and variance of X ′
i in Theorem 2, the following statements hold,

• If t = 0, then µ′ = p−q
p+qµ and (σ′)2 = 1

n(p+q)σ
2.

• If SNR= ω(
√
log n), then µ′ = pet−qe−t

pet+qe−tµ and (σ′)2 = 1
n(p+q)σ

2.

• If SNR= o(1) and t = O(1), then µ′ = Θ
(

p−q
p+qµ

)
and (σ′)2 = Θ

((
(et − e−t)2 + 1

n(p+q)

)
σ2
)

.

Remark 2 In Corollary 1, when t = 0, the GAT layer reduces to a simple graph convolution layer.
In this case, our conclusions on expectation and variance align with the results in (Wu et al., 2022b).

3.2.1 DISCUSSIONS

Having obtained the expectation and variance (i.e., µ′ and σ′) after a GAT layer, we will now dis-
cuss the effectiveness of the graph attention mechanism in two distinct cases. Notably, our goal is
to increase the SNR (i.e., increase µ′/σ′ compared to µ/σ) after applying the GAT layer, as this
enhances node classification performance, which serves as the criterion for evaluating the efficacy
of the graph attention mechanism.

Graph attention mechanism helps when: Snoise = ω(1) and Fnoise = o( 1√
logn

).

6
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In this case, where structure noise is high and feature noise is low, based on Corollary 1, we obtain

µ′

σ′ =
√
n · δ(t) · µ

σ
, where δ(t) ≜

√
(pet − qe−t)2

pe2t + qe−2t
. (7)

Note that δ(t) has a unique inflection point at t = 1
2 log

q
p < 0 and is monotonically increasing in the

interval t > 0. Thus, the graph attention mechanism proves effective, with the improvement in the
SNR becoming more pronounced as the attention strength t increases. When the attention strength
is sufficiently large, the SNR can be enhanced by up to µ′/σ′ =

√
np · µ/σ.

Graph attention mechanism does not help when: Snoise = O(1) and Fnoise = ω(1).

Now we consider the case where feature noise is high and structure noise is low. It follows from
Corollary 1 that

µ′

σ′ = Θ

(
p− q

p+ q
·
(
c1 · (et − e−t)2 + c2 ·

1

n(p+ q)

)− 1
2

)
· µ
σ
. (8)

For the above expression, it is clear that as t increases, µ′/σ′ decreases. Furthermore, we observe
that if t is not infinitesimal, meaning (et− e−t)2 is constant, then passing through such a GAT layer
does not necessarily guarantee an increase in the SNR. This implies that the GAT layer may not serve
a useful purpose. Therefore, when feature noise predominates, using the attention mechanism can
be counterproductive. In this case, simple graph convolution (with t = 0) performs better, yielding
an improvement in SNR of µ′/σ′ = Θ(

√
n(p+ q)) · µ/σ.

Remark 3 Note that the previous discussion does not cover all possible parameter regimes of Fnoise
and Snoise, and below we present our comments or conjectures for the remaining regimes. When
Snoise = ω(1) and Fnoise = Ω( 1√

logn
), both structure and feature noise are strong, meaning the

feature graph contains very little information. In such a scenario, no method is likely to perform
well in node classification, making the discussion of the attention mechanism meaningless. When
Snoise = O(1) and 1√

logn
≪ Fnoise ≪ 1, we conjecture that the graph attention mechanism may

have some effect, but a smaller value of t would be required. When Snoise = O(1) and Fnoise =
o( 1√

logn
), both structure and feature noise are minimal, leading to strong performance from both

GCN and GAT, with little additional benefit from the graph attention mechanism.

To summarize, our theoretical analysis indicates that the graph attention mechanism is not always
effective for node classification tasks. When Fnoise is high and Snoise is low, it performs worse than
simple graph convolutions. This occurs because graph convolution leverages structure information
for message passing, whereas the graph attention mechanism assigns edge weights based on feature
similarity. Under these conditions, GAT’s weights become unreliable and may introduce additional
noise. This finding complements the results in Fountoulakis et al. (2023), which highlighted the
benefits of graph attention in reducing structure noise. Furthermore, carefully timing the application
of graph attention can enhance SNR in both scenarios.

3.3 HOW DOES GRAPH ATTENTION MECHANISM AFFECT OVER-SMOOTHING?

We begin by introducing a formal definition of over-smoothing, based on the definition in Rusch
et al. (2023) with some improvements. Our improvement stems from a consensus regarding the
issue of over-smoothing, namely, that over-smoothing tends to occur in shallow layers relative to the
number of nodes in the graph (Yang et al., 2020; Wu et al., 2022b). To facilitate our analysis, we
consider the scenario where the number of nodes n approaches infinity, and assume that the number
of layers L in the GNN is O(n). The refined definition of oversmoothing is as follows

Definition 2 (Over-smoothing) For an undirected featured graph G with A being the adjacency
matrix and X being the the features of all nodes, we say γ : Rn → R≥0 is a node-similarity
measure if it satisfies the following axioms:
• ∃ c ∈ R such that Xi = c for all i ∈ [n] if and only if γ(X) = 0, for X ∈ Rn;
• γ(X + Y ) ≤ γ(X) + γ(Y ), for all X,Y ∈ Rn.
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We denote the output node features after l layers as X(l). For a GNN with L layers (where L =
O(n)), we define over-smoothing to occur if there exist constants C1, C2 > 0 such that for all
l ∈ [L]: γ(X(l)) ≤ C1e

−C2lγ(X(0)).

In this paper, we employ a node-similarity measure function similar to Wu et al. (2024), which has
been proved to satisfy the above axioms and takes the form

γ(X) ≜
1√
n
∥X − 1 · 1T

n
X∥F . (9)

The difference from (Wu et al., 2024) is that the function γ we use incorporates normalization;
however, this does not prevent it from serving as a node-similarity measure.

The above definition of over-smoothing is a general one applicable to any featured graph. Within the
CSBM, it becomes apparent that over-smoothing is related to the model’s parameters, particularly
the model’s expectation and variance. The following lemma describes their relationship.

Lemma 1 For a featured graph (A, X) ∼ CSBM(p, q, µ, σ), as n approaches infinity, with proba-
bility at least 1− o(1), the node-similarity measure in Eqn. 9 satisfies: lim

n→+∞
γ(X)√
µ2+σ2

= 1.

We focus on cases with low feature noise, i.e., SNR = ω(
√
log n), as the previous section con-

cluded that when feature noise is high, the attention mechanism offers no improvement for node
classification. Therefore, discussing over-smoothing in such cases is irrelevant.

The following theorem demonstrates that when SNR is sufficiently high, GCN suffers from over-
smoothing, while the graph attention mechanism can resolve the over-smoothing problem.

Theorem 3 Assume that SNR= ω(
√
log n). Based on Definition 2, the graph convolutional net-

works suffer from over-smoothing. However, when t = ω(
√
log n), networks with graph attention

mechanisms can prevent this over-smoothing phenomenon.

To prove Theorem 3, we begin by analyzing how the expectations of node features evolve through
multiple layers of GCN or GAT. Subsequently, we use Lemma 1 to assess how the node-similarity
measure function changes in these two network architectures, allowing us to determine whether over-
smoothing occurs. Specifically, for an L-layer GCN, we show that γ(X(l)) = (1 − 2q

p+q )
lγ(X(0))

holds for every l ∈ [L], indicating that over-smoothing occurs. In contrast, for an L-layer GAT
with L = O(n) and t = ω(

√
log n), we demonstrate that γ(X(l)) = (1 − 2q

pe2t+q )
lγ(X(0)) =

Θ(γ(X(0))) holds for every l ∈ [L], thereby resolving the over-smoothing problem according to
Definition 2. The detailed proof is provided in Appendix H. A synthetic experiment is presented in
Section 4.1, and the results (see Figure 1c) support this theoretical result.

3.4 PERFECT NODE CLASSIFICATION IN MULTI-LAYER GATS

Based on the preceding discussion, we have identified scenarios where the graph attention mech-
anism enhances node classification and mitigates the over-smoothing issue. Leveraging these in-
sights, we can strategically design more effective multi-layer GATs for node classification tasks, i.e.,
using our proposed graph attention mechanism with different values of t for different layers. Further-
more, we show that the well-designed multi-layer GATs can significantly relax the “easy regime”
conditions required by single-layer GATs to achieve perfect node classification (Theorem 1).

Theorem 4 For a featured graph (A, X) ∼ CSBM(p, q, µ, σ), suppose p = a log2 n
n and q = b log2 n

n

where a > b > 0 are positive constants2. When SNR = ω
(√

logn
3
√
n

)
, there exists a multi-layer GAT

capable of achieving perfect node classification.

By comparing Theorem 4 with Theorem 1, we find that the multi-layer GATs can significantly ex-
pand the conditions for achieving perfect node classification from SNR = ω(

√
log n) to SNR =

2Here, we adopt a slightly stricter assumption than Assumption 1 to ensure that the structure noise is not
excessively large.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

ω(
√
log n/ 3

√
n) when the structure noise is not excessively high. This represents a considerable

advancement, indicating that while previously an infinitely large SNR used to be required for per-
fect classification, now even an infinitely small SNR suffices. This underscores the superior noise
tolerance of multi-layer GATs compared to single-layer GATs.

In our proof, we employ a hybrid network combining GCN and GAT layers (introduced in Ap-
pendix J). Specifically, for layers where the input SNR is less than

√
log n, we utilize graph convo-

lution layers without the attention mechanism (i.e., setting t = 0). As the SNR increases beyond√
log n after multiple layers of graph convolution, we switch to graph attention layers with higher

values of t. This design ensures that each layer effectively enhances the SNR while preventing the
over-smoothing problem.

Importantly, although this approach is tailored for the CSBM for theoretical convenience, it also
offers practical insights for GAT design in real-world applications. In scenarios with substantial
feature noise, one can initially set a low intensity for the graph attention mechanism to fully leverage
structure information. As the network depth increases, the intensity of the attention mechanism can
be gradually increased to prevent premature over-smoothing.

4 EXPERIMENTS

In this section, we perform extensive experiments on both synthetic and real-world datasets to vali-
date the theorems and findings of this paper. The synthetic datasets are created using CSBMs, while
the real-world datasets include the widely used Citeseer, Cora, and Pubmed, utilizing the default
train-test splits provided by PyTorch Geometric (Fey & Lenssen, 2019). The characteristics of the
real-world datasets are provided in Table 2 in Appendix K. All experiments are conducted on a
machine equipped with an Intel(R) Xeon(R) Silver 4215R CPU @ 3.20GHz, 64GB RAM, and an
NVIDIA GeForce RTX 3090.

Figure 1: Results of the four experiments conducted on synthetic datasets. Here, Figure 1a shows
the results of node classification with high Snoise and low Fnoise; Figure 1b presents the results for
node classification with high Fnoise and low Snoise; Figure 1c shows the results of the over-smoothing
experiment; and Figure 1d illustrates node classification results across three different networks.

4.1 SYNTHETIC DATASETS

We conduct four experiments on synthetic datasets. Experiments 1 and 2 are designed to validate
the conclusions from Section 3.2.1 on the conditions under which the graph attention mechanism
is effective. Experiments 3 and 4 are aimed at confirming Theorems 3 and 4, respectively. In all
experiments, the CSBMs used to generate the data share some identical settings: n = 3000, σ = 10,
p = a log2 n

n , and q = b log2 n
n , where a and b are positive constants. For Experiments 1, 2, and 4,

classification accuracy is used as the evaluation metric, defined as
∑

i∈[n] 1{XL
i = 2ϵi − 1}/n. All

results are averaged over 100 trials.

For Experiment 1, we investigate the effectiveness of the graph attention mechanism in a high Snoise
and low Fnoise scenario. We use a four-layer GAT as specified in Eqn. 4 with the attention mechanism
defined in Eqn. 6, setting the attention intensity to t. We fix µ = 2σ

√
log n and b = 2, and explore

cases with a = 2.1, a = 2.5, and a = 3. Classification accuracy as a function of t is recorded, with
each data point representing the average of 100 independent trials, as shown in Figure 1a. The trends
in Figure 1a indicate that the graph attention mechanism enhances classification performance under
these conditions, supporting the conclusions in Section 3.2.1. Performance improvements become
more pronounced with higher values of t and Snoise.

Experiment 2 examines a scenario with low Snoise and high Fnoise. We fix a = 6 and b = 2, and
test three values for µ: 2, 5, and 10, while recording the relationship between classification accuracy

9
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and t. Using a three-layer GAT with a uniform attention intensity t across all layers, we find that
classification accuracy decreases with increasing t, indicating that the graph attention mechanism
becomes counterproductive. This observation corroborates the conclusions drawn in Section 3.2.1
regarding the conditions under which the graph attention mechanism fails.

Experiment 3 aims to validate Theorem 3, which suggests that the graph attention mechanism can
prevent over-smoothing under certain conditions. We set a = 2, b = 3, and u = 10, using the
similarity metric γ from Eqn. 9 to measure node similarity. We construct a 100-layer GAT, varied
t, and record changes in γ after each attention layer, as shown in Figure 1c. The results show that,
for small values of t, γ decreases exponentially, indicating over-smoothing. As t increases, the rate
of decrease in γ slows, and for sufficiently large t, the node similarity metric γ approximates a
linear decline rather than an exponential one. This indicates that, under the current settings, over-
smoothing can be eliminated when t is sufficiently large.

In Experiment 4, we compare three graph neural network models for node classification across
different SNRs, setting to a = 2 and b = 4. The first model is a four-layer GCN. The second
is a four-layer GAT with fixed attention intensity t = 5. The third model, referred to as GAT*,
uses a gradually increasing attention intensity, with values of [0, 0.5, 0.5, 5] across the four layers.
Figure 1d shows that GAT* consistently delivers the highest classification accuracy, especially at low
SNRs, where it significantly outperforms the other models. As SNR increases, GAT’s performance
approaches that of GAT*, with both models surpassing GCN. The figure also highlights the line
SNR =

√
logn
3
√
n

. When SNR exceeds approximately 2
√
logn
3
√
n

, GAT* achieves perfect classification
accuracy, thus validating Theorem 4.

Figure 2: Experimental results on real-world datasets. Figures 2a, 2b and 2c illustrate the results for
the Citeseer, Cora and Pubmed datasets, respectively.

4.2 REAL-WORLD DATASETS

We select three commonly used real-world datasets, Citeseer, Cora and Pubmed, and constructed
three different models to compare their classification accuracy under varying levels of feature noise.
Specifically, we build a two-layer GCN, a two-layer GAT, and a hybrid model where the first layer
is a graph convolution layer and the second layer is a graph attention layer, referred to as GAT*.
To control the feature noise, we added Gaussian noise with zero mean to the features of the three
datasets, where the noise intensity is determined by the variance of the Gaussian distribution. The
experiment tracked the classification accuracy of the three models as a function of the Gaussian
noise intensity, with the results shown in Figure 2. From Figure 2, we observe that when the feature
noise is small, GAT outperforms GCN. However, as the feature noise increases, GAT’s performance
begins to fall behind that of GCN, which is consistent with our theoretical analysis in Section 3.2.1.
Furthermore, GAT* exhibits greater robustness to feature noise, maintaining high accuracy regard-
less of the noise strength, which also validates our theoretical results in Section 3.4.

Additionally, we also conduct experiments comparing the performance of our proposed attention
mechanism with the mechanism from (Fountoulakis et al., 2023) on real-world datasets. Due to
space limitations, we have included this part in Appendix L.

5 CONCLUSION

This paper analyzes the graph attention mechanism using CSBM, revealing its potential failures un-
der certain conditions. We rigorously define its effective and ineffective ranges based on structure
and feature noise and explore its role in mitigating the over-smoothing problem, particularly in high
SNR regime. We also propose a multi-layer GAT, establishing conditions for perfect node classifi-
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cation and demonstrating its superiority over single-layer GATs. Our findings provide insights for
practical applications, such as selecting graph attention based on graph data characteristics and de-
signing noise-robust networks, which we validate through experiments on real datasets. Future work
may involve GNNs with non-linear activation functions in each layer, multi-head attention mech-
anisms, or graph transformer modules. Additionally, exploring the performance of graph attention
mechanisms on tasks beyond node classification, such as link prediction and graph classification, is
also worthwhile.
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A OUTLINE OF APPENDICES

Outline: In Appendix B, we provide additional details on the graph attention mechanism designed
in (Fountoulakis et al., 2023) and explain how the mechanism used in this paper approximates it.
Appendix C supplements definitions and a vital lemma that will be referenced throughout the proofs.
Appendix D presents the proof of Theorem 1. Appendices E and F provide the proof of Theorem 2
in two parts: the expectation and variance components. Appendix G details the proof of Corollary 1,
while Appendix H covers the proof of Lemma 1. Appendix I provides the proof of Theorem 3, and
Appendix J presents the proof of Theorem 4. Appendix K includes additional proofs of lemmas, and
Appendix L gives the results of additional experiments.
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B GRAPH ATTENTION MECHANISM IN (FOUNTOULAKIS ET AL., 2023)

In the referenced work (Fountoulakis et al., 2023), the authors indicate that the edge classification
problem is essentially an “XOR problem” and have designed a two-layer neural network architecture
Ψ to address this XOR issue, as detailed below,

Ψ(Xi, Xj) ≜ rT LeakyRelu
(
S

[
Xi

Xj

])
, (10)

where

S ≜

 1 1
−1 −1
1 −1
−1 1

 , r ≜ R ·

 1
1
−1
−1

 (11)

where R > 0 is the scaling parameter. Furthermore, LeakyRelu(·) is a non-linear activation function
characterized as

LeakyRelu(x) =
{
x if x ≥ 0,

βx if x < 0,

where β > 0 typically refers to a very small constant.

Substituting Eqn. 11 into Eqn. 10, we have

Ψ(Xi, Xj) =


−2R(1− β)Xi, if Xj ≤ −|Xi|,
2R(1− β)sgn(Xi)Xj , if − |Xi| < Xj < |Xi|,
2R(1− β)Xi, if Xj > |Xi|.

(12)

Then we find that when the features of the two input nodes, Xi and Xj , have the same sign, the
value of Ψ is greater than 0. Conversely, when Xi and Xj have opposite signs, the value of Ψ is less
than 0. After applying the softmax function, edges with positive Ψ values are considered intra-class
edges and are assigned higher weights, while edges with negative Ψ values are treated as inter-class
edges and are given lower weights. Additionally, the disparity in the weights can be regulated by the
scaling parameter R.

Motivated by the preceding insights, in this paper we abandon the neural network framework and
adopt a simpler graph attention mechanism for CSBM, that is,

Ψ(Xi, Xj) ≜

{
t if Xi ·Xj ≥ 0,

−t if Xi ·Xj < 0,
(13)

where t > 0 serves a similar role to R, which we refer to as the attention intensity.

Additionally, it is worth noting that the attention mechanism proposed in (Fountoulakis et al., 2023)
can handle cases where the dimensionality of node features d is greater than 1. In (Fountoulakis
et al., 2023), when the CSBM generates node features, the following change occurs: for a node i,
its feature Xi is generated by N((2ϵi − 1)µ, σ2I) , where µ ∈ Rd, σ ∈ R and I ∈ {0, 1}d×d

is the identity matrix. Thus, for a pair of nodes (i, j) and their features Xi and Xj , the attention
mechanism in (Fountoulakis et al., 2023) becomes

Ψ(Xi,Xj) ≜ rT LeakyRelu

(
S

[
µT

∥µ∥Xi

µT

∥µ∥Xj

])
, (14)

where S and r follow from Eqn. 11.

In this case, our proposed attention mechanism can also approximate the above-mentioned one with
minor modifications, leading to the following expression:

Ψ(Xi,Xj) ≜

{
t if µTXi · µTXj ≥ 0,

−t if µTXi · µTXj < 0.
(15)

By comparing Eqns. 14 and 15, we observe that our proposed attention mechanism eliminates two
matrix multiplication operations, resulting in greater efficiency.

Note that since the node features in real datasets have d > 1, the attention mechanisms in Eqns. 14
and 15 are employed in experiments with real datasets in Appendix K.

14
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C PRELIMINARIES FOR PROOFS

We begin by providing the complete expressions for functions F (µ, σ, t, |N p
i |, |N

q
i |) and

F̂ (µ, σ, t, |N p
i |, |N

q
i |), which were omitted in Theorem 2 of the main text. For simplicity, we define

y ≜
σ√
2π

e−
µ2

2σ2 , z ≜ Φ
(µ
σ

)
, A(z, t) ≜ et

(
y + µ(1− z)

)
+ e−t

(
− y + µz

)
,

B(z, t) ≜ e2t
(
µy + µ2(1− z) + σ2(1− z)

)
+ e−2t

(
− µy + µ2z + σ2z

)
−A2(z, t).

(16)

Then we present that

F (µ, σ, t, |N p
i |, |N

q
i |) = S (z, t, |N p

i |, |N
q
i |) · T

(
z, y, t, |N p

i |, |N
q
i |
)
, where (17)

S (z, t, |N p
i |, |N

q
i |) ≜

|Np
i |∑

r=0

|N q
i |∑

s=0

(|Np
i |
r

)(|N q
i |
s

)
(1− Φ

(
µ
σ

)
)|N

q
i |−s+r · Φ|Np

i |+s−r
(
µ
σ

)
(r + s)et + (|Ni| − r − s)e−t

,

T
(
z, y, t, |N p

i |, |N
q
i |
)

≜ |N p
i | ·

(
(1− z)A(z, t) + zA(z,−t)

)
− |N q

i | ·
(
(1− z)A(z,−t) + zA(z, t)

)
;

(18)
and

F̂ (µ, σ, t, |N p
i |, |N

q
i |) = Ŝ (z, t, |N p

i |, |N
q
i |) · T̂

(
z, y, t, |N p

i |, |N
q
i |
)
, where (19)

Ŝ (z, t, |N p
i |, |N

q
i |) ≜

|Np
i |∑

r=0

|N q
i |∑

s=0

(|Np
i |
r

)(|N q
i |
s

)
(1− Φ

(
µ
σ

)
)|N

q
i |−s+r · Φ|Np

i |+s−r
(
µ
σ

)
((r + s)et + (|Ni| − r − s)e−t)

2 ,

T̂
(
z, y, t, |N p

i |, |N
q
i |
)
≜ (|N p

i |
2 + |N q

i |
2) · (et − e−t)2 · z(1− z) · (2y + µ(1− 2z))2+

2|N p
i ||N

q
i | · (e

t − e−t) ·
(
− 2(1− z)y + µz(1− 2z)

)
·
(
(1− z)A(z, t) + zA(z,−t)

)
+

|N p
i | ·

(
(1− z)B(z, t) + zB(z,−t)

)
+ |N q

i | ·
(
(1− z)B(z,−t) + zB(z, t)

)
.

(20)

Then we introduce an important lemma from the referenced paper (Fountoulakis et al., 2023), which
plays a key role in the proofs of several theorems. This lemma concerns a series of high-probability
events, which can be proven by directly use of the Chernoff bound and the union bound. See Foun-
toulakis et al. (2023) for the detailed proof.

Lemma 2 Consider the following events,

1. ∆1: |C0| = n
2 ±O(

√
n log n) and |C1| = n

2 ±O(
√
n log n).

2. ∆2: for each node i ∈ [n], |Ni| = n(p+q)
2

(
1±

√
logn
10

)
.

3. ∆3: for each node i ∈ [n], |N p
i | = |Ni| · p

p+q

(
1±

√
logn
10

)
and |N q

i | = |Ni| · q
p+q

(
1±

√
logn
10

)
.

4. ∆4: for each node i ∈ [n], |Xi −E[Xi]| ≤ 10σ
√
log n.

Suppose that Assumption 1 holds. For a featured graph (A, X) sampled from CSBM(p, q, µ, σ), the
event ∆ ≜ ∆1 ∩∆2 ∩∆3 ∩∆4 happens with probability at least 1− o(1).

D PROOF OF THEOREM 1

Without loss of generality, we first discuss a node i that belongs to C1. For any neighbor j ∈ N p
i ,

using the graph attention Ψ defined in Eqn. 6, we have

P{Ψ(Xi, Xj) = t} = P{Xi ·Xj ≥ 0} =
(
1− Φ

(µ
σ

))2
+Φ2

(µ
σ

)
,

P{Ψ(Xi, Xj) = −t} = P{Xi ·Xj < 0} = 2
(
1− Φ

(µ
σ

))
Φ
(µ
σ

)
.

(21)
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The following lemma gives a tail bound of Φ.

Lemma 3 Assume a random variable y ∼ N(0, 1), then for any constant s > 0, the following tail
bound holds,

P{y ≥ s} = Φ(s) ≤ min

{
1

2
e−

s2

2 ,
1

s
√
2π

e−
s2

2

}
. (22)

Proof: See Appendix K for the detailed proof. □

Next, we illustrate the concentration of the attention coefficients in the easy regime. Consider the
probability of the following event of node i,

P{∀j ∈ N p
i : Xi ·Xj ≥ 0} = 1− P{∃j ∈ N p

i : Xi ·Xj < 0}
(i)

≥ 1− 2 · |N p
i | ·

(
1− Φ

(µ
σ

))
Φ
(µ
σ

)
(ii)

≥ 1− 2 · |N p
i | ·

1

ω(
√
log n)

√
2π

· e−
ω(log n)

2

(iii)

≥ 1− 2 · |N p
i | · o(

1

n
√
log n

) = 1− o(1),

(23)

where (i) is derived using the union bound, (ii) follows from SNR= µ
σ = ω(

√
log n) and Lemma 3,

(iii) is due to the fact that |N p
i | = O(n).

Similarly, for the inter-class neighbors of node i, we have
P{∀j ∈ N q

i : Xi ·Xj < 0} = 1− o(1). (24)
Then, for any j ∈ N p

i , the attention coefficient cij , with high probability, is determined as

cij =
exp(Ψ(Xi, Xj))∑

k∈Ni
exp(Ψ(Xi, Xk))

=
exp(Ψ(Xi, Xj))∑

k∈Np
i
exp(Ψ(Xi, Xk)) +

∑
k′∈N q

i
exp(Ψ(Xi, Xk′))

(i)
=

et

|N p
i |et + |N q

i |e−t

(25)

where (i) is due to Eqn. 23 and Eqn. 24.

Accordingly, for any j′ ∈ N q
i ,

cij′ =
e−t

|N p
i |et + |N q

i |e−t
, w.h.p.. (26)

Then, after a single-layer GAT as outlined in Eqn. 4 with L = 1, the output of node i is determined
as

X ′
i = sgn

( ∑
j∈[n]

AijcijXj

)
= sgn

( ∑
j∈Np

i

cijXj +
∑

j′∈N q
i

cij′Xj′

)
(i)
=

w.h.p.
sgn
( |N p

i |et

|N p
i |et + |N q

i |e−t
· (µ± 10σ

√
log n) +

|N q
i |e−t

|N p
i |et + |N q

i |e−t
· (−µ± 10σ

√
log n)

)
(ii)
=

w.h.p.
sgn
(pet − qe−t

pet + qe−t
· µ · (1± o(1))

)
,

(27)
where (i) directly follows from the high probability events ∆4 in Lemma 2 and Eqn. 25- 26, (ii) is
due to the high probability event ∆3 in Lemma 2 and the fact that µ = ω(σ

√
log n). Notably, for a

sufficienst large t, we have
pet − qe−t

pet + qe−t
= 1− 2q

pe2t + q
= 1− o(1). (28)
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Thus, Eqn. 27 can be further calculated as

X ′
i

w.h.p.
= sgn

(
µ · (1± o(1))

)
= 1. (29)

Likewise, for any node i′ ∈ C0, it can be proven that, with high probability, the output X ′
i′ equals

−1.

E PROOF OF THEOREM 2 (EXPECTATION PART)

We first present two lemmas that play a significant role in the proofs of the expectation part of
Theorem 2.

Lemma 4 Assume a random variable x ∼ N(µ, σ2) with f(x) being the probability density func-
tion of x, then 

∫ +∞
0

xf(x) dx = σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(
µ
σ

) )
,∫ 0

−∞ xf(x) dx = − σ√
2π

e−
µ2

2σ2 + µΦ
(
µ
σ

)
,

(30)

and 
∫ +∞
0

x2f(x) dx = µ σ√
2π

e−
µ2

2σ2 + µ2
(
1− Φ

(
µ
σ

) )
+ σ2

(
1− Φ

(
µ
σ

) )
,∫ 0

−∞ x2f(x) dx = −µ σ√
2π

e−
µ2

2σ2 + µ2Φ
(
µ
σ

)
+ σ2Φ

(
µ
σ

)
.

(31)

Accordingly, if x ∼ N(−µ, σ2), then
∫ +∞
0

xf(x) dx = σ√
2π

e−
µ2

2σ2 − µΦ
(
µ
σ

)
,∫ 0

−∞ xf(x) dx = − σ√
2π

e−
µ2

2σ2 − µ
(
1− Φ

(
µ
σ

) )
,

(32)

and 
∫ +∞
0

x2f(x) dx = −µ σ√
2π

e−
µ2

2σ2 + µ2Φ
(
µ
σ

)
+ σ2Φ

(
µ
σ

)
,∫ 0

−∞ x2f(x) dx = µ σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(
µ
σ

) )
+ σ2

(
1− Φ

(
µ
σ

) )
.

(33)

Proof: Refer to Appendix K for the complete proof. □

Lemma 5 Assume 0 < x < 1/2, for any constants t > 0 and k > 0, let

Γ(n,m) ≜
n∑

i=0

m∑
j=0

(
n
i

)(
m
j

)
(1− x)m+i−jxn−i+j

((i+ j)et + (n+m− i− j)e−t)k
.

Then the following equation holds

lim
n,m→+∞

Γ(n,m)

Γ(n+ c1,m+ c2)
= 1, (34)

where c1 and c2 are positive integer constants.

Proof: See Appendix K for the full proof. □

For the expectation part of Theorem 2, without loss of generality, assume that node i ∈ C1, then we
have

X ′
i =

∑
j∈Np

i

Xj · eΨ(Xi,Xj)∑
l∈Ni

eΨ(Xi,Xl)
+
∑

j′∈N q
i

Xj′ · eΨ(Xi,Xj′ )∑
l∈Ni

eΨ(Xi,Xl)
. (35)

And the expectation of X ′
i is then given by

E[X ′
i] = E

[ ∑
j∈Np

i

Xj · eΨ(Xi,Xj)∑
l∈Ni

eΨ(Xi,Xl)
+
∑

j′∈N q
i

Xj′ · eΨ(Xi,Xj′ )∑
l∈Ni

eΨ(Xi,Xl)

]
(i)
= |N p

i | · E
[ Xj · eΨ(Xi,Xj)∑

l∈Ni
eΨ(Xi,Xl)︸ ︷︷ ︸
A

]
+ |N q

i | · E
[ Xj′ · eΨ(Xi,Xj′ )∑

l∈Ni
eΨ(Xi,Xl)︸ ︷︷ ︸
B

]
,

(36)
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where (i) follows from the fact that each node’s feature is generated independently.

Next, we calculate E[A] and E[B] in Eqn.36 separately.

E.1 CALCULATION OF E[A]

Calculating E[A] essentially entails determining the expectation of a joint probability distribution,
with the random variables of this distribution being the features of node i and the features of all the
neighboring nodes of i. Here, we denote them as {X1, X2, . . . , X|Ni|}. Then, for every j ∈ N p

i , it
follows that

E
[ Xj · eΨ(Xi,Xj)∑

l∈Np
i
eΨ(Xi,Xl) +

∑
l′∈N q

i
eΨ(Xi,Xl′ )

]
=

∫
Xi

∫
X1

∫
X2

..

∫
X|Ni|

Xj · eΨ(Xi,Xj)∑
l∈Np

i
eΨ(Xi,Xl) +

∑
l′∈N q

i
eΨ(Xi,Xl′ )

· f(Xi, X1, .., X|Ni|) dXidX1dX|Ni|

(i)
=

∫
Xi

∫
X1

..

∫
X|Ni|

Xj · eΨ(Xi,Xj)∑
l∈Np

i
eΨ(Xi,Xl) +

∑
l′∈N q

i
eΨ(Xi,Xl′ )

· f(Xi)f(X1)..f(X|Ni|) dXidX1dX|Ni|,
(37)

where (i) is due to the fact that each node’s feature is generated independently.

Noting that i ∈ C1 and considering the graph attention mechanism outlined in Eqn.6, we categorize
the discussions into four cases depending on the values of Xi and Xj being above or below zero.
Thus we have

E[A]

= E[A|Xi > 0, Xj > 0] · P{Xi > 0, Xj > 0}+ E[A|Xi > 0, Xj < 0] · P{Xi > 0, Xj < 0}
+ E[A|Xi < 0, Xj > 0] · P{Xi < 0, Xj > 0}+ E[A|Xi < 0, Xj < 0] · P{Xi < 0, Xj < 0}.

(38)

Case 1: Xi > 0, Xj > 0, Ψ(Xi, Xj) = t.

Excluding node j, node i has (|N p
i |−1) intra-class neighbors and |N q

i | inter-class neighbors. Let
NR ≜ {l ∈ N p

i |Xl ≥ 0} and NS ≜ {l′ ∈ N q
i |Xl′ ≥ 0}. For some integers r, s ≥ 0, we define the

event ∆rs as

∆rs : |NR| = r and |NS | = s. (39)

For every j ∈ N p
i , given that i is in C0, it follows that Xj ∼ N(µ, σ2). Conversely, for every

j′ ∈ N q
i , Xj′ ∼ N(−µ, σ2). Then we have

∫ +∞

0

f(Xj) dXj =

∫ 0

−∞
f(Xj′) dXj′ = 1− Φ

(µ
σ

)
,∫ 0

−∞
f(Xj) dXj =

∫ +∞

0

f(Xj′) dXj′ = Φ
(µ
σ

)
.

(40)

Hence,

E[A|Xi > 0, Xj > 0] · P{Xi > 0, Xj > 0}

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

E[A|Xi > 0, Xj > 0,∆rs]P{Xi > 0, Xj > 0,∆rs}

(41)
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=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
r+1

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|Np

i |−r−1

f(Xi)f(X1) . . . f(X|Np
i |−1) dXidX1 . . . dX|Np

i |−1

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
s

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|N q

i |−s

f(X|Np
i |+1) . . . f(X|Ni|) dX|Np

i |+1 . . . dX|Ni| ·
∫ +∞

0

Xjf(Xj) dXj

(i)
=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s+1

·
(
Φ
(µ
σ

))|Np
i |−r+s−1

·
∫ +∞

0

Xjf(Xj) dXj ,

where (i) is due to Eqn. 40.

Note that Xj ∼ N(µ, σ2), according to Lemma 4, we get that∫ +∞

0

Xjf(Xj) dXj =
σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(µ
σ

))
. (42)

Hence,

E[A|Xi > 0, Xj > 0] · P{Xi > 0, Xj > 0} =

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s+1

·
(
Φ
(µ
σ

))|Np
i |−r+s−1

·

(
σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(µ
σ

)))
.

(43)

Case 2: Xi > 0, Xj < 0, Ψ(Xi, Xj) = −t.

Similar to the analysis of Case 1, we have that

E[A|Xi > 0, Xj > 0] · P{Xi > 0, Xj > 0}

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

E[A|Xi > 0, Xj > 0,∆rs] · P{Xi > 0, Xj > 0,∆rs}

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· e−t

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
r+1

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|Np

i |−r−1

f(Xi)f(X1) . . . f(X|Np
i |−1) dXidX1 . . . dX|Np

i |−1

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
s

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|N q

i |−s

f(X|Np
i |+1) . . . f(X|Ni|) dX|Np

i |+1 . . . dX|Ni| ·
∫ 0

−∞
Xjf(Xj) dXj

(44)

(i)
=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· e−t

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s+1

·
(
Φ
(µ
σ

))|Np
i |−r+s−1

·

(
− σ√

2π
e−

µ2

2σ2 + µΦ
(µ
σ

))
,
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where (i) is due to Lemma 4.

Case 3: Xi < 0, Xj > 0, Ψ(Xi, Xj) = −t.

In this case, we have that

E[A|Xi < 0, Xj > 0] · P{Xi < 0, Xj > 0}

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

E[A|Xi < 0, Xj > 0,∆rs] · P{Xi < 0, Xj > 0,∆rs}
(45)

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· e−t

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
r

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|Np

i |−r

f(Xi)f(X1) . . . f(X|Np
i |−1) dXidX1 . . . dX|Np

i |−1

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
s

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|N q

i |−s

f(X|Np
i |+1) . . . f(X|Ni|) dX|Np

i |+1 . . . dX|Ni| ·
∫ +∞

0

Xjf(Xj) dXj

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· e−t

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s

·
(
Φ
(µ
σ

))|Np
i |−r+s

·

(
σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(µ
σ

)))
.

Case 4: Xi < 0, Xj < 0, Ψ(Xi, Xj) = t.

Similarly, in this case, we get that

E[A|Xi < 0, Xj < 0] · P{Xi < 0, Xj < 0}

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

E[A|Xi < 0, Xj < 0,∆rs] · P{Xi < 0, Xj < 0,∆rs}

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s)et + (|Ni| − r − s)e−t

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
r+1

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|Np

i |−r−1

f(Xi)f(X1) . . . f(X|Np
i |−1) dXidX1 . . . dX|Np

i |−1

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
s

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|N q

i |−s

f(X|Np
i |+1) . . . f(X|Ni|) dX|Np

i |+1 . . . dX|Ni| ·
∫ 0

−∞
Xjf(Xj) dXj

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s)et + (|Ni| − r − s)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s+1

·
(
Φ
(µ
σ

))|Np
i |−r+s−1

·

(
− σ√

2π
e−

µ2

2σ2 + µΦ
(µ
σ

))
.

(46)

Recall that, for the sake of brevity, the following definations are given in Eqn. 16,

y ≜
σ√
2π

e−
µ2

2σ2 , z ≜ Φ
(µ
σ

)
, A(z, t) ≜ et

(
y + µ(1− z)

)
+ e−t

(
− y + µz

)
. (47)
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By substituting Eqns. 43-46 into Eqn. 38, we obtain

E[A]

= E[A|Xi > 0, Xj > 0] · P{Xi > 0, Xj > 0}+ E[A|Xi > 0, Xj < 0] · P{Xi > 0, Xj < 0}
+ E[A|Xi < 0, Xj > 0] · P{Xi < 0, Xj > 0}+ E[A|Xi < 0, Xj < 0] · P{Xi < 0, Xj < 0}

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s+1

·
(
Φ
(µ
σ

))|Np
i |−r+s−1

·

(
σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(µ
σ

)))

+

(|Np
i |−1
r

)(|N q
i |
s

)
· e−t

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s+1

·
(
Φ
(µ
σ

))|Np
i |−r+s−1

·

(
− σ√

2π
e−

µ2

2σ2 + µΦ
(µ
σ

))

+

(|Np
i |−1
r

)(|N q
i |
s

)
· e−t

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s

·
(
Φ
(µ
σ

))|Np
i |−r+s

·

(
σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(µ
σ

)))

+

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s)et + (|Ni| − r − s)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s+1

·
(
Φ
(µ
σ

))|Np
i |−r+s−1

·

(
− σ√

2π
e−

µ2

2σ2 + µΦ
(µ
σ

))

(i)
=

w.h.p.

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s−1

(r + s)et + (|Ni| − r − s)e−t

·

(
(1− z) ·

(
et(y + µ(1− z)) + e−t(−y + µz)

)
+ z ·

(
e−t(y + µ(1− z)) + et(−y + µz)

))

(ii)
=

w.h.p.

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
(1− z)|N

q
i |+r−sz|N

p
i |−r+s−1

(r + s)et + (|Ni| − r − s)e−t

(
(1− z)A(z, t) + zA(z,−t)

)
,

(48)
where (i) holds since Lemma 2 ensures that |Ni| = n(p+q)

2

(
1 ±

√
logn
10

)
= ω(1), and (ii) follows

from Eqn. 47.

E.2 CALCULATION OF E[B]

The process for calculating E[B] is the same as for E[A], focusing on finding the expectation of
a joint probability distribution for all the features of node i’s neighbors. Moreover, because of
the graph attention mechanism, both calculations require a discussion for when the product of Xi

and Xj′ is positive, involving four different cases. The main difference between calculating E[B]
and E[A] is that Xj′ is considered an inter-class neighbor, implying it follows a different normal
distribution, Xj′ ∼ N(−µ, σ2). Similarly, we have that

E[B] = E[B|Xi > 0, Xj > 0] · P{Xi > 0, Xj > 0}+ E[B|Xi > 0, Xj < 0] · P{Xi > 0, Xj < 0}
+ E[B|Xi < 0, Xj > 0] · P{Xi < 0, Xj > 0}+ E[B|Xi < 0, Xj < 0] · P{Xi < 0, Xj < 0}.

(49)
Additionally, we continue to use the event ∆rs as defined in Eqn. 39. Notably, with j′ being an
inter-class neighbor, r is constrained to a maximum of |N p

i |, and correspondingly, s reaches its
upper limit at (|N q

i | − 1).
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Then for the case that Xi > 0 and Xj′ > 0, we have that

E[B|Xi > 0, Xj′ > 0] · P{Xi > 0, Xj′ > 0}

=

|Np
i |∑

r=0

|N q
i |−1∑
s=0

E[B|Xi > 0, Xj′ > 0,∆rs]P{Xi > 0, Xj′ > 0,∆rs}

=

|Np
i |∑

r=0

|N q
i |−1∑
s=0

(|Np
i |
r

)(|N q
i |−1
s

)
· et

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
r+1

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|Np

i |−r

f(Xi)f(X1) . . . f(X|Np
i |) dXidX1 . . . dX|Np

i |

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
s

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|N q

i |−s−1

f(X|Np
i |+2) . . . f(X|Ni|) dX|Np

i |+2 . . . dX|Ni| ·
∫ +∞

0

Xj′f(Xj′) dXj′

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s

·
(
Φ
(µ
σ

))|Np
i |−r+s

·
∫ +∞

0

Xj′f(Xj′) dXj′

(50)

(i)
=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s

·
(
Φ
(µ
σ

))|Np
i |−r+s

·
( σ√

2π
e−

µ2

2σ2 − µΦ
(µ
σ

))
,

where (i) holds since Xj′ ∼ N(−µ, σ2) and Lemma 3.

As the other three cases follow the similar approach, we directly state the final result for E[B] as

E[B] = E[B|Xi > 0, Xj > 0] · P{Xi > 0, Xj > 0}+ E[B|Xi > 0, Xj < 0] · P{Xi > 0, Xj < 0}
+ E[B|Xi < 0, Xj > 0] · P{Xi < 0, Xj > 0}+ E[B|Xi < 0, Xj < 0] · P{Xi < 0, Xj < 0}

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s

·
(
Φ
(µ
σ

))|Np
i |−r+s

·

(
σ√
2π

e−
µ2

2σ2 − µΦ
(µ
σ

))

+

(|Np
i |−1
r

)(|N q
i |
s

)
· e−t

(r + s)et + (|Ni| − r − s)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s

·
(
Φ
(µ
σ

))|Np
i |−r+s

·

(
− σ√

2π
e−

µ2

2σ2 − µ
(
1− Φ

(µ
σ

)))

+

(|Np
i |−1
r

)(|N q
i |
s

)
· e−t

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s−1

·
(
Φ
(µ
σ

))|Np
i |−r+s+1

·

(
σ√
2π

e−
µ2

2σ2 − µΦ
(µ
σ

))
(51)
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+

(|Np
i |−1
r

)(|N q
i |
s

)
· et

(r + s)et + (|Ni| − r − s)e−t

·
(
1− Φ

(µ
σ

))|N q
i |+r−s−1(

Φ
(µ
σ

))|Np
i |−r+s+1

(
− σ√

2π
e−

µ2

2σ2 − µ
(
1− Φ

(µ
σ

)))

(i)
=

w.h.p.

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
(1− z)|N

q
i |+r−s−1z|N

p
i |−r+s

(r + s)et + (|Ni| − r − s)e−t

(
(1− z)A(z,−t) + zA(z, t)

)
,

where (i) is due to |Ni| = ω(1) and Eqn. 47.

After obtaining E[A] and E[B], by revisiting Eqn. 36, it follows that

E[X ′
i]

w.h.p.
=

|N p
i |

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
(1− z)|N

q
i |+r−sz|N

p
i |−r+s−1

(r + s)et + (|Ni| − r − s)e−t

(
(1− z)A(z, t) + zA(z,−t)

)

+ |N q
i |

|Np
i |∑

r=0

|N q
i |−1∑
s=0

(|Np
i |
r

)(|N q
i |−1
s

)
(1− z)|N

q
i |+r−s−1z|N

p
i |−r+s

(r + s)et + (|Ni| − r − s)e−t

(
(1− z)A(z,−t) + zA(z, t)

)
w.h.p.
= |N p

i | · S (z, t, |N p
i | − 1, |N q

i |) ·
(
(1− z) ·A(z, t) + z ·A(z,−t)

)
+ |N q

i | · S (z, t, |N p
i |, |N

q
i | − 1) ·

(
(1− z) ·A(z,−t) + z ·A(z, t)

)
,

(52)
where

S (z, t, |N p
i |, |N

q
i |) ≜

|Np
i |∑

r=0

|N q
i |∑

s=0

(|Np
i |
r

)(|N q
i |
s

)
(1− Φ

(
µ
σ

)
)|N

q
i |−s+r · Φ|Np

i |+s−r
(
µ
σ

)
(r + s)et + (|Ni| − r − s)e−t

.

Notably, given that Φ
(
µ
σ

)
∈ (0, 1/2) and t > 0, applying Lemma 5, it follows that

S (z, t, |N p
i | − 1, |N q

i |)
w.h.p.
= S (z, t, |N p

i |, |N
q
i | − 1) . (53)

Hence, it is sufficient to show that

E[X ′
i]

w.h.p.
= S (z, t, |N p

i |, |N
q
i |) · T (z, y, t, |N

p
i |, |N

q
i |), (54)

where

T
(
z, y, t, |N p

i |, |N
q
i |
)
≜ |N p

i |·
(
(1−z)A(z, t)+zA(z,−t)

)
−|N q

i |·
(
(1−z)A(z,−t)+zA(z, t)

)
.

Similarly, if node i belongs to community C0, by symmetry, we obtain that

E[X ′
i]

w.h.p.
= −S (z, t, |N p

i |, |N
q
i |) · T (z, y, t, |N

p
i |, |N

q
i |). (55)

Thus, for any node i ∈ Cϵi , with probability 1− o(1), E[X ′
i] equals (2ϵi − 1)µ′, where

µ′ = S (z, t, |N p
i |, |N

q
i |) · T (z, y, t, |N

p
i |, |N

q
i |). (56)

F PROOF OF THEOREM 2 (VARIANCE PART)

We first present a key lemma for proving the variance part of Theorem 2.

Lemma 6 Assume 0 < x < 1/2, for any constant t > 0, define A(n,m) ≜∑n
i=0

∑m
j=0

(ni)(
m
j )(1−x)m+i−jxn−i+j

((i+j)et+(n+m−i−j)e−t)2 , and B(n,m) ≜
(∑n

i=0

∑m
j=0

(ni)(
m
j )(1−x)m+i−jxn−i+j

(i+j)et+(n+m−i−j)e−t

)2
.

Then, for n+m → +∞, we have

A(n,m) = Θ((n+m)−2), B(n,m) = Θ((n+m)−2), A(n,m)−B(n,m) = o((n+m)−3).
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Proof: We provide the detailed proof in Section K. □

Without loss of generality, we assume that node i ∈ C1. Note that

Var(X ′
i) = E[(X

′
i)

2]− E2[X ′
i]. (57)

Since we have obtained E[X ′
i] in the proof of Theorem 2, the key now is how to calculate E[(X ′

i)
2].

By Eqn. 35, we have

(X ′
i)

2 =
( ∑

j∈Np
i

Xj · eΨ(Xi,Xj)∑
l∈Ni

eΨ(Xi,Xl)
+
∑

j′∈N q
i

Xj′ · eΨ(Xi,Xj′ )∑
l∈Ni

eΨ(Xi,Xl)

)2
=
( ∑

j∈Np
i

Xj · eΨ(Xi,Xj)∑
l∈Ni

eΨ(Xi,Xl)

)2
︸ ︷︷ ︸

A

+
( ∑

j′∈N q
i

Xj′ · eΨ(Xi,Xj′ )∑
l∈Ni

eΨ(Xi,Xl)

)2
︸ ︷︷ ︸

B

+ 2
∑
j∈Np

i

∑
j′∈N q

i

Xj ·Xj′ · eΨ(Xi,Xj) · eΨ(Xi,Xj′ )

(
∑

l∈Ni
eΨ(Xi,Xl))2︸ ︷︷ ︸

C
(58)

Thus, we have established that E[(X ′
i)

2] = E[A] + E[B] + E[C]. Subsequently, we will calculate
each of these three components in turn.

F.1 CALCULATION OF E[A]

Firstly, since the node features are generated independently, we have

E[A] = E
[( ∑

j∈Np
i

Xj · eΨ(Xi,Xj)∑
l∈Np

i
eΨ(Xi,Xl) +

∑
l′∈N q

i
eΨ(Xi,Xl′ )

)2]

= (|N p
i |

2 − |N p
i |) · E

[ Xj1 ·Xj2 · eΨ(Xi,Xj1
) · eΨ(Xi,Xj2

)

(
∑

l∈Np
i
eΨ(Xi,Xl) +

∑
l′∈N q

i
eΨ(Xi,Xl′ ))2︸ ︷︷ ︸

A1

]

+ |N p
i | · E

[ X2
j1
· e2Ψ(Xi,Xj1

)

(
∑

l∈Np
i
eΨ(Xi,Xl) +

∑
l′∈N q

i
eΨ(Xi,Xl′ ))2︸ ︷︷ ︸

A2

]
,

(59)
where j1, j2 ∈ N p

i . The key is to compute the expectations of A1 and A2.

F.1.1 CALCULATION OF E[A1]

Given that node i is in C1, and using the graph attention mechanism from Eqn. 6, we break down
the discussion into eight cases, each defined by the positive or negative values of Xi, Xj1 , and Xj2 ,
as shown in Table 1.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8
Xi ≥ 0 ≥ 0 ≥ 0 ≥ 0 < 0 < 0 < 0 < 0
Xj1 ≥ 0 ≥ 0 < 0 < 0 ≥ 0 ≥ 0 < 0 < 0
Xj2 ≥ 0 < 0 ≥ 0 < 0 ≥ 0 < 0 ≥ 0 < 0

Table 1: Different cases of Xi, Xj1 and Xj2 .

Hence, we have

E[A1] = E[A1|Case 1] · P{Case 1}+ . . .+ E[A1|Case 8] · P{Case 8}. (60)

24



1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307
1308
1309
1310
1311
1312
1313
1314
1315
1316
1317
1318
1319
1320
1321
1322
1323
1324
1325
1326
1327
1328
1329
1330
1331
1332
1333
1334
1335
1336
1337
1338
1339
1340
1341
1342
1343
1344
1345
1346
1347
1348
1349

Under review as a conference paper at ICLR 2025

Case 1: Xi ≥ 0, Xj1 ≥ 0, Xj2 ≥ 0, Ψ(Xi, Xj1) = t, Ψ(Xi, Xj2) = t.
Using the same notion of event ∆rs defined in Eqn. 39, we have

E[A1|Case 1] · P{Case 1} =

|Np
i |−2∑
r=0

|N q
i |∑

s=0

E[A1|∆rs] · P{∆rs}

=

|Np
i |−2∑
r=0

|N q
i |∑

s=0

(|Np
i |−2
r

)(|N q
i |
s

)
· e2t

((r + s+ 2)et + (|Ni| − r − s− 2)e−t)2

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
r+1

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|Np

i |−r−2

f(Xi)f(X1) . . . f(X|Np
i |−2) dXidX1 . . . dX|Np

i |−2

·
∫ +∞

0

∫ +∞

0︸ ︷︷ ︸
s

∫ 0

−∞

∫ 0

−∞︸ ︷︷ ︸
|N q

i |−s

f(X|Np
i |+1) . . . f(X|Ni|) dX|Np

i |+1 . . . dX|Ni|

·
∫ +∞

0

Xj1f(Xj1) dXj1 ·
∫ +∞

0

Xj2f(Xj2) dXj1

(i)
=

|Np
i |−2∑
r=0

|N q
i |∑

s=0

(|Np
i |−2
r

)(|N q
i |
s

)
· e2t

((r + s+ 2)et + (|Ni| − r − s− 2)e−t)2

· (1− z)|N
q
i |+r−s+1 · z|N

p
i |−r+s−2 · (y + µ(1− z))2,

(61)
where (i) follows from Lemma 4, Eqn. 40 and Eqn. 16.

Case 2: Xi ≥ 0, Xj1 ≥ 0, Xj2 < 0, Ψ(Xi, Xj1) = t, Ψ(Xi, Xj2) = −t.
Following the same approach as in case 1, we have that

E[A1|Case 2] · P{Case 2}

=

|Np
i |−2∑
r=0

|N q
i |∑

s=0

(|Np
i |−2
r

)(|N q
i |
s

)
((r + s+ 1)et + (|Ni| − r − s− 1)e−t)2

· (1− z)|N
q
i |+r−s+1 · z|N

p
i |−r+s−2 · (y + µ(1− z)) · (−y + µz).

(62)

Case 3: Xi ≥ 0, Xj1 < 0, Xj2 ≥ 0, Ψ(Xi, Xj1) = −t, Ψ(Xi, Xj2) = t.
Similarly, we have

E[A1|Case 3] · P{Case 3}

=

|Np
i |−2∑
r=0

|N q
i |∑

s=0

(|Np
i |−2
r

)(|N q
i |
s

)
((r + s+ 1)et + (|Ni| − r − s− 1)e−t)2

· (1− z)|N
q
i |+r−s+1 · z|N

p
i |−r+s−2 · (y + µ(1− z)) · (−y + µz).

(63)

Case 4: Xi ≥ 0, Xj1 < 0, Xj2 < 0, Ψ(Xi, Xj1) = −t, Ψ(Xi, Xj2) = −t.
Likewise, we have

E[A1|Case 4] · P{Case 4}

=

|Np
i |−2∑
r=0

|N q
i |∑

s=0

(|Np
i |−2
r

)(|N q
i |
s

)
· e−2t

((r + s)et + (|Ni| − r − s)e−t)2
· (1− z)|N

q
i |+r−s+1 · z|N

p
i |−r+s−2 · (−y + µz)2.

(64)
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Case 5: Xi < 0, Xj1 ≥ 0, Xj2 ≥ 0, Ψ(Xi, Xj1) = −t, Ψ(Xi, Xj2) = −t.
We get that

E[A1|Case 5] · P{Case 5}

=

|Np
i |−2∑
r=0

|N q
i |∑

s=0

(|Np
i |−2
r

)(|N q
i |
s

)
· e−2t

((r + s+ 2)et + (|Ni| − r − s− 2)e−t)2

· (1− z)|N
q
i |+r−s · z|N

p
i |−r+s−1 · (y + µ(1− z))2.

(65)

Case 6: Xi < 0, Xj1 ≥ 0, Xj2 < 0, Ψ(Xi, Xj1) = −t, Ψ(Xi, Xj2) = t.
In the same way, we find that

E[A1|Case 6] · P{Case 6}

=

|Np
i |−2∑
r=0

|N q
i |∑

s=0

(|Np
i |−2
r

)(|N q
i |
s

)
((r + s+ 1)et + (|Ni| − r − s− 1)e−t)2

· (1− z)|N
q
i |+r−s · z|N

p
i |−r+s−1 · (y + µ(1− z)) · (−y + µz).

(66)

Case 7: Xi < 0, Xj1 < 0, Xj2 ≥ 0, Ψ(Xi, Xj1) = t, Ψ(Xi, Xj2) = −t.
We obtain that

E[A1|Case 7] · P{Case 7}

=

|Np
i |−2∑
r=0

|N q
i |∑

s=0

(|Np
i |−2
r

)(|N q
i |
s

)
((r + s+ 1)et + (|Ni| − r − s− 1)e−t)2

· (1− z)|N
q
i |+r−s · z|N

p
i |−r+s−1 · (y + µ(1− z)) · (−y + µz).

(67)

Case 8: Xi < 0, Xj1 < 0, Xj2 < 0, Ψ(Xi, Xj1) = t, Ψ(Xi, Xj2) = t.
Correspondingly, it follows that

E[A1|Case 8] · P{Case 8}

=

|Np
i |−2∑
r=0

|N q
i |∑

s=0

(|Np
i |−2
r

)(|N q
i |
s

)
· e2t

((r + s)et + (|Ni| − r − s)e−t)2
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s−1 · (−y + µz)2.

(68)

Next, substituting Eqns. 61-68 into Eqn. 60, we have
E[A1] = E[A1|Case 1] · P{Case 1}+ . . .+ E[A1|Case 8] · P{Case 8}

(i)
=

w.h.p.

|Np
i |−2∑
r=0

|N q
i |∑

s=0

(|Np
i |−2
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s−2

((r + s)et + (|Ni| − r − s)e−t)2

·

(
(1− z) ·

(
et(y + µ(1− z) + e−t(−y + µz))

)2
+ z ·

(
e−t(y + µ(1− z)) + et(−y + µz)

)2)
,

(69)
where (i) holds since Lemma 2 ensures that |Ni| = n(p+q)

2

(
1±

√
logn
10

)
= ω(1).

F.1.2 CALCULATION OF E[A2]

Likewise, we categorize the discussion into four distinct cases as
E[A2]

= E[A2|Xi ≥ 0, Xj ≥ 0] · P{Xi ≥ 0, Xj ≥ 0}+ E[A2|Xi ≥ 0, Xj < 0] · P{Xi ≥ 0, Xj < 0}
+ E[A2|Xi < 0, Xj ≥ 0] · P{Xi < 0, Xj ≥ 0}+ E[A2|Xi < 0, Xj < 0] · P{Xi < 0, Xj < 0}.

(70)
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With the definition of event ∆rs in Eqn. 39, it follows that

E[A2|Xi ≥ 0, Xj ≥ 0] · P{Xi ≥ 0, Xj ≥ 0} =

|Np
i |−1∑
r=0

|N q
i |∑

s=0

E[A2|∆rs] · P{∆rs}

=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
(1− z)|N

q
i |+r−sz|N

p
i |−r+s−1

((r + s+ 1)et + (|Ni| − r − s− 1)e−t)2
(1− z)e2t

∫ +∞

0

X2
j1f(Xj1) dXj1

(i)
=

w.h.p.

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s−1

((r + s)et + (|Ni| − r − s)e−t)2

· (1− z) · e2t · (µy + µ2(1− z) + σ2(1− z)),
(71)

where (i) follows from Lemma 4.

Similarly, the results for the remaining three cases are as follows,

E[A2|Xi ≥ 0, Xj < 0] · P{Xi ≥ 0, Xj < 0}

w.h.p.
=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s−1

((r + s)et + (|Ni| − r − s)e−t)2

· (1− z) · e−2t · (−µy + µ2z + σ2z),
(72)

E[A2|Xi < 0, Xj ≥ 0] · P{Xi < 0, Xj ≥ 0}

w.h.p.
=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s−1

((r + s)et + (|Ni| − r − s)e−t)2

· (1− z) · e−2t · (µy + µ2(1− z) + σ2(1− z)),
(73)

E[A2|Xi < 0, Xj < 0] · P{Xi < 0, Xj < 0}

w.h.p.
=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s−1

((r + s)et + (|Ni| − r − s)e−t)2

· (1− z) · e2t · (−µy + µ2z + σ2z).
(74)

Subsequently, by integrating Eqn. 71 and 74 into Eqn. 70, we obtain

E[A2]
w.h.p.
=

|Np
i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s−1

((r + s)et + (|Ni| − r − s)e−t)2

·

(
(1− z) ·

(
e2t(µy + µ2(1− z) + σ2(1− z))

)
+ e−2t

(
− µy + µ2z + σ2z

)
+ z ·

(
e−2t(µy + µ2(1− z) + σ2(1− z))

)
+ e2t

(
− µy + µ2z + σ2z

))
.

(75)
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Next, substituting Eqn. 69 and 75 into Eqn. 59 yields that

E[A] = (|N p
i |

2 − |N p
i |) · E[A1] + |N p

i | · E[A2]

(i)
=

w.h.p.
(|N p

i |
2 − |N p

i |) · Ŝ (z, t, |N p
i |, |N

q
i |)

·

(
(1− z)

(
et(y + µ(1− z)) + e−t(−y + µz)

)2
+ z
(
e−t(y + µ(1− z)) + et(−y + µz)

)2)
+ |N p

i | · Ŝ (z, t, |N p
i |, |N

q
i |)

·

(
(1− z) ·

(
e2t · (µy + µ2(1− z) + σ2(1− z)) + e−2t · (−µy + µ2z + σ2z)

)
+ z ·

(
e−2t · (µy + µ2(1− z) + σ2(1− z)) + e2t · (−µy + µ2z + σ2z)

))
,

(76)
where Ŝ (z, t, |N p

i |, |N
q
i |) is defined in Eqn. 20, and (i) is due to Lemmas 5 and 6.

F.2 CALCULATION OF E[B]

The calculation of E[B] follows the exact same steps as that of E[A]. Initially, leveraging the
independence of the node features, we decompose the entire expectation into the expectations of
two distinct types of random variables, as indicated in Eqn. 59. Following this, we calculate the
expectations of these parts separately through different cases. For the sake of succinctness, we
provide the final expressions directly as follows,

E[B] w.h.p.
= (|N q

i |
2 − |N q

i |) · Ŝ (z, t, |N p
i |, |N

q
i |)

·

(
(1− z)

(
et(y − µz) + e−t(−y − µ(1− z))

)2
+ z
(
e−t(y − µz) + et(−y − µ(1− z))

)2)
+ |N q

i | · Ŝ (z, t, |N p
i |, |N

q
i |)

·

(
(1− z) ·

(
e2t · (−µy + µ2z + σ2z) + e−2t · (µy + µ2(1− z) + σ2(1− z))

)
+ z ·

(
e−2t · (−µy + µ2z + σ2z) + e2t · (µy + µ2(1− z) + σ2(1− z))

))
.

(77)

F.3 CALCULATION OF E[C]

First, due to the independence in the generation of node features, we have

E[B] = 2|N p
i ||N

q
i | · E

[ Xj1 ·Xj2 · eΨ(Xi,Xj1 ) · eΨ(Xi,Xj2 )

(
∑

l∈Np
i
eΨ(Xi,Xl) +

∑
l′∈N q

i
eΨ(Xi,Xl′ ))2

]
, (78)

where ji ∈ N p
i and j2 ∈ N q

i .

Then, similarly, we divide Xi, Xj1 and Xj2 into eight cases as shown in Table 1. The only difference
is that the distribution of Xj2 changes to N(−µ, σ2). After calculation and simplification, we obtain

E[C] w.h.p.
= 2|N p

i ||N
q
i | · Ŝ (z, t, |N p

i |, |N
q
i |)

·

(
(1− z) ·

(
et(y + µ(1− z)) + e−t(−y + µz)

)
·
(
(et(−y − µz) + e−t(y − µ(1− z)))

)
+ z ·

(
e−t(y + µ(1− z)) + et(−y + µz)

)
·
(
(e−t(−y − µz) + et(y − µ(1− z)))

))
(79)
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Thus, using Eqns. 76-79, we can obtain the final result for E[(X ′
i)

2] as E[(X ′
i)

2] = E[A] +E[B] +
E[C].
By incorporating the above results into Eqn. 57, we finally obtain

Var(X ′
i) = E[(X

′
i)

2] + E2[X ′
i]

(i)
=

w.h.p.
(|N p

i |
2 − |N p

i |) ·
|Np

i |∑
r=0

|N q
i |∑

s=0

·
(|Np

i |
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s

((r + s)et + (|Ni| − r − s)e−t)2

·

(
(1− z)

(
et(y + µ(1− z)) + e−t(−y + µz)

)2
+ z
(
e−t(y + µ(1− z)) + et(−y + µz)

)2)
(80)

+ |N p
i | ·

|Np
i |∑

r=0

|N q
i |∑

s=0

·
(|Np

i |
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s

((r + s)et + (|Ni| − r − s)e−t)2

·

(
(1− z) ·

(
e2t · (µy + µ2(1− z) + σ2(1− z)) + e−2t · (−µy + µ2z + σ2z)

)
+ z ·

(
e−2t · (µy + µ2(1− z) + σ2(1− z)) + e2t · (−µy + µ2z + σ2z)

))

+ 2|N p
i ||N

q
i | ·

|Np
i |∑

r=0

|N q
i |∑

s=0

·
(|Np

i |
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s

((r + s)et + (|Ni| − r − s)e−t)2

·

(
(1− z) ·

(
et(y + µ(1− z)) + e−t(−y + µz)

)
·
(
(et(−y − µz) + e−t(y − µ(1− z)))

)
+ z ·

(
e−t(y + µ(1− z)) + et(−y + µz)

)
·
(
(e−t(−y − µz) + et(y − µ(1− z)))

))

+ (|N q
i |

2 − |N q
i |) ·

|Np
i |∑

r=0

|N q
i |∑

s=0

·
(|Np

i |
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s

((r + s)et + (|Ni| − r − s)e−t)2

·

(
(1− z)

(
et(y − µz) + e−t(−y − µ(1− z))

)2
+ z
(
e−t(y − µz) + et(−y − µ(1− z))

)2)

+ |N q
i | ·

|Np
i |∑

r=0

|N q
i |∑

s=0

·
(|Np

i |
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s

((r + s)et + (|Ni| − r − s)e−t)2

·

(
(1− z) ·

(
e2t · (−µy + µ2z + σ2z) + e−2t · (µy + µ2(1− z) + σ2(1− z))

)
+ z ·

(
e−2t · (−µy + µ2z + σ2z) + e2t · (µy + µ2(1− z) + σ2(1− z))

))

+

(
|N p

i |
|Np

i |−1∑
r=0

|N q
i |∑

s=0

(|Np
i |−1
r

)(|N q
i |
s

)
(1− z)|N

q
i |+r−sz|N

p
i |−r+s−1

(r + s)et + (|Ni| − r − s)e−t

(
(1− z)A(z, t) + zA(z,−t)

)

+ |N q
i |

|Np
i |∑

r=0

|N q
i |−1∑
s=0

(|Np
i |
r

)(|N q
i |−1
s

)
(1− z)|N

q
i |+r−s−1z|N

p
i |−r+s

(r + s)et + (|Ni| − r − s)e−t

(
(1− z)A(z,−t) + zA(z, t)

))2

(ii)
= Ŝ (z, t, |N p

i |, |N
q
i |) · T̂

(
z, y, t, |N p

i |, |N
q
i |
)
,

where (i) follows from Eqn. 52, (ii) is derived through calculations and simplifications utilizing
Lemmas 5 and 6. The terms Ŝ (z, t, |N p

i |, |N
q
i |) and T̂

(
z, y, t, |N p

i |, |N
q
i |
)

are defined in Eqn. 20.
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Similarly, if node i ∈ C0, due to symmetry, we also have

Var(X ′
i)

w.h.p.
= Ŝ (z, t, |N p

i |, |N
q
i |) · T̂

(
z, y, t, |N p

i |, |N
q
i |
)
. (81)

The conclusion on variance in Theorem 2 is hereby proven.

G PROOF OF COROLLARY 1

This corollary consists of three statements, and we will prove each of these statements individually.

G.1

When t = 0, for the expectation part, we have for every node i

S (z, t, |N p
i |, |N

q
i |) =

|Np
i |∑

r=0

|N q
i |∑

s=0

(|Np
i |
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s

(r + s)et + (|Ni| − r − s)e−t

=

|Np
i |∑

r=0

|N q
i |∑

s=0

(|Np
i |
r

)(|N q
i |
s

)
· (1− z)|N

q
i |+r−s · z|N

p
i |−r+s

|Ni|

=
(1− z + z)|N

p
i |+|N q

i |

|Ni|
= |Ni|−1

(82)

Substituting the above result into Eqn. 56, we get

µ′ = S (z, t, |N p
i |, |N

q
i |) · T (z, y, t, |N

p
i |, |N

q
i |) =

(|N p
i | − |N q

i |) · µ
|Ni|

(i)
=

w.h.p.

p− q

p+ q
µ, (83)

where (i) follows from the high probability event ∆3 in Lemma 2.

For the variance part, when t = 0, straightforward calculations yield

Ŝ (z, t, |N p
i |, |N

q
i |) =

|Np
i |∑

r=0

|N q
i |∑

s=0

(|Np
i |
r

)(|N q
i |
s

)
(1− z)|N

q
i |−s+r · z|N

p
i |+s−r

|Ni|2
= |Ni|−2, (84)

and
T̂
(
z, y, t, |N p

i |, |N
q
i |
)
= (|N p

i |+ |N q
i |) · σ

2 = |Ni| · σ2. (85)

According to the high probability event ∆3 in Lemma 2, we further obtain

(σ′)2 = Ŝ (z, t, |N p
i |, |N

q
i |) · T̂

(
z, y, t, |N p

i |, |N
q
i |
)
=

σ2

|Ni|
w.h.p.
=

1

n(p+ q)
σ2. (86)

G.2

When SNR = ω(
√
log n), for expectation part in the second statement, we first show that the

following equation holds for every node i,

S (z, t, |N p
i |, |N

q
i |) =

(1− z)|Ni|

|N p
i |et + |N q

i |e−t
· (1 + o(1)). (87)

Define

g(r, s) ≜

(
|N p

i |
r

)(
|N q

i |
s

)
(1− z)|N

q
i |−s+r · z|N

p
i |+s−r

(r + s)et + (|Ni| − r − s)e−t
. (88)

Then we have

S (z, t, |N p
i |, |N

q
i |) =

|Np
i |∑
r

|N q
i |∑
s

g(r, s). (89)
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Thus, Eqn. 87 indicates that the summation of the sequence S (z, t, |N p
i |, |N

q
i |) is dominated by one

of its terms, specifically the term with r = |N p
i | and s = 0. To prove Eqn. 87, it is sufficient to show

that the following equation holds

g(r + 1, s) = ω
(
g(r, s)

)
and g(r, s+ 1) = o

(
g(r, s)

)
. (90)

Note that this statement assumes that SNR = µ/σ = ω(
√
log n), by Lemma 3, we have

z ≤ 1

2
e−

ω(log n)
2 = o(n−1). (91)

Hence,
g(r + 1, s)

g(r, s)
=

(r + s+ 1)et + (|Ni| − r − s− 1)e−t

(r + s)et + (|Ni| − r − s)e−t

(|Np
i |

r+1

)(|Np
i |
r

) · 1− z

z

(i)

≥ c

|N p
i |

· 1− z

z

(ii)

≥ ω(n)

|N p
i |

= ω(1).

(92)

where c is a bounded constant, (i) follows from the fact that |N p
i |−1 ≤

(|Np
i |

r+1

)
/
(|Np

i |
r

)
≤ |N p

i | and
(ii) is due to Eqn. 91.

Similarly, we can show that g(r,s+1)
g(r,s) = o(1). Then Eqn. 87 is proved. Next, since µ/σ =

ω(
√
log n), we can derive through simple calculations that

T (z, y, t, |N p
i |, |N

q
i |) = |N p

i | · e
tµ(1 + o(1))− |N q

i | · e
−tµ(1 + o(1)). (93)

Hence, by combining Eqn. 87 and Eqn. 93, we have

µ′ = S (z, t, |N p
i |, |N

q
i |) · T (z, y, t, |N

p
i |, |N

q
i |) =

(1− z)|Ni|(|N p
i |etµ− |N q

i |e−tµ)

|N p
i |et + |N q

i |e−t
(1 + o(1))

(i)
=

1 · (|N p
i | · etµ− |N q

i | · e−tµ)

|N p
i |et + |N q

i |e−t
· (1 + o(1))

(ii)
=

w.h.p.

pet − qe−t

pet + qe−t
µ,

(94)
where (i) is due to the fact that z = o(n−1) and |Ni| < n, (ii) follows from the high probability
event ∆3 in Lemma 2.

For the variance part, we first define

ĝ(r, s) ≜

(
|N p

i |
r

)(
|N q

i |
s

)
(1− z)|N

q
i |−s+r · z|N

p
i |+s−r

((r + s)et + (|Ni| − r − s)e−t)2
. (95)

Then

Ŝ (z, t, |N p
i |, |N

q
i |) =

|Np
i |∑
r

|N q
i |∑
s

ĝ(r, s). (96)

Following the same steps as in Eqns. 90-92, we can deduce that

ĝ(r + 1, s) = ω
(
ĝ(r, s)

)
and ĝ(r, s+ 1) = o

(
ĝ(r, s)

)
. (97)

This implies that the summation of the sequence Ŝ (z, t, |N p
i |, |N

q
i |) is dominated by one of its

terms, specifically the term with r = |N p
i | and s = 0. Then we have

Ŝ (z, t, |N p
i |, |N

q
i |) =

(1− z)|Ni|

(|N p
i |et + |N q

i |e−t)2
·(1+o(1))

(i)
=

1

(|N p
i |et + |N q

i |e−t)2
·(1+o(1)), (98)

where (i) is due to Eqn. 91.

Next, since µ/σ = ω(
√
log n) , we can derive through simple calculations that

T̂ (z, y, t, |N p
i |, |N

q
i |) = (|N p

i |e
2t + |N q

i |e
−2t)σ2 · (1 + o(1)). (99)

Hence, (σ′)2 is given by

(σ′)2 = Ŝ (z, t, |N p
i |, |N

q
i |) · T̂ (z, y, t, |N

p
i |, |N

q
i |)

=
|N p

i |e2t + |N q
i |e−2t

(|N p
i |et + |N q

i |e−t)2
σ2 · (1 + o(1))

(i)
=

w.h.p.

pe2t + qe−2t

(pet + qe−t)2
σ2,

(100)

where (i) follows from Lemma 2.
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G.3

When SNR = o(1) and t = O(1), for expectation part in the third statement, note that SNR =
µ/σ = o(1), then with high probability z = 1− z = 1

2 .

First, we establish the bound for S (z, t, |N p
i |, |N

q
i |) as

1

|Ni|et
=

|Np
i |∑

r=0

|N q
i |∑

s=0

(|Np
i |
r

)(|N q
i |
s

)
2|Ni| · |Ni| · et

≤ S (z, t, |N p
i |, |N

q
i |) ≤

|Np
i |∑

r=0

|N q
i |∑

s=0

(|Np
i |
r

)(|N q
i |
s

)
2|Ni| · |Ni| · e−t

=
1

|Ni|e−t
.

(101)
Since t = O(1), the above bound also implies S (z, t, |N p

i |, |N
q
i |) = Θ(|Ni|−1). Next, through

simple calculations, we obtain

T (z, y, t, |N p
i |, |N

q
i |) =

et + e−t

2
· (|N p

i | − |N q
i |) · µ = Θ

(
(|N p

i | − |N q
i |) · µ

)
(102)

Hence, by Lemma 2 and Eqn. 101-102, it follows that

µ′ = S (z, t, |N p
i |, |N

q
i |) · T (z, y, t, |N

p
i |, |N

q
i |) = Θ

( |N p
i | − |N q

i |
|Ni|

· µ
)
= Θ

(p− q

p+ q
µ
)

(103)

As for the variance part, note that SNR = µ/σ = o(1), then with high probability z = 1− z = 1
2 .

Following the same step as Eqn. 101, we establish the bound for Ŝ (z, t, |N p
i |, |N

q
i |) as

1

|Ni|2 · e2t
≤ Ŝ (z, t, |N p

i |, |N
q
i |) ≤

1

|Ni|2 · e−2t
. (104)

Since t = O(1), the above bound also implies Ŝ (z, t, |N p
i |, |N

q
i |) = Θ(|Ni|−2). Next, through

simple calculations, we get that

T̂ (z, y, t, |N p
i |, |N

q
i |) =

(
(|N p

i |
2+|N q

i |
2)· (e

t − e−t)2

2π
+(|N p

i |+|N q
i |)·

e2t + e−2t

2

)
σ2·(1+o(1)).

(105)
Hence,

(σ′)2 = Ŝ (z, t, |N p
i |, |N

q
i |) · T̂ (z, y, t, |N

p
i |, |N

q
i |)

(i)
= Θ

((
c1 · (et − e−t)2 + c2 ·

1

n(p+ q)

)
σ2

)
,

(106)
where c1 and c2 are positive constants and (i) is due to the high probability events in Lemma 2.

H PROOF OF LEMMA 1

Firstly, we have

γ(X) =
1√
n
∥X − 1 · 1T

n
X∥F =

√∑n
i=1(Xi − X̄)2

n
, (107)

where X̄ is the mean value of all node features.

Based on Lemma 2, approximately half of the nodes’ features are drawn independently from
N(µ, σ), while the other half are drawn from N(−µ, σ). Consequently, X̄ ∼ N(0, σ2

n ). As n

tends to infinity, we can approximate that Xi − X̄ ∼ N(2(ϵi − 1)µ, σ2) for each node i. Thus, we
obtain that, with high probability,

E[(Xi − X̄)2] = Var(Xi − X̄) + E2[Xi − X̄] = µ2 + σ2,

Var((Xi − X̄)2) = E[(Xi − X̄)4]− E2[(Xi − X̄)2]

(i)
= 3σ4 + 6µ2σ2 + µ4 − (µ2 + σ2)2 = 2σ4 + 4σ2µ2,

(108)

where (i) follows from the calculation of the moment of a Gaussian distribution (see page 148
of Edition et al. (2002)).
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Note that, it suffices to prove
∑n

i=1(Xi − X̄)2 equals to n(µ2 + σ2) with high probability. Next,
we apply Chebyshev’s inequality to bound

∑n
i=1(Xi − X̄)2 as follows

P
{
|

n∑
i=1

(Xi − X̄)2 − n(µ2 + σ2)| ≥ nτ
}
≤ (2σ4 + 4σ2µ2)2

nτ2
(109)

Setting τ = (µ2 + σ2)/
√
log n, then we have

P
{
n(µ2 + σ2) · (1− 1√

log n
) ≤

n∑
i=1

(Xi − X̄)2 ≤ n(µ2 + σ2) · (1 + 1√
log n

)
}

≥ 1− log n · (2σ4 + 4σ2µ2)

n · (µ2 + σ2)2

(110)

which implies
∑n

i=1(Xi − X̄)2
w.h.p.
= n(µ2 + σ2).

I PROOF OF THEOREM 3

According to Theorem 2, for a GAT layer, when the input node features follow a Gaussian distribu-
tion, we can precisely compute the expectation and variance of the output node features. Therefore,
when t = 0, i.e., the graph attention layer degenerates into a simple graph convolution layer, the
attention coefficients become independent of the node features, and the output node features of each
layer still follow a Gaussian distribution. Subsequently, according to Corollary 1, for an L-layer
GCN, we have

µ(l) w.h.p.
=

(
p− q

p+ q

)l

µ, (111)

where l ∈ [L] denotes the l-th layer and µ(l) indicates the expectation after the l-th layer.

When SNR= ω(
√
log n), according to Eqn. 23, the graph attention mechanism is capable to dis-

tinguish all intra-class and inter-class edges with high probability. Consequently, the attention co-
efficients can be approximated as independent of the node features: setting the attention coefficient
to et for all intra-class edges and to e−t for all inter-class edges. Thus, the output of each layer in
a multi-layer GAT also follows a Gaussian distribution. Similarly, according to Corollary 1, for an
L-layer GAT where the attention coefficient t is the same for each layer, we have

µ(l) w.h.p.
=

(
pet − qe−t

pet + qe−t

)l

µ. (112)

According to Lemma 1, we know that γ(X) =
√
µ2 + σ2. Note that we consider the case where

SNR= ω(
√
log n). According to Corollary 1, along with Eqn. 7, the SNR decreases after every

GCN or GAT layer. Therefore, it follows that, for every l ∈ [L], γ(X(l)) = µ(l) · (1 + o(1)).

Then, by Eqn. 111, for an L-layer GCN, we have that for all l ∈ [L]:

γ(X(l)) = µ(l) · (1 + o(1))

=

(
p− q

p+ q

)l

µ · (1 + o(1)) =

(
1− 2q

p+ q

)l

µ(1 + o(1)) ≤ 2elog(1−2q/p+q)·lµ,
(113)

which indicates that the over-smoothing problem will arise.

For an L-layer GAT where L = O(n) and a sufficiently large attention coefficient, i.e., t =
ω(

√
log n), Eqn. 112 yields that

γ(X(l)) =

(
pet − qe−t

pet + qe−t

)l

µ · (1 + o(1))

=

(
1− 2q

pe2t + q

)l

µ · (1 + o(1)) = Θ
(
(1− ω(n)−1)O(n)µ

)
= Θ(µ),

(114)

which indicates that the over-smoothing problem is resolved.
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J PROOF OF THEOREM 4

According to Theorem 1, we know that a single-layer GAT can achieve perfect node classification
when SNR= ω(

√
log n). Furthermore, from Eqns. 7 and 8, we understand that over a wide range,

we can ensure an increase in SNR after one layer of GAT by adjusting the value of t. Therefore,
considering a simple case where t = 0, and the graph attention layer degenerates into a graph
convolution layer, we have the following lemma based on the work by Wu et al. (2022b).

Lemma 7 For a featured graph generated from CSBM(p, q, µ, σ), suppose p = a log2 n
n , q = b log2 n

n
and a > b > 0 are positive constants. Given an L-th layer linear GCN with each layer being defined
in Eqn. 9 without the non-linear activation function, let µ′ and σ(l) be the expectation and variance
of the output node feature after the l-th layer. For L = O

(
logn

log(b log2 n)

)
, the following holds with

high probability:

(i). µ(l) =
(a− b

a+ b

)l
µ, (ii). (σ2)(l) =

c1

(c2 · log2 n)l
σ2, (115)

where c1, c2 are two positive constants.

Proof: See Appendix K for the detailed proof. □

Based on Lemma 7 and Theorem 1, we consider a multi-layer GAT network where the first L layers
use t = 0, and the (L + 1)-th layer sets t to a sufficiently large value. To achieve perfect node
classification, it is sufficient to ensure that the expectation and variance of the node features after L
layers satisfy µ(L)/σ(L) = ω(

√
log n). Note that, by setting L = logn

log(b log2 n)
and using Eqn. 115, it

follows that

µ(L)

σ(L)
=

(
a−b
a+b

)L
· (√c2 log n)

L

√
c1

· µ
σ

=
(c′ log n)

log n

log(b log2 n)

√
c1

· µ
σ

≥ (log n)
log n

3 log log n · µ
σ

= n
1
3 · µ

σ
,

(116)
where c′ =

√
c2(a− b)/(a+ b) is a constant.

Hence, to satisfy the condition µ(L)/σ(L) = ω(
√
log n), it is sufficient to satisfy condition n

1
3 ·

µ/σ = ω(
√
log n), i.e., SNR = ω(

√
log n/ 3

√
n). This completes the proof.

K ADDITIONAL PROOFS OF LEMMAS

In this part, we present the proofs for several lemmas that are utilized in the preceding proofs. For
clarity, we restate each lemma before presenting its proof.

Lemma 3 Assume a random variable y ∼ N(0, 1), then for any constant s > 0, the following tail
bound holds,

P{y ≥ s} = Φ(s) ≤ min

{
1

2
e−

s2

2 ,
1

s
√
2π

e−
s2

2

}
. (117)

Proof: We first prove the former part of the tail bound,

P{y ≥ s} =

∫ +∞

s

1√
2π

e−
y2

2 dy

=

∫ +∞

0

1√
2π

e−
(y+s)2

2 dy.

(118)

For any y ≥ 0, we have

e−
(y+s)2

2 = e−
y2+2ys+s2

2

≤ e−
y2

2 · e− s2

2 .
(119)
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Hence,

P{y > s} ≤
∫ +∞

0

1√
2π

e−
y2

2 · e− s2

2 dy

= e−
t2

2 ·
∫ +∞

0

1√
2π

e−
y2

2 dy

=
1

2
e−

s2

2 .

(120)

Then, we give the proof of the second part. Note that

P{y > s} =

∫ +∞

s

1√
2π

e−
y2

2 dy

≤
∫ +∞

s

y

s

1√
2π

e−
y2

2 dy

=
1

t
√
2π

e−
t2

2 .

(121)

By integrating Eqn. 120 with Eqn. 121, the proof is completed.

□

Lemma 4 Assume a random variable x ∼ N(µ, σ2) with f(x) being the probability density
function of x, then 

∫ +∞
0

xf(x) dx = σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(
µ
σ

) )
,∫ 0

−∞ xf(x) dx = − σ√
2π

e−
µ2

2σ2 + µΦ
(
µ
σ

)
,

(122)

and 
∫ +∞
0

x2f(x) dx = µ σ√
2π

e−
µ2

2σ2 + µ2
(
1− Φ

(
µ
σ

) )
+ σ2

(
1− Φ

(
µ
σ

) )
,∫ 0

−∞ x2f(x) dx = −µ σ√
2π

e−
µ2

2σ2 + µ2Φ
(
µ
σ

)
+ σ2Φ

(
µ
σ

)
.

(123)

Accordingly, if x ∼ N(−µ, σ2), then
∫ +∞
0

xf(x) dx = σ√
2π

e−
µ2

2σ2 − µΦ
(
µ
σ

)
,∫ 0

−∞ xf(x) dx = − σ√
2π

e−
µ2

2σ2 − µ
(
1− Φ

(
µ
σ

) )
,

(124)

and 
∫ +∞
0

x2f(x) dx = −µ σ√
2π

e−
µ2

2σ2 + µ2Φ
(
µ
σ

)
+ σ2Φ

(
µ
σ

)
,∫ 0

−∞ x2f(x) dx = µ σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(
µ
σ

) )
+ σ2

(
1− Φ

(
µ
σ

) )
.

(125)

Proof: Here, we only present the proof when x ∼ N(µ, σ2), the proof for the other case can be
obtained similarly. Note that∫ +∞

0

xf(x) dx =

∫ +∞

0

x · 1

σ
√
2π

· e−
(x−µ)2

2σ2 dx

=

∫ +∞

0

(x− µ)
1

σ
√
2π

· e−
(x−µ)2

2σ2 dx+ µ

∫ +∞

0

1

σ
√
2π

· e−
(x−µ)2

2σ2 dx

= − σ√
2π

e−
(x−µ)2

2σ2

∣∣∣+∞

0
+ µ

(
1− Φ

(µ
σ

))
=

σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(µ
σ

))
.

(126)
Likewise, we have ∫ 0

−∞
xf(x) dx = − σ√

2π
e−

µ2

2σ2 + µΦ
(µ
σ

)
. (127)
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Next, Eqn. 123 is obtained by∫ +∞

0

x2f(x) dx =

∫ +∞

0

(x2 − 2xµ+ µ2)f(x) dx+

∫ +∞

0

2xµ · f(x) dx− µ2

∫ +∞

0

f(x) dx

=

∫ +∞

0

(x− µ)2f(x) dx+ 2µ
( σ√

2π
e−

µ2

2σ2 + µ
(
1− Φ

(µ
σ

)))
− µ2 ·

(
1− Φ

(µ
σ

))
,

(128)
and ∫ +∞

0

(x− µ)2f(x) dx =

∫ +∞

0

(x− µ)2
1

σ
√
2π

e−
(x−µ)2

2σ2 dx

=

∫ +∞

0

− σ√
2π

(x− µ)
(
e−

(x−µ)2

2σ2

)′
dx

= − σ√
2π

e−
(x−µ)2

2σ2

∣∣∣+∞

0
+

∫ +∞

0

σ√
2π

e−
(x−µ)2

2σ2 dx

= −µ
σ√
2π

e−
µ2

2σ2 + σ2
(
1− Φ

(µ
σ

))
.

(129)

Hence,∫ +∞

0

x2f(x) dx

= −µ
σ√
2π

e−
µ2

2σ2 + σ2
(
1− Φ

(µ
σ

))
+ 2µ

( σ√
2π

e−
µ2

2σ2 + µ
(
1− Φ

(µ
σ

)))
− µ2 ·

(
1− Φ

(µ
σ

))
= µ

σ√
2π

e−
µ2

2σ2 + µ2
(
1− Φ

(µ
σ

))
+ σ2

(
1− Φ

(µ
σ

))
.

(130)
Similarly, it can be calculated that∫ 0

−∞
x2f(x) dx = −µ

σ√
2π

e−
µ2

2σ2 + µ2Φ
(µ
σ

)
+ σ2Φ

(µ
σ

)
. (131)

□

Lemma 5 Assume 0 < x < 1/2, for any constants t > 0 and k > 0, let

Γ(n,m) ≜
n∑

i=0

m∑
j=0

(
n
i

)(
m
j

)
(1− x)m+i−jxn−i+j

((i+ j)et + (n+m− i− j)e−t)k
.

Then the following equation holds

lim
n,m→+∞

Γ(n+ c1,m+ c2) = Γ(n,m), (132)

where c1 and c2 are positive integer constants.

Proof: Our approach to the proof starts with establishing the boundedness of the sequence
Γ(n,m). Subsequently, we show that the sequence is monotonically decreasing in both n and m.
Then applying the Monotone Convergence Theorem (Yeh, 2014) is sufficient to complete the proof.

Firstly, since t > 0, it is important to note the following facts that
n∑

i=0

m∑
j=0

(
n

i

)(
m

j

)
(1− x)m+i−jxn−i+j = (1− x+ x)n+m = 1, (133)

and
n∑

i=0

m∑
j=0

(
n
i

)(
m
j

)
(1− x)m+i−jxn−i+j

(n+m)k · ekt
≤ Γ(n,m) ≤

n∑
i=0

m∑
j=0

(
n
i

)(
m
j

)
(1− x)m+i−jxn−i+j

(n+m)k · e−kt
.

(134)
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Thus, Γ(n,m) is bounded by
1

(n+m)kekt
≤ Γ(n,m) ≤ 1

(n+m)ke−kt
. (135)

Then, for a positive integer constant c1, we have
n+c1∑
i=0

m∑
j=0

(
n+ c1

i

)(
m

j

)
(1−x)m+i−jxn+c1−i+j =

n∑
i=0

m∑
j=0

(
n

i

)(
m

j

)
(1−x)m+i−jxn−i+j = 1.

(136)
And, for any i, j,

1

(i+ j)et + (n+ c1 +m− i− j)e−t
≤ 1

(i+ j)et + (n+m− i− j)e−t
(137)

Hence, Γ(n + c1,m) ≤ Γ(n,m) holds. Likewise, assuming another positive integer constant c2, it
can be deduced that

Γ(n+ c1,m+ c2) ≤ Γ(n,m). (138)

Consequently, for the sequence Γ(n,m), Eqn. 135 and 138 guarantee both the monotonicity and the
boundedness of the sequence. By the Monotone Convergence Theorem, it follows that the sequence
converges, which also ensures that limn,m→+∞ Γ(n+ c1,m+ c2)/Γ(n,m) = 1.

□

Lemma 6 Assume 0 < x < 1/2, for any constant t > 0, we define A(n,m) ≜∑n
i=0

∑m
j=0

(ni)(
m
j )(1−x)m+i−jxn−i+j

((i+j)et+(n+m−i−j)e−t)2 , and B(n,m) ≜
(∑n

i=0

∑m
j=0

(ni)(
m
j )(1−x)m+i−jxn−i+j

(i+j)et+(n+m−i−j)e−t

)2
.

Then, for n+m → +∞, we have

A(n,m) = Θ((n+m)−2), B(n,m) = Θ((n+m)−2), A(n,m)−B(n,m) = o((n+m)−3).

Proof: Define aij ≜ e−t[(n +m) + (e2t − 1)(i + j)], bij ≜
(
n
i

)(
m
j

)
(1 − x)m+i−jxn−i+j and

[n]× [m] = {(i, j)|0 ≤ i ≤ n, 0 ≤ j ≤ m, i, j ∈ Z}, [n]× [m]× [n]× [m] = {(i1, j1, i2, j2)|0 ≤
il ≤ n, 0 ≤ jl ≤ m, il, jl ∈ Z, l ∈ {1, 2}}, then we can rewrite:

A(n,m) =
∑

(i,j)∈[n]×[m]

bij
a2ij

, B(n,m) =
( ∑

(i,j)∈[n]×[m]

bij
aij

)2
Firstly, note that

∑
(i,j)∈[n]×[m]

bij = 1, to see this:

∑
(i,j)∈[n]×[m]

bij =
∑

(i,j)∈[n]×[m]

(
n

i

)(
m

j

)
(1− x)m+i−jxn−i+j

=
∑

(i,j)∈[n]×[m]

((n
i

)
(1− x)ixn−i

)((m
j

)
xj(1− x)m−j

)

=
( n∑

i=0

(
n

i

)
(1− x)ixn−i

)( m∑
j=0

(
m

j

)
xj(1− x)m−j

)
= (1− x+ x)n(x+ 1− x)m

= 1

By definition, it is clear that e−t(n+m) ≤ aij ≤ et(n+m), then:

|A(n,m)| =
∑

(i,j)∈[n]×[m]

bij
a2ij

≤ e2t

(n+m)2

∑
(i,j)∈[n]×[m]

bij =
e2t

(n+m)2

|A(n,m)| =
∑

(i,j)∈[n]×[m]

bij
a2ij

≥ e−2t

(n+m)2

∑
(i,j)∈[n]×[m]

bij =
e−2t

(n+m)2
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Hence, A(n,m) = Θ((n+m)−2), Now we show that |A(n,m)−B(n,m)| can be upper bounded
by e6tx(1 − x)(n + m)−3.The key observation is that bij = P (X = i, Y = j), where X and Y
follow from two Binomial distributions, i.e., X ∼ Bino(n, 1 − x), Y ∼ Bino(m,x), while X and
Y are independent:
|A(n,m)−B(n,m)|

=
∣∣∣ ∑
(i,j)∈[n]×[m]

bij
a2ij

−
( ∑

(i,j)∈[n]×[m]

bij
aij

)2∣∣∣
=
∣∣∣( ∑

(i,j)∈[n]×[m]

bij
a2ij

)( ∑
(i,j)∈[n]×[m]

bij

)
−
( ∑

(i,j)∈[n]×[m]

bij
aij

)2∣∣∣
(i)
=

1

2

∣∣∣ ∑
(i1,j1)∈[n]×[m]
(i2,j2)∈[n]×[m]

(√bi1j1
ai1j1

√
bi2j2 −

√
bi2j2

ai2j2

√
bi1j1

)2∣∣∣
=

1

2

∣∣∣ ∑
(i1,j1)∈[n]×[m]
(i2,j2)∈[n]×[m]

bi1j1bi2j2(
ai1j1 − ai2j2
ai1j1ai2j2

)2
∣∣∣

=
1

2

∣∣∣ ∑
(i1,j1)∈[n]×[m]
(i2,j2)∈[n]×[m]

bi1j1bi2j2

( (et − e−t)[(i1 + j1)− (i2 + j2)]

ai1j1ai2j2

)2∣∣∣
(139)

(ii)

≤ e6t

2(n+m)4

∣∣∣ ∑
(i1,j1)∈[n]×[m]
(i2,j2)∈[n]×[m]

bi1j1bi2j2 [(i1 + j1)− (i2 + j2)]
2
∣∣∣

(iii)
=

e6t

2(n+m)4

∣∣∣ ∑
(i1,j1)∈[n]×[m]
(i2,j2)∈[n]×[m]

P (X1 = i1, Y1 = j1)P (X2 = i2, Y2 = j2)[(i1 + j1)− (i2 + j2)]
2
∣∣∣

=
e6t

2(n+m)4
E[(X1 + Y1 −X2 − Y2)

2]

(iv)
=

e6t

(n+m)4

(
Var(X1) + Var(Y1)

)
=

e6tx(1− x)

(n+m)3

Here is some notes for the above proof: (i) Apply Lagrange’s identity; (ii) Plug in aij; (iii) using
previous observe for bij , where Xl ∼ Bino(n, 1 − x), Yl ∼ Bino(m,x), l ∈ {1, 2} and they are
independent; (iv) Linearity of Expectation.

Finally, given A(n,m) = Θ((n + m)−2) and A(n,m) − B(n,m) = o((n + m)−3), it is easy to
see B(n,m) = Θ((n+m)−2), so we finish the proof. □

Lemma 7 For a featured graph generated from CSBM(p, q, µ, σ), suppose p = a log2 n
n , q =

b log2 n
n and a > b > 0 are positive constants. Given an L-th layer linear GCN with each layer being

defined in Eqn. 9 without the non-linear activation function, let µ′ and σ(l) be the expectation and
variance of the output node feature after the l-th layer. For L = O

(
logn

log(b log2 n)

)
, the following holds

with high probability:

1. µ(l) =
(a− b

a+ b

)l
µ, 2. (σ2)(l) =

c1

(c2 · log2 n)l
σ2, (140)

where c1, c2 are two positive constants.

Proof: The proof of the first part in Eqn. 140 can be directly derived by substituting the values of
p and q into Eqn. 111. For the second part concerning the change in variance, we refer to Theorem
2 from Wu et al. (2022b). By substituting the values of p = a log2 n

n and q = b log2 n
n , we obtain

c3

((a+ b) · log2 n)l
· σ2 ≤ (σ2)(l) ≤ c4

(a · log2 n)l
· σ2, (141)
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where c3, c4 are two positive constants. Thus, apparently, there exists two constants c1 ∈ (a, a+ b)
and c2 > 0 such that (σ2)(l) = c1

(c2·log2 n)l
σ2.

The above equation demonstrates that using multiple layers of graph convolution can reduce the
variance of node features. However, Theorem 2 in Wu et al. (2022b) also indicates that this im-
provement is only effective in the initial layers. Specifically, the proof of Theorem 2 in Wu et al.
(2022b) reveals that the enhancement fundamentally arises from incorporating higher-order neigh-
bor information. In the context of random graphs, we can estimate the graph’s diameter, which
allows us to determine the maximum number of hops between any two nodes. This estimation con-
sequently indicates the upper limit on the number of graph convolution layers (i.e., the value of L)
that can effectively reduce variance.

For a graph G generated by the above CSBM, let diam(G) denote its diameter. According to Theo-
rem 7.2 in Frieze & Karoński (2015), we have

diam(G)
w.h.p.
≥ log n

log(b log2 n)
, (142)

which means the maximum number of GCN layers that can reduce the variance of node features is
L = O

(
logn

log(b log2 n)

)
.

□

L ADDITIONAL EXPERIMENTS

(a) (b) (c)
Figure 3: Additional experimental results on real-world datasets. Figures 3a, 3b and 3c illustrate the
results for the Citeseer, Cora, and Pubmed datasets, respectively.

Table 2: Dataset characteristics.

Dataset Number of Nodes Number of Edges Number of Classes Feature Dimension

Citeseer 3,327 4,732 6 3,703
Cora 2,708 5,278 7 1,433
Pubmed 19,717 44,338 3 500

Table 3: Comparison of runng times for GCN, GAT-jmlr and GAT*.

Method GCN GAT-jmlr GAT*
Runtime (/s) 8.63 10.03 8.93

We conducted additional experiments on three real-world datasets (Citeseer, Cora, and Pubmed)
to compare the capabilities of our proposed graph attention mechanism with the mechanism
from (Fountoulakis et al., 2023). The characteristics of the datasets is provided in Table 2. The
experimental setup mirrors that used in the experiments from (Fountoulakis et al., 2023). Specif-
ically, the three datasets contain multiple classes, and in each experiment, we perform one-vs-all
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classification for a single class, converting it into a binary classification problem, as our attention
mechanism is designed for binary classification. To control the mean of node features across differ-
ent classes, we compute the mean of the features for each class using their labels and then adjust the
features of nodes in that class by subtracting the mean and adding either µ or −µ.

For the three datasets, we classify the 0 class in a one-vs-all manner and record the classification
accuracy for that class. The training and testing set splits follow the default settings of PyTorch
Geometric. We designed three models: a graph convolutional network, a GAT network utilizing the
attention mechanism from (Fountoulakis et al., 2023) (denoted as GAT-jmlr), and a GAT employing
the attention mechanism defined in Eqn. 15 (denoted as GAT*). Each of these models incorporates
a single attention layer. In GAT-jmlr, the parameters β and R are set to 0.2 and 1, respectively,
while the parameter t in GAT* is set to 1. Figure 3 illustrates how the classification accuracy of the
three models varies with changes in the distance between the means of the node features for the two
classes. From Figure 3, we see that when the distance between the means of the node features for
the two classes is large, indicating low feature noise, GAT* performs the best. In contrast, when the
distance is small, suggesting high feature noise, GAT-jmlr delivers the best results. Overall, GAT*
significantly enhances GCN performance, especially under conditions of low feature noise.

Additionally, Table 3 presents the runtime of the three methods. For the three datasets, we set the
number of epochs to 100 and ran each dataset once, recording the total time taken for all runs. Table 3
shows that the graph attention mechanism we designed is slightly more computationally efficient
than the one presented in (Fountoulakis et al., 2023), which confirms our analysis in Appendix B.
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