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Abstract

Capturing diversity is crucial in conditional and prompt-based image generation,
particularly when conditions contain uncertainty that can lead to multiple plau-
sible outputs. To generate diverse images reflecting this diversity, traditional
methods often modify random seeds, making it difficult to discern meaningful
differences between samples, or diversify the input prompt, which is limited in
verbally interpretable diversity. We propose Rainbow, a novel conditional image
generation framework, applicable to any pretrained conditional generative model,
that addresses inherent condition/prompt uncertainty and generates diverse plau-
sible images. Rainbow is based on a simple yet effective idea: decomposing the
input condition into diverse latent representations, each capturing an aspect of
the uncertainty and generating a distinct image. First, we integrate a latent graph,
parameterized by Generative Flow Networks (GFlowNets), into the prompt repre-
sentation computation. Second, leveraging GFlowNets’ advanced graph sampling
capabilities to capture uncertainty and output diverse trajectories over the graph, we
produce multiple trajectories that collectively represent the input condition, leading
to diverse condition representations and corresponding output images. Evaluations
on natural image and medical image datasets demonstrate Rainbow’s improve-
ment in both diversity and fidelity across image synthesis, image generation, and
counterfactual generation tasks.

1 Introduction

Conditional image generation produces novel images that adhere to given input prompts or conditionﬂ
like text [32l [75]. In real-world scenarios, an input prompt has inherent ambiguity, which may
correspond to multiple plausible output images [7} 140, 76} 185], especially when prompts are abstract,
high-level information. For example, an input text prompt describing a "sunset scene" could map to
many valid images, differing in factors such as season, light control, and overall ambiance. Similarly,
in medical imaging, brain magnetic resonance images (MRIs) of two patients of the same age and
gender may nevertheless display variability in the structure of brain regions and patterns of intensity
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39th Conference on Neural Information Processing Systems (NeurIPS 2025).



despite having identical conditions due to subject-specific and medical scanner-specific details. In
both cases, failing to address inherent uncertainty and capturing diversity in generative models can
lead to suboptimal decision-making, misinterpretations, and generation collapse, where limited and
uniform outputs fail to represent the necessary variability [[13} 18] 38}39,[58. [73]].

Previous attempts at generating diverse images in conditional image generation models, such as using
GAN:Ss [19], diffusion models [10} 24], and latent diffusion models [62]] (LDMs), can be categorized
into two main approaches: (1) Traditional methods typically rely on randomness; for example,
repeating the generation process with different random seeds or varying the random noise on the
same seeds in diffusion models [25} 134,149, |51]] to create multiple outputs. While these methods can
produce non-identical images, they often fail to capture true diversity of choices and may exhibit
inherent biases; (2) Another line of work involves diversifying and adding details to the input prompt
verbally using a pretrained Large Language Model (LLM) such as ChatGPT [22] 160, |82]. Although
this approach can enhance the richness of the generated content, it is confined to text-based conditions
and relies on external LLM models and their own biases. Consequently, these strategies may not
adequately address the inherent uncertainty of conditional image generation tasks. In addition, a more
versatile approach is needed to handle multiple condition types. For instance, generating medical
images conditioned on age, sex, diseases, or other medical details can enrich datasets in fields where
data collection is costly and time-consuming, such as in 3D brain MRI or chest X-ray datasets.

Addressing these limitations, we introduce Rainbow, a novel conditional image generation framework
designed to produce diverse and plausible images. Rainbow can be integrated into any pretrained
conditional image generative model. The primary idea is to create multiple images simultaneously
that capture uncertainty by collectively reflecting the input condition. To achieve this, we aim to
generate diverse condition representations that encapsulate various aspects of the uncertainty inherent
in the input condition within the latent space. Each representation produces a distinct output image
while the pretrained generative models remain frozen or minimally modified. As a result, Rainbow
delivers a range of high-quality images that comprehensively interpret the input prompt.

To achieve diverse condition latent representations that collectively reflect the input condition, we
first construct a graph structure, called the latent graph, within the latent representation computation.
Next, we utilize Generative Flow Networks (GFlowNets) [4} 5] to sample diverse trajectories over
the graph collectively representing the input condition. Specifically, GFlowNets are designed to
capture uncertainty in tasks with multiple possible outputs (multiple modes) by sampling diverse
high-quality intermediate representations (e.g., trajectories over a graph) that lead to varied outputs,
each representing one possible optimal outcome (one mode of the solution space). GFlowNets have
been applied to many contexts, including molecule generation [4], gene regulatory networks [3} 48],
and dropout masks [42]. In Rainbow, trajectories generated by GFlowNets collectively capture
diverse interpretations of the input condition, leading to diverse condition latent representations,
which are subsequently used to produce diverse output images.

Our contributions include:

* First, we introduce Rainbow, a novel conditional image generation framework that captures
uncertainty and produces diverse images.

» Second, by discovering the diversity in condition latent representations, Rainbow is appli-
cable to any pretrained conditional generative model, regardless of the condition type, and
addresses the limitation of relying on randomness during generation.

* Third, our experiments on text- and non-text-based conditions across natural images and
medical images (brain MRIs and chest X-rays) demonstrate Rainbow’s improved capacity
to capture uncertainty, generate diverse and plausible images, and benefit downstream tasks.

2 Preliminary

2.1 Generative Flow Networks (GFlowNets)

GFlowNets is a probabilistic model that samples diverse high-quality objects i.e. diverse trajectories
of node/edge through a graph, where the likelihood of generating a trajectory x is proportional to
an unnormalized probability or reward R(z) = ¢ ®(*), with E denoting the expectation of some
quantity of interest associated with z [4,5!44]. GFlowNets samples a sequence of actions that modify



a compositional trajectory (i.e., adding one edge to a trajectory), starting from a universal initial
state and continues through successive modifications dictated by a trainable policy until it reaches a
terminal state or achieves a specific graph sparsity. This policy is trained so that the probability of
terminating the trajectory x at a particular final state is proportional to the reward R(z).

Specifically, GFlowNets operate on a graph G = (.S, A), where S is the set of states and A is the set
of actions (transitions). The objective is to model a nonnegative flow F' : A — R>(, which defines
the unnormalized likelihood of taking action to transform from state s to s’ [44]. To ensure correct
sampling, the flow F' needs to satisfy certain constraints, such as the flow matching constraints [5].

Flow Matching Constraints is the core principle of GFlowNets, which enforces that for any
intermediate states, the incoming flow equals the outgoing flow. For any state s, the state flow F'(s)
is defined as the total flow through state s, and the edge flow F'(s’ — s) is the flow along transitions
s’ — s; subsequently, the flow matching constraints is formulated as F'(s) = >_(, 5 e F(s" =

) = 2 (s—smyea F'(s = "). The goal is to train the GFlowNets model so that the state flow at any
terminal state st that obtains object « is proportional to the reward F'(s1) o< R(z).

2.1.1 Detailed Balance Objective

Detailed Balance Objective [S]] (DBO) is one of the training objectives for GFlowNets, along with
other approaches such as flow matching |5 and trajectory balance objectives [44]. DBO enforces
consistency between forward and backward transitions while aligning terminal states with a reward
function R(z). Let s; denote the state at step ¢, where s is the initial state and s,, is the terminal state
that yields object x after n steps; DBO defines the forward policy Pg(s;|s;—1;6) parameterized by
0 is the probability of transitioning to state s; from s;_1, while the backward policy Pg(s;—1]s;;0)
models the reverse transition; The state flow Fy(s), a scalar function, estimates the unnormalized
likelihood of passing through state s. Subsequently, the DB loss combines two critical terms:

S Fe(sio1)Pr(silsio1;0)\° Fy(5n1)Pr(snlsn_1;0)\>
Lop(z, R(x)) = ) | <1Og Fo(si)Pp(si-1]si;0) ) - (log R(z) ) -0

i=1

Specifically, the first term ensures conservation of flow between consecutive states s;_; and s;. By
minimizing the squared log-ratio of forward and backward transitions, the loss enforces that the
forward probability to transform s;_1 to s; equals the backward probability to revert s; back to s;_1.
In addition, by weighting with their respective flows, this term guarantees that the net flow through
any state transition is balanced. The second term aligns the final state s,,’s flow with reward R(x).

2.1.2 Capturing Diversity with GFlowNets

GFlowNets promote diversity through three interconnected mechanisms grounded in their flow-
matching constraint foundation. First, the terminal state flow alignment F'(s7) o< R(x) enforces
proportional sampling where candidates = (associated with terminal states sr) are generated with

probability p(x) = % x R(zx), preserving all reward modes unlike reinforcement learning’s
arg max R(x) objective [4]. Second, the flow conservation constraint ensures global balance: at
every non-terminal state s € .S, incoming flows from predecessors equal outgoing flows to successors,
preventing preferential routing to dominant modes while maintaining non-zero probability for all

viable paths [5]. Finally, the stochastic forward policy Pr(s”|s;6) = F(;Ziu), derived from

normalized edge flows F'(s — s), enables amortized trajectory generation. Unlike Markov Chain
Monte Carlo’s (MCMC) local random walks, this allows direct jumps between distant modes (e.g.,
structurally distinct molecular graphs with comparable R(x)) through single-pass sampling via
Pr [4], bypassing MCMC'’s iterative transitions [44]]. Together, these mechanisms ensure diverse
high-reward candidates are sampled proportionally to their rewards while preserving exploration
capacity across disconnected regions of the solution space.

2.2 Latent Diffusion Models

Training an LDM consists of two stages. In the first stage, an autoencoder is trained which learns
to map each image X to a lower-dimensional latent embedding z. Let £; and D; denote the image
encoder and decoder making up the autoencoder, respectively. In the second stage, a (conditional)
diffusion model is trained on the optimized latent embeddings z = £;(X). The generative process of
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Figure 1: Rainbow operates by transforming an input condition into diverse images. Initially, it
employs the pretrained condition encoder to derive an initial representation of the input condition
(which contains uncertainty about locations or objects with the given prompt in this example). Then,
a graphs generator produces multiple trajectories over a graph that reflect the input condition. These
graphs are encoded into new latent condition representations. New condition representations and
a latent noisy image are processed through the Latent Diffusion Model to acquire denoised image
latents, which are subsequently decoded into diverse output images.

an LDM takes in a noisy latent z sampled from some prior distribution p(z) and iteratively denoises it
to produce a generated sample Z, by Zo = LDM(z, ¢), where c is the condition. Finally, the denoised

latent is passed through the image decoder Dy by X =D; (Zo) to obtain the synthesized image.

During training, noise is added to the latent representation to create a noisy latent image z;, where ¢
denotes the diffusion timestep. The model predicts the noise € added to the latent image, minimizing
the difference between the predicted noise € and the actual noise € at every timestep ¢, as described in
Equation 2] where €, is the neural backbone that performs time-conditioned denoising of the latent
embedding. Typically, €, is implemented as a time-conditional UNet [63} 165].

|e—ew(zt,t,c)||§. 2)

Lipm = Eg(x),e~n(0,1),¢

3 Rainbow

Rainbow captures the inherent uncertainty in conditional image generation and produces diverse
yet realistic images that reflect the input condition. The core objective is to decompose the input
condition into diverse latent representations, distinct yet jointly interpret the same condition. Each
new latent representation is then processed to generate an output image, enabling us to produce
various images corresponding to the input condition. To achieve diversity in latent representations,
Rainbow conducts a latent graph in latent representation computation and utilizes the GFlowNets
[4)15] to sample diverse high-quality trajectories over the graph, which are then decoded into condition
latent representations to produce diverse output images.

3.1 Rainbow’s Inference Pipeline

Let M denote the number of images to be generated, and we assume that all models are fully trained.
Figure[T] visualizes the inference process of Rainbow in three main steps.

First, the input condition (e.g. input prompt) C'is encoded into a condition initial latent representation,
denoted as ¢ € R, (e.g. R77*1024) via a learned condition encoder £.. Next, the graph generator
Qcen takes as input the initial condition embedding ¢ and outputs a set of M distinct trajectories over
the graph. Each generated graph is then transformed into a new condition representation by the graph
decoder model @ p, as described in Equation[3] Finally, a latent diffusion model generates images
from the set of condition embeddings ¢'** and a set of noisy latents z"** sampled independently



from the prior to generate M images XM described in Equation@
e"™ = Qp(Qarn(c)). 3)

{X' =Di(LDM(#, &), i =1,..., M} “

3.2 Rainbow’s Training Details

This section describes the training strategy to obtain diverse condition latent representations ¢ ¢
RM*S: from the initial ¢ € R%. A detailed algorithm is provided in Appendix |C| We assume the
existence of a pretrained LDM. During Rainbow training, we freeze condition encoders £, image
encoder &7, image decoder D;, and Unet model; the graph generator Qgen and graph decoder ) p
are trained from scratch. We present Rainbow training progress into three stages as detailed below.

Stage 1: Discovering Diverse Graph Representations.  We construct an undirected graph, G*,
with N nodes, which yields N(N — 1)/2 non-self-loop edges. Inspired by previous works [47] 80]
that learn the underlying connections of variables in the latent space for greater interpretable context
exploration, edge embeddings in Rainbow are randomly initialized. During training, Rainbow assigns
interpretable meaning to edges without being constrained by pre-defined edge semantics.

We design Qgpn as a GFlowNets model that iteratively predicts edges to be added to each of the
set of M trajectories over G*, while maintaining a fixed per-graph sparsity, p. At each step, the
GFlowNets predicts M edges, adding each edge to one of the M trajectories. This process is repeated
for S steps. Specifically, the GFlowNets terminate the edge sampling process once p is reached,
and no explicit terminal states are defined (as in [48]]). The total number of edges .S is calculated as

S=(01-p)- w With this design, the number of states in the GFlowNets equals the number
of edges plus 1, S + 1, which includes one initial state and .S states for adding S edges.

In the initialization, we create a set of M trajectories T2 = {7l 72, ..., 7}, where s
represents the state index within the GFlowNets framework. We initialize each trajectory with a
special starting element, the edge index 0. At state s = S, each trajectory in ’7;1:{\94 is expected to be

filled with S edge indices in the range 1 to YX=1),

At states s = i with 1 < i < S, we input the previous trajectory 7.2 | and the condition ¢ to
predict probability of edges to add to the current M trajectories, one edge for each, as described in
Equation[5| In Rainbow, the edge prediction strategy is derived from DBO, which is introduced in
Section with further details in Appendix [C} After reaching the final state s = .S, we obtain M
trajectories 7.1 | each filled with S edges.

Tihe1 s = Qam(TEY | c). o)
Stage 2: Decoding Graphs into Condition Representations. A graph decoder model @ p is
utilized to decode each trajectory into a condition representation of shape S., denoted as ¢! € RS-,
As visualized in Figure[T} Qp is designed with three key steps.

First, for each trajectory 7. ¢, Qp encodes the sequence of edge indices (of shape RS*1Y) into a
sequence of edge embeddings of shape R®*%in_Subsequently, these edge embeddings are passed
through an RNN to ensure the order correlation of edges. Finally, the output of the RNN is processed
by a projection pooling layer to map the sequence from R <% to the desired shape RS-,

The final condition representations are computed as a convex combination between the diverse
representations and the original condition representation ¢ by a blending factor ~:

"M = 4Qp(TEY) + (1 —)e. ©)
Stage 3: Getting reward and computing losses.  After obtaining ¢"*, we perform the diffusion
process as introduced in Section with the added noise ¢, and get M predicted noise ¢,

Subsequently, to evaluate how good the sampled M trajectories, corresponding to M predicted noise,
the reward function R(ﬁi:sM ), defined as the exponential of the negative MSE, as in Equation

Our training objective combines two loss terms. First, the GFlowNets loss, Lgpn, follows the DBO
introduced in Section [2.1.1)) with reward function R(7.2M). Second, the diffusion denoising loss,



"Sunset scene with mountain” "Sunset scene with mountain in a specific season”

Figure 2: Comparison of multiple images generated by baselines and Rainbow. The baseline
methods tend to produce images with repetitive layouts and primarily drawing art styles, failing
to capture the uncertainty of "season". In contrast, Rainbow generates a variety of sunset scenes,
showcasing diverse light levels, grass colors, and effectively capturing different seasons.

L1 pwm, (mentioned in Section@ computes the mean squared error (MSE) between the added noise
¢ and the predicted noise ¢1*™. More specifically, Lggy is to train the graphs generator Qg ry,
ensuring the diversity of sampled trajectories as well as the alignment to reward; meanwhile, £ py is
to optimize the graph decoder model ) p. The total loss Ly is a weighted combination:

R(TI_M) — e—MSE(e,EI:M) (7
Lorn = Lopp(e"M, R(e"M)), (®)
Lol = Lgex + BL1LDM. ©)

(a) Base prompt + Spring edges (b) Base prompt + Winter edges
Figure 3: Images generated by Ra nbow seasonal edges with the base prompt "Sunset scene with
mountain". Most objects and layouts are consistent between the images, with noticeable season-
specific details in the second image, such as spring flowers and winter snow.

4 Experiment

We conduct experiments to investigate the following hypotheses. #;: Utilizing diverse graphs
facilitates generating diverse images; Ho: Latent graphs can be extracted into meaningful and
interpretable patterns; Hs: Improved ability to capture diversity enhances the performance of
downstream tasks. Reproducibility details are in Appendix [D]

4.1 Experiment Setup

Natural Images We use the Flickr30k dataset [83]], which includes about 30k images paired
with captions describing daily-life scenes, which contain uncertainty on object choices or styles.
We build our Rainbow on top of the pretrained Stable Diffusion v2-1-base (SD2-1) with frozen
pretrained VAE [33] image encoder/decoder, CLIP [56]] text encoder, and Unet model. We evaluate
the results against SD2-1, Stable Diffusion v3-medium (SD3.5), CADS [67] - a recent sampling
strategy enhances diversity in the image-generation task, and pretrained checkpoint of PAG [84]- a
recent work that improves diversity in the text-to-image task by prompt diversifying with GFlowNets.
In our comparisons, both Rainbow and CADS utilize SD2-1’s pretrained encoder-decoder and
diffusion models. Rainbow’s graph generator module includes M = 40, N = 20, and S = 32.

3D Brain MRIs We curate a dataset of about 27k datapoints for training with no diagnosed disease
from the following datasets: ADNI [53], ABCD Study [33} 78], HCP [77]], PPMI [53], and AIBL
[14]). This task contains uncertainty in anatomical details such as ventricle sizes. Our setting employs
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Figure 4: Quantitative analysis on diversity and image quality of SD-based Rainbow. Rainbow
consistently outperforms SD baselines in diversity with higher Vendi Score (VS) across domains and
image quality with higher Inception Score (IS) in natural images and FID ! in chest X-rays.

demographic input conditions on age and binary sex (0: male, 1: female) and fine-tunes the Medical
Open Network for Artificial Intelligence (MONAI) [8]’s optimized 3D LDM along with Rainbow
training. We benchmark Rainbow against LDM and a GAN-based [37] baselines. Rainbow’s graph
generator module includes M = 8, N = 8,and S = 8.

Chest X-rays We use the CheXpert dataset [30]], which contains 170k training images. This dataset
contains diversity in medical devices (such as chest tubes and wires), diseases (such as pneumonia
and pleural-effusion) and anatomical details. We implement Rainbow on top of frozen parameters of
a finetuned Stable Diffusion v1.5 (SD1.5) by previous work [36]] for chest X-ray data. We generate
2D chest X-ray images based on text prompt conditions, e.g., "Chest X-ray showing Support Devices".
In addition to the finetuned SD1.5, we include RadEdit [S2], a model trained from scratch on multiple
chest radiology data such as CheXpert [29], MIMIC-CXR [31]], and NIH-CXR [79] data for image
editing tasks (more details at Appendix [D.3)), in the result comparison. Rainbow’s graph generator
module includes M = 10, N = 20, and S = 33.

4.2 Experiment Results
4.2.1 Diverse Images Generation Results

Investigating H;, we analyzed the generated images by baseline models and the proposed Rainbow
in scenarios where the input condition contains uncertainty.

Natural Images  Qualitatively, Figure 2] compares the generated images using two prompts, with 5
over 40 generations displayed. SD3.5 consistently generates repetitive layouts with backlit mountains,
an orange sky, and ambiguous seasons. Additionally, SD2-1 offers a broader variety of objects and
layouts but adheres to a drawing art style for the first prompt and predominantly generates spring
scenes with green grass, lacking seasonal diversity for the second prompt. CADS marks diverse
objects, yet produces unclear or winter-dominated images for the second prompt. PAG with one base
image and diversified prompts does not introduce significant edits in this case and produces repeated
layouts and many unclear season. Conversely, Rainbow produces images with diverse objects and
light tones and effectively captures seasonal elements such as lush spring greenery and golden autumn
foliage, even in the first prompt. For the second prompt, Rainbow demonstrates balanced seasons and
clear seasonal features. We quantify the diversity and quality of generations in 60 prompts from the

FID score | Sex Classification Accuracy 1 Age MAE |
Real data le-5 96% 3.55
Synthesis Conv. age Conv. sex |Synthesis Conv. age Conv. sex Synthesis Conv. age Conv. sex
Random - - - 48% 32.17
GAN [19] 23329 - - 63% - - 29.23 - -
LDM [8] 0.3288 0.3570 0.3590| 68% 68% 67% 21.52 2035 1943
Rainbow (Ours)|0.3149 0.3375 0.3285| 79% 80% 73% 13.73 18.59 16.40

Table 1: Quantitative evaluation on 3D Brain MRIs. "Conv." stands for "Converted". The lower
FID score, the higher accuracy, and the lower mean absolute error (MAE in years) indicate better
performance. Rainbow outperforms baselines across tasks and metrics.



(a) Actual samples from dataset (b) Generations by Rainbow (c) Generations by baseline LDM

Figure 5: Comparison of MRI image generations for 65-year-old male individual. Compared to
actual samples from males aged 63-65, Rainbow captures greater diversity in details like ventricle
sizes, while the baseline LDM generates images with less variation.

(a) Generations by RadEdit (b) Generations by SD1.5 (c) Generations by Rainbow

Figure 6: Comparison of chest X-ray image generations for the prompt Chest X-ray with support
devices. Rainbow is able to provide high-quality images while generating a more diverse set of
medical devices compared to the baselines - (a) and (b).

COCO Validation set [41]], with 40 images per prompt. We use the Inception Vendi score (VS) [16]]
to evaluate diversity and the Inception score (IS) [[70] to assess image quality. As shown in Figure @,
Ranbow outperforms the baseline in both diversity (higher VS) and image quality (higher IS). In
addition, we observe that all methods produce images relevant to the prompts with a similar CLIP
score [S7]], which is approximately 30.3. Numeric results are in Table 3| classifier-free-guidance scale
affects are discussed in Figure[T8] full 40 generations in Figures all in Appendix [E]

Brain MRIs  Figure[5|showcases the generated brain MRI images conditioned on a 65-year-old
male individual. Unlike younger age groups (e.g. 10-20 years old) with characteristic small ventricles,
or the older age groups (e.g. 70+ years old) with large ventricles [1} [17, [71], the 60s age range
includes a wide variety of ventricle patterns [61], as visualized in Figure B with actual samples.
While all models generated high-quality images, Rainbow effectively captures the diverse ventricle
patterns with varying ventricle sizes, whereas the baseline LDM tends to produce similar ventricle
regions across different samples. We provide full axial, coronal, and sagittal views for this experiment
in Figure[28and visibility of structures and details in generated 3D MRIs in Figure[27)in Appendix [E]

In addition, we quantify brain MRI generations obtained from multiple tasks: image synthesis (with
200 conditions balanced on age and sex) and counterfactuals on age (three age shifts at 10, 40, and
80 years) and sex (flipping binary sex). For each task, we report FID score [72] and performance
on age and sex prediction by pretrained classifier models (details at Appendix [D.2). As shown in
Table[T} Ranbow outperforms LDM and GAN baselines across all metrics and tasks with lower FID,
higher sex accuracy, and lower age MAE. To justify age and sex prediction models, we report "Real"
results that were tested on real data and "Random" results that were evaluated on random outputs.
Figure 29]in Appendix [E] provides counterfactual generations.

Chest X-rays Figure @b quantifies generations by Ranbow and baselines using FID and VS.
Rainbow achieves a higher VS, indicating greater diversity than the finetuned SD model, while also
improving image quality with a lower FID score. Both Rainbow and SD outperform the RadEdit.
Figure [6] provides a qualitative comparison, images are generated using the prompt "Chest X-ray
showing support devices", where Rainbow generates a more diverse set of medical devices, such as
pacemakers, in all generations, while baselines do not show any devices in some images. All models
achieve similar CLIP scores of 33.5. Additional results including generations, Figure 22]and numeric
results, Table[d] are outlined in Appendix



sts Rainbow — ==

Figure 7: Images by Rainbow with the base Figure 8: Diversity in image editing. Using the
prompt "Chest X-ray with no significant find- DAC editing pipeline, given the cat (left) and "A
ings" (top) and being appended "supporting cat wearing a wool cap", Rainbow captures diverse
devices" edges (bottom) with devices added. cap colors, while SD2-1 generates white caps.

4.2.2 Latent Graph Interpretation

Investigating o, we explore sets of edges that present for 4 seasons in Figure 2] Section[#.2.1} From
images generated by Rainbow with the two prompts, we first cluster images based on observable
seasonal features, e.g. snow for winter. We then extract the 10 most frequently added edges for each
season when having "in a specific season" in the prompt. Subsequently, we append these 10 extra
edges to the original trajectories of the first prompt and generate new images. Figure [3|presents the
effect of manipulated graphs on the newly generated images. We can observe the addition patterns
of colorful flowers in Figure[3h and snow in Figure [3p. Although edges in the latent graph are not
predefined, Rainbow can implicitly learn to capture specific context and group edges into meaningful
features. For images with four seasons’ edges, see Figure[T7)in Appendix [E]

We apply the same approach to chest X-rays to explore the set of "support devices" edges by extracting
the 10 most frequently added edges when changing the prompt from "Chest X-ray with no significant
finding" to "Chest X-ray showing support devices" (visualized in Figure[25]in Appendix [E). Figure
shows the transformation with added "support devices" edges into trajectories with the appearance of
medical devices in the generated images.

4.2.3 Performance on Downstream Tasks

Exploring H3, we conduct two downstream tasks: image editing and counterfactual generation.

We conduct an image-editing task with the natural-image domain that modifies the input image
based on a prompt. We compare Rainbow to SD2-1 using the DAC image-editing pipeline [74]].
Figure [§] shows the results of editing an image of a cat to add a wool cap. DAC with SD2-1
consistently produces images with a white cap, while Rainbow generates caps in multiple colors. This
demonstrates Rainbow’s ability to capture uncertainty (the cap color) and generate diverse samples.
For the full 40 generations, see Figure[I9)in Appendix [E]

For 3D Brain MRIs illustrated in Figure[0] we perform the age prediction task using training data
that includes synthesized data from Rainbow and the LDM baseline. We include 1600 generations
arranged by age from 0 to 100 for both sexes, with each condition generating 8 samples. Real data is
incorporated in specific proportions. Figure Q] visualizes that models trained with synthesized data
generated by Rainbow achieved better performance. Both models performed best and better than
models trained with fully real data at 50%. Specifically, at 50%, both models outperformed those
trained with only 1600 real data points (100% dashed line).

4.3 Ablation studies

We assess the effect of varying the number of trajectories M. As shown in Figure [I0] (left) for
3D brain MRI, a decrease in M leads to a drop in performance, with a significant performance
decrease when M = 1. However, even with M = 1, Rainbow still performs better than the baseline
LDM. A similar pattern is observed in Figure[I0](right) for chest X-ray data; the lowest performance
corresponds to the lowest number of graphs, given the same sparsity, with M = 10 yielding the best
performance on diversity assessment. Models for synthesizing chest X-rays are partially trained for
16,500 steps (out of 24,000 steps for fully trained models) with a fixed N = 20. Additional ablation
results varying the number of nodes are provided in Appendix [E-2]
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(Mean Absolute Error in years). and high diversity (VS score) in the Chest X-ray experiments.
p is the sparsity in Rainbow. "Conv." stands for "Converted".

5 Related Work

Conditional Image Generation with Diffusion Models have been driven by diffusion models, which
iteratively denoise random inputs into coherent samples while outperforming GANSs in stability and
fidelity [26]. Key innovations include classifier-guided sampling [12]], which steers generation using
gradient signals from pretrained classifiers, and latent diffusion models (LDMs) [63], which operate
in compressed latent spaces to enable high-resolution synthesis. Text-to-image models like DALL-E 2
[S9] and Stable Diffusion [63]] leverage large-scale multimodal pretraining to align textual prompts
with visual concepts, while extensions like Palette [68] enable fine-grained control through spatial
conditioning. These frameworks highlight the versatility of diffusion processes, with applications
spanning artistic creation [69], medical imaging, and beyond.

Diversity in Conditional Generation Balancing diversity and fidelity remains a core challenge in
conditional generation. GAN-based approaches address mode collapse via mode-seeking regular-
ization [46] or self-conditioned clustering [43], while diffusion models inherently trade off diversity
and quality through their noise schedules [2]. Methods like ControlNet [86] enhance controllability
by injecting spatial constraints (e.g., edges, depth maps) into diffusion processes, whereas mutual
information regularization [87]] improves statistical dependency between latent codes and outputs.
Adversarial training with semantic-guided negative sampling [9]] further refines diversity in GANS,
while category-consistent objectives [27]] optimize photorealism and variation simultaneously. These
advances collectively enable richer, more varied outputs without sacrificing semantic alignment.

Generative Flow Networks (GFlowNets) [4] offer a paradigm for sampling compositional objects
(e.g., molecules, graphs) with probabilities proportional to a reward function, prioritizing diversity
over the single-mode convergence of RL. Recent work extends this to sequential domains via recurrent
architectures [50], demonstrating their capacity to model temporal dependencies in tasks like program
synthesis. Our work adapts GFlowNets to knowledge graph generation, using the Trajectory Balance
objective [43] to align forward edge-addition policies with backward inference while preserving order-
dependent semantics through RNNs. To our knowledge, this is the first integration of GFlowNets
with latent diffusion models.

6 Conclusion

We introduced Rainbow, a novel conditional image generation framework that captures uncertainty
and produces diverse, plausible images. Rainbow constructs a latent graph in latent representation
computation and leverages Generative Flow Networks to sample diverse trajectories over the graph,
thereby enhancing the diversity of the condition latent representations and outputting diverse images
that collectively interpret the input condition. Our experiments across natural and medical images not
only demonstrate that Rainbow outperforms existing baselines in generating diverse, plausible images,
but also highlight Rainbow’s flexibility in adapting to any condition type. We discuss limitations and
directions for future research in Appendix
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2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Yes, the paper discusses the limitations of the work performed by the authors,
as we have addressed it in

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: Yes, the paper provides mathematical formulation for GFlowNet and demon-
strating how the algorithm can help Rainbow to enhance diversity.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, the paper fully discloses all the information needed to reproduce the main
experimental results, including a parameter table and figures for hyperparameter tuning in

the Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

19



5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Yes, the paper provides open access to the data and specifies that the code will
be provided upon acceptance.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, the paper specifies all the training and test details, including data splits,
hyperparameters, selection criteria, and type of optimizer, clearly in both the main text and
the Appendix

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Yes, the paper reports appropriate quantitative and qualitative results in the
experiments to substantiate all claims.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Yes, the paper provides sufficient information on the computer resources
needed to reproduce the experiments, including details about the GPU used and the training
duration.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: Yes, the research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Yes, we discussed in Appendix [A]

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have properly credited the creators and original owners of the code,
pretrained models, and checkpoints used in our paper, and have explicitly mentioned and
respected the license and terms of use associated with these assets.

Guidelines:
* The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We will contribute the source code and pretrained model from this work to the
research community, and will provide detailed documentation of the training process and
usage instructions alongside the assets.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not include any crowdsourcing experiments or research with
human subjects. Instead, we have used the Flickr30k dataset, which contains images from
human daily life, and we have provided relevant details in the dataset introduction.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not include any crowdsourcing experiments or research with
human subjects.
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Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: Our method development does not involve LLM.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Broader Impacts

In this work, we presented Rainbow, a method that generates diverse images. These types of methods
can play a crucial role in advancing Al models by enhancing robustness, reducing biases, and
improving performance in various downstream tasks. By ensuring greater diversity in generated
data, these models help mitigate biases that arise from underrepresented groups, building more
equitable and generalizable Al systems. Additionally, generative models can be leveraged for
counterfactual image generation, enabling the exploration of alternative scenarios for scientific and
medical applications. However, while diversity is valuable, the realism of generated natural images
raises concerns about misinformation and the misuse of synthetic content. In medical applications,
counterfactual images must be rigorously validated by domain experts before being used to train
autonomous systems, as incorrect or misleading data could lead to severe clinical consequences.
Expert validation ensures that these images maintain diagnostic fidelity, preserving patient safety and
the integrity of Al-driven medical decision-making.

B Limitations and Future Work

Although we introduced significant advancements in Rainbow and demonstrated experimental im-
provements, some limitations suggest potential areas for future work. One limitation is the higher
computational resources required for training Rainbow, as we update M trajectories in parallel.
Future research could focus on optimizing the training process to alleviate these computational
demands. Although working on latent graph reveals a high level of flexibility for Rainbow to be
applicable to any kind of condition, another area for improvement is the interpretation of latent graphs
in Rainbow. This would aid in enhancing the latent graphs’ interpretability more automatically.

In terms of directions for future exploration, one direction is to extend Rainbow to other domains
that require diversity and the ability to manage uncertainty, such as text generation, recommendation
systems, and decision-making tasks. Another promising direction is to scale Rainbow to even larger
latent graphs, which could capture uncertainties across multiple tasks. This expansion could lead
to the creation of a foundational world model capable of addressing uncertainties in a variety of
applications. One crucial analysis to add is anatomical plausibility tests and checks before making
use of these images for any clinical application.

C Further Computation Details

C.1 Conditional Image Generation with Latent Diffusion

During Training The goal is to generate an output image X given an input image I € RS’ with
shape S; and a condition C. Initially, the input image I is encoded into a latent representation
zl = £;(1) using an encoder &;. The latent code z{ € R*! represents the underlying structure of the
image in a lower-dimensional latent space, where £; denotes the dimensions of this latent space.

The latent code z{) is then subjected to a forward diffusion process, which iteratively adds noise over
T steps:

Iy, I I T
a(zy | 2,_1) = N(zy | Vouzi_y, (1 — a)T),
where a; is a variance scheduling parameter that controls the amount of noise added at each step.

Concurrently, the condition C is encoded into its own latent representation ¢ = £¢(C) using an
encoder £¢. This latent representation ¢ € R“¢ encapsulates the conditioning information needed
for the generation process, where L denotes the dimensions of the conditional latent space.

During the reverse diffusion process, the objective is to reconstruct the original latent representation
z) from the noisy latent code z1., guided by the condition latent representation c. This reverse
diffusion is generally modeled using a neural network eg, which predicts the noise added at each
timestep of the diffusion process in a commonly used formulation:

zl | = 1 zl—ﬂeg(zltc) +on
t—1 @ t m to Y )
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where n ~ N (0,I) and o are scaling factors for the noise at step ¢. Note that there are variations
in diffusion modeling where different parameter schedules or noise prediction methods might be
employed.

Finally, the reconstructed latent code z} is decoded back into the image space to produce the final
output image X = D(z}), where D is the decoder function that maps the latent representation back
to the high-dimensional image space, yielding the generated image X.

Image Generation from Input Condition Along with the encoded latent representation ¢ from
input condition C', a latent image z is sampled from a Gaussian prior distribution, typically z; ~
N(0,I). The reverse diffusion process, conditioned on c, iteratively refines zr until obtaining zg.

This final latent code zg is then decoded using D to produce the output image X.

Counterfactual Generation from Input Image and Condition The input image I is encoded into
its latent representation z = £;(I). The counterfactual condition C’ is encoded into ¢’ = £ (C’).
The latent code z} is perturbed with noise and reverse diffusion, guided by c’, is applied to generate
a new latent code zy. Finally, this modified latent code zy is decoded using D to obtain the

counterfactual image X.

C.2 GFlowNets Training

The Algorithm [T]describes the training process of Rainbow to iteratively construct diverse trajectories
over the latent graph using GFlowNets and the Detailed Balance (DB) objective. The process is
divided into three phases: initialization, iterative edge sampling, and loss computation.

C.2.1 Initialization Phase

The algorithm initializes with the input as the initial condition representation ¢ € R, Configuration
includes the number of parallel graphs M, the number of nodes N, and the sparsity p. The total

number of edges S is calculated as S = (1 — p) - Y=L A set of M trajectories T1} € RM*1

is initialized with a special starting edge index 0. Two masks—forward_mask € RM*" and
backward_mask € RM*"__are created to enforce valid transitions during sampling. These masks
control which edges are available to be reached in the forward and backward paths. The log-likelihood
difference tensor ll_dif f € R(SH*M g initialized to track state transitions for the DB loss.

C.2.2 Iterative Edge Sampling Phase

For each step i € {1, ..., S}, the algorithm performs the following operations:

Graph Encoding and Forward/Backward Probabilities: The current trajectories 7=/ | are
encoded into latent representations rep, € RM>hg ysing the graph decoder Q§- These are concate-
nated with the repeated condition ¢ to form a combined representation rep € RM*"_ The forward
predictor MLPgw computes log-forward probabilities log_ forward € RM*™ and log-flow values
log_flow € RM*! masked to exclude already added edges. The backward predictor MLPgw
computes log-backward probabilities log_backward € RM*" masked to restrict invalid backward
transitions.

Edge Sampling and Mask Updates: Edges are sampled from log_ forward using a multinomial
distribution, and the trajectories 7,1 are updated with the new edges. The log-likelihood differences
ll_dif f[i] accumulate the log-flow and log-forward probabilities of the sampled edges. For i > 1,
ll_dif f[i — 1] is updated with backward probabilities to ensure transition consistency. The masks
forward_mask and backward_mask are dynamically adjusted to reflect added edges.

C.2.3 Finalization and Loss Computation Phase

After S steps, the completed trajectories 7'51:{‘4 are decoded into condition representations ¢'* using
the graph decoder @) p, blended with the original condition c via the factor v as in Equation[6] The
diffusion denoising process generates rewards log_reward € RM*! which are incorporated into

Il_dif f[S]. The DB loss Lpp is computed as the mean squared error of 1l_dif f.
EDB = mean(ll_diff2).
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Algorithm 1 Rainbow Training Pipeline

—_
S o

—_ = =
w N =

14:

PRADID AR

. Input: Intial condition representation ¢ € RS
: M: Number of graphs that are computed parallelly

N: Number of nodes in graph

: p: Sparsity

n=N(N —1)%0.5x% (1 — p): Total number of edges in undirected graphs with N nodes
S: Number of edges in the final graph

: GFlowNets Architecture
¢ hg, he: dimension of the encoded graph g; and the encoded condition c, respectively

. h = hg + h.: GFlowNets hidden size
Qg RS — Rhe > Condition encoder model
QR — Rhs > Instant graph decoder model (Used during edges sampling)

: MLPgw : R" — R"*! > Forward probability and flow predictor, n dimensions for forward

probability, and the last dimension for state flow
MLPgw : R" = R"” > Backward probability predictor

15:

16:
17:

18:
19:

20:
21:

22:
23:

24

GFlowNets computation flow for transforming state i — 1 to state :
Inputs: 72M ¢ RMxi ¢ ¢ Rhe

rep, = Q§(T1M ) € RMxhq > Encoding graphs from state i-1
rep = concatenate(repy, ¢ .repeat(M)) > Concatenate encoded graphs and the repeated
encoded condition

pred = MLPgw (rep) > Preparing for forward probability and flow prediction
log_forward = log_softmax(pred[:,: —1] — forward_mask * inf) > Getting forward
probability that with added edges excluded

log_flow = pred[:, —1 :] > Getting log flow
log_backward = log_softmax(MLPgw (rep) — backward_mask * inf)) > Getting

backward probability among added edges

25:

26:
27:
28:
29:

30:

31:
32:
33:
34:

35:
36:

37:

38:
39:
40:
41:
42:
43:
44:
45:
46:
47:
48:

49:
50:
51:

52

Outputs: log_forward € RM*" log_backward € RM*" flow € RM*1
Step 0. Initialization
TEM < 0pr1 > Empty M undirected graphs with a starting special edge index 0
forward_mask < Oprxn, backward_mask < 1yxn > Initialize masks
H_dif f < O(s41)yxm > First state for the initial state and .S states for adding S edges,
li_dif £]0] is not touched
Graphs generator training pipeline using GFlowNets and Detail-balance loss
¢ =Qg(c)
foriinl...Sdo > Loops of execution
log_forward, log_backward, log_flow = Qgrn(TEM |, )
edges < multinomial(log_forward) € RM*" > Sampling edges as actions
TEM « edges > Action as edges are added into trajectories
# Updating flows
U_dif fli] + = log_flow + log_forward.gather(actions)
if i > 1 then
U_dif fli — 1] — = log_flow — log_backward.gather(actions)
end if
forward_mask + = actions > Updating the forward mask
backward_mask — = actions > Updating the backward mask
if i == S then > Completing the last turn
M = Qp(THY) x v + ¢ x (1 — ) > Decode done graphs into latent condition shape
Performing Diffusion denoising conditioned on ¢'*M and get log_reward € RM*! as in
Equation|§]
U_dif f|S] — = log_rewards
end if
end for
. Lpp = ll_dif f? . mean() &> Optimization step
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D Experiment Setup

Table [2)indicates hyperparameters used in this work for all experiments.

D.1 Hyper-parameter

Parameter Name  |[Natural Images| 3D Brain MRIs Chest X-rays
Learning Rate le-5 25e-7 le-5
Pretrained-LDM epochs - 80 -
Rainbow epochs 3 20 5
Batch Size 1 1 8
a 1 (Freeze Unet) 0.2 1 (Freeze Unet)
8 1 0.8 1
Training image shape | 3 x 256 x 256 | 1 x 160 x 192 x 176 | 512 x 512
Training condition type | Text prompt | Age and binary sexes | Text prompt
Training condition shape | Dynamic length 2 dimensions Dynamic length
Latent image shape 4x64x64 |1x32x40x48 x44| 4 x 64 x 64
Latent condition shape S.| 77 x 1024 256 77 x 1024
Inference image shape | 3 x 512 x 512 | 1 x 160 x 192 x 176 | 512 x 512
Encoder - Decoder VAE VAE VAE
Graph Size N 20 nodes 8 nodes 20 nodes
Number of Graphs M 40 8 10
Sparsity p 0.83 0.70 0.82
Num. Edges S 32 8 33
Use RNN Yes Yes Yes
Edge Embedding dim 512 128 512
Latent dimhg = h, 1024 1024 1024
Blending factor 0.5 0.5 0.5

Table 2: Model Architecture and Parameter Indications

D.2 Evaluation Metrics

Natural Images To evaluate Rainbow on natural images, we use Inception Score (IS) and Inception
Vendi Score (VS). For both metrics, we use the feature extraction model from pre-trained Pytorch
Inception-v3.

3D Brain MRIs We use Fréchet Inception Distance [23]] (FID) to evaluate the feature quality of
synthetic images. FID is a widely adopted metric for assessing the similarity between the feature
distributions of real and generated images. It is based on the premise that high-quality synthetic
images should exhibit feature distributions similar to those of real images when passed through
a pre-trained neural network. FID is computed by calculating the Fréchet distance between two
multivariate Gaussian distributions fitted to the feature vectors of real and generated images.

For feature extraction, we use a 3D ResNet50, which is particularly well-suited for capturing the
complex 3D structures and patterns inherent in volumetric data. The model is trained on a diverse set
of 23 medical imaging datasets, enabling it to generalize effectively across various medical image
types, such as MRI and CT scans. The feature vectors are extracted from the final convolutional layer
(conv seg), with a dimensionality of 2048. This layer captures high-level semantic features of the
images, making it ideal for evaluating perceptual similarity between the real and synthetic images.

Lower FID values indicate that the distributions of real and generated images are more closely aligned,
suggesting that the synthetic images are of higher quality.

To evaluate the faithfulness of capturing these conditions in our generated samples, we train a CNN-
based age regressor and sex classifier on the real data (i.e., the same data that is used to train our
proposed model and all baselines). The architectures for these CNNs can essentially be seen as the
encoder half of a typical UNet [65], consisting of 4 downsampling levels and 2 convolutional blocks
per level, with each block consisting of a convolution layer, batchnorm layer, and ReLU layer. The
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age regressor is trained to minimize MSE loss, and the sex classifier is trained to minimize binary
Cross-entropy.

Chest X-rays To evaluate Rainbow on chest X-rays, we use FID and Vendi Score similar to the
previous modalities. For feature extraction, we use a pre-trained DenseNet-121 [28]] model from the
TorchXray Vision library [[L1], which is trained on multiple chest X-ray datasets such as CheXpert
[29], NIH-CXR [79], PadChest [6], and MIMIC-CXR [31]. The feature vectors used for calculating
the metrics are extracted from the last layer (before the classifier head) with a dimensionality of 1024.

D.3 Baselines

Natural Images We use 4 baselines: Stable Diffusion v2-1-base (SD2-1) [64E], Stable Diffusion
v3—mediumE], CADS [67]], which is a sampling strategy that anneals the conditioning signal by adding
scheduled, monotonically decreasing Gaussian noise to the conditioning vector during inference
to balance diversity and condition alignment, and PAG [84]], a novel approach that frames prompt
adaptation as a probabilistic inference problem utilizing GFlowNet for the generation of diverse,
high-quality prompts.

Brain MRIs The GAN based model is from [37]]. This 3D GAN model addresses both image
blurriness and mode collapse problems by leveraging a-GAN [66]] that combines the advantages
of Variational Auto-Encoder (VAE) and GAN with an additional code discriminator network. The
model also uses the Wasserstein GAN with Gradient Penalty (WGAN-GP) loss [20] to lower the
training instability.

The standard LDM is based on [54, 8} 163]. It can be viewed as identical to Rainbow, except that it
does not leverage any latent graphs.

Chest X-rays We consider two chest X-ray baseline models. The first model is RadEdit [52], a latent
diffusion model developed by Microsoft Health. This model is trained on 487,680 frontal view chest
X-rays of multiple datasets such as MIMIC-CXR [31]], NIH-CXR [79], and CheXpert [29]]. The
second baseline is a fine-tuned Stable Diffusion v1.5 model [36] on the CheXpert [29] dataset.

D.4 Training Time and Computation Sources
For general-domain experiments, training was conducted on a single NVIDIA H100-80GB GPU,
completing in 12 hours.

The brain MRI experiment utilized 4 NVIDIA H100-80GB GPUs paired with 32 CPU cores over 3
days pretraining, followed by continued Rainbow training on the same hardware configuration for an
additional 24 hours.

The chest X-ray experiments utilized 4 NVIDIA A100-80GB GPUS paired with 24 CPU cores.
This model was finetuned on 512 x 512 chest X-rays and prompt pairs for 15 hours with an overall
batch-size of 8.

E Addition Experiment Results

E.1 Numeric Evaluation Results

Table 3] presents numeric results for Figure d.

Table [ presents numeric results for Figure .

E.2 Chest X-Ray Ablation Studies

Figure [[T] shows the results for the full ablation study across three parameters N, M, and p for the
chest X-ray model. The ablation setup is same as discussed in the main text, where each model is
trained on a single GPU for 16500 steps. It can be observed that the models with more diversity
(higher VS) have higher sparsity values, and the models with lower FID have lower sparsity. However,

*https://huggingface.co/stabilityai/stable-diffusion-2-1-base
*https://huggingface.co/stabilityai/stable-diffusion-3-medium
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Model name | IS 1+ | CLIP 1 | Pixcel VS 1 | Inception VS 1
SD3.5 7.37 | 30.29 3.75 25.09
SD2-1 8.49 | 30.27 3.74 25.63
CADS 9.46 | 30.27 3.88 27.85
PAG 9.93 | 30.21 3.90 26.92
DDIM 8.44 | 30.28 3.91 26.62
Rainbow 10.45 | 30.32 3.94 28.90

Table 3: Quantitative comparison of natural-image experiment. An upward arrow "{" indicates
that a higher value corresponds to better performance. Rainbow consistently outperforms SD baselines
in diversity (higher Vendi scores), image quality (higher IS score), and prompt context delivery (higher
or comparable CLIP score)

Model name | FID | | CLIP 1| VS 1
RadEdit 10.28 | 33.58 | 6.12
SD1.5 1.32 | 33.51 | 6.44
Rainbow 1.27 | 3345 |7.16

Table 4: Quantitative comparison of Chest X-Ray experiment . An upward arrow "1" indicates
that a higher value corresponds to better performance. Rainbow is increasing the VS and achieves
higher diversity while improving the generation quality by lowering FID. All models have close CLIP
similarity scores.

this does not imply that sparsity parameters are the single factor affecting quality and diversity. In
general, we see more squares and triangles in the upper right section of the plot, showing that M = 10
and M = 15 are overall better than the M/ = 5 models. Furthermore, blue and orange are also more
prevalent in the upper-right section of the plot indicating that models with N = 25 do not perform as
good as models with fewer nodes.

E.3 Full of 40 Generations for General-domain Experiments

Figure[I9|provides the 40 generations that support Figure|[8]in the main text.

Supporting Figure [2]in the main text, Figure [I2] present full 40 generations with two prompts by
SD3.5, Figure[I3| present whole 40 generation with two prompts by SD2-1, Figure 4] present full 40

| A Color: N
0.70+ ; ] ® N=14
A. A A N=20
a ® N=25
< 0.651 A.
i ) (1]
a) ]
£ 0.601 ie ® Marker: M
) o N Selected Model ® M=5
© ‘ o -
o | m M=10
& 055 A M=15
0.50
o , , ,
6.3 6.4 6.5 6.6 6.7

Diversity (VST)

Figure 11: Ablation studies on the Chest X-Ray model by varying the number of nodes N, the number
of graphs M, and the sparsity parameters p. Different colors show the N values (blue=15, orange=20,
green=25). Different shapes show the M values (circle=5, square=10, triangle=15), and the size of
the shapes shows the sparsity (biggest=0.88, middle=0.82, smallest=0.64). The final selected model
is shown using the arrow labeled as ’Selected Model’.
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generation with two prompts by CADS, Figure [I3] present full 40 generation with two prompts by
PAG, and Figure [T present whole 40 generation with two prompts by Ra nbow.

Supporting Figure [3]in the main text, Figure [I7] presents full 40 generations with 4 sets of seasonal
edges.

Figure 20| provides a qualitative and quantitative comparison of generated images between models
with additional prompts.

Supporting Figure [fin the main text, Figure 22] presents full 40 generations with 4 sets of seasonal
edges.

(b) "Sunset scene with mountain in a specific season" by SD3.5

Figure 12: SD3.5 generates repeated layouts and objects in both prompts, producing unclear seasons
or dominated late-autumn/early-winter aesthetics in the second prompt.

E.4 Addition prompts for Text-to-image task

Figure [20] provides a comparison of diverse natural-image generation between models in 4 additional
prompts.

E.5 3D Brain MRI Fidelity Analysis

As visualized in Figure 27} Ra:nbow maintains sharper anatomical details across all age groups while
avoiding artifacts. LDM introduces subtle distortions, particularly in age-sensitive regions:

* Young (14 vs.16): Rainbow preserves fine textures like developing white matter tracts.
LDM’s output shows mildly blurred cortical layers.
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(b) "Sunset scene with mountain in a specific season" by SD2-1

Figure 13: SD2-1 generates diverse layouts and objects but heavily prioritizes a specific art style in
the first prompt, while producing ambiguous or spring-dominated seasons in the second prompt.

* Middle-aged (45 vs.44): Rainbow retains small vessels and tissue gradients. LDM exhibits
"smeared" edges around ventricles.

* Elderly (75 vs.72): Rainbow realistically renders age-related atrophy (e.g., widened sulci).
LDM generates unnaturally smooth brain surfaces, masking thinning cortex.

E.6 Qualitative Results for 3D MRI Counterfactual Generation Task

For brain MRI, we perform a counterfactual generation task. Given the factual image and condition,
the task is to generate a counterfactual MRI based on a counterfactual condition on age or sex.
Table|[T] presents the numerical evaluation of the classification of sex and age based on the generated
counterfactuals. Rainbow achieves higher performance, which underscores its effectiveness. Figure
[29] compares the counterfactual generations. Both Ranbow and LDM generate correct patterns, such
as smaller ventricles at a younger age (do(age=10)), evident from the red regions in the difference
plot, and larger ventricles and cortex at an older age (do(age=80)), shown by the green regions.
Additionally, sex conversion from male to female shows smaller ventricles and partially larger cortex
regions. However, the baseline LDM exhibits some artifacts. These findings are consistent with
previous studies on the effects of age and sex on MRI characteristics [13] [8T).
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(b) "Sunset scene with mountain in a specific season" by CADS

Figure 14: CADS generates diverse layouts and objects, but prioritizes a specific art style in the first
prompt. While CADS produces more defined seasonal characteristics in the second prompt, including
generations with clear spring environments, some outputs retain ambiguity or disproportionately
favor winter season.
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(b) "Sunset scene with mountain in a specific season" by PAG

Figure 15: Generations by PAG
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(b) "Sunset scene with mountain in a specific season" by Rainbow

Figure 16: Rainbow generates diverse layouts, objects, and seasonal environments with high compo-
sitional flexibility, achieving balanced variation across spring, summer, autumn, and winter visual
details.
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(d) "Sunset scene with mountain” + Winter edges

Figure 17: Comparison of images generated by Rainbow with manipulated trajectories with 10 extra
edges specific to each season. We observe that objects and layouts are consistent between the images,
with clear season-specific details such as colorful spring flowers and green grass, hot-toned sky for
summer, autumn yellow leaves, and snow for winter.
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CFG|IS 1| VS 1|

"Sunset scene with mountain"

75 [1.44 13.80 [Fidioer e e -__ ey

SD3.5|5.0 [1.42 |3.69

3.0 |1.43|3.78

75 1.96 |4.29
SD2-1|5.0 |1.92 [4.53 |,

3.0 |2.07 |5.24

7.5 120 3.06
s
3.0 |1.46 [3.85 | =

7.5 |1.88 |4.50

SD2-1|5.0 |1.85 |4.69

3.0 [1.69 |5.32]

Figure 18: Comparison of the effect of classifier-free guidance (CFG) scale on SD baselines across
different prompts. For each prompt, 40 images are generated to compute metrics, and 10 are displayed.
Metrics include the Inception Score (IS) for image quality and the Inception Vendi Score (Vendi) for
diversity assessment. Across models, CFG scales, and prompts, there is no consistent pattern
suggesting that reducing CFG yields more diverse images. Specifically, we can observe that
decreasing the CFG only affects the detail level of the objects (more realistic, sharper) without
influencing the context or object choices. Therefore, reducing CFG does not improve diversity in
context, which is the major strength of the proposed Rainbow.
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(b) DAC + Rainbow

Figure 19: Diversity in image-editing task. Given the original image of a cat (left) and the editing
prompt "A cat wearing a wool cap", the baseline mostly produces white caps, while Rainbow captures
diverse color choices of caps.
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Vendi 1|CLIP 1

"A forest with animals"

SD3.5 3.60 |33.33

SD2-1 4.77 | 33.59

CADS 5.05 | 3342

PAG 4.84 | 31.76

Rainbow | 6.09 | 33.66

SD3.5 3.37 | 30.08

SD2-1 4.77 |30.37

CADS | 490 |29.57

PAG 4.64 |29.56

Rainbow | 5.46 | 29.49

"Photo of bronles and lemoade

SD3.5 | 396 |34.8 g 2l ﬁx'f“u . (RS . ,
&. = %\ "% @

SD2-1 495 |35.27
CADS | 550 |34.90
PAG 4.63 |30.82

Rainbow | 5.79 | 33.39

SD3.5 1.89 | 32.57

SD2-1 1.94 | 3231

CADS | 223 |32.63

PAG 2.65 | 34.87

Rainbow | 2.50 | 32.76

Figure 20: Diversity and quality across Rainbow and SD baselines. Each prompt generates 40 images
per model. Notably, Rainbow captures seasonal variations in the "forest with animals" prompt and
multiple perspectives of San Francisco beyond seas and buildings in SD baselines. For "brownies
and lemonade", Rainbow generates diverse relevant objects on the table, and for "tiger", it provides
multiple views, showcasing enhanced versatility and realism. The SD baselines tend to generate
similar layouts and contexts across prompts, demonstrating less diversity.
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(b) Prompt: "A cow in a desert during a vibrant sunset"

Figure 21: Examples of cases that Rainbow perform not good.

40



1 2 2
I "
!
NI iy
5 ‘ N
|

(b) Generations by SD1.5

(c) Generations by Rainbow

Figure 22: Generations with the prompt "Chest X-ray showing support devices." Rainbow generates
a more diverse set of medical devices compared to the SD model and RadEdit, while maintaining
image quality comparable to the SD model.
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(b) Generations by SD1.5
e AT
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(c) Generations by Rainbow

Figure 23: Generations with the prompt "Chest X-ray showing Cardiomegaly". Rainbow shows
more diversity in the anatomy of the generated chest X-ray, while SD mostly generates left and right
lungs that are similar to each other. Furthermore, Rainbow provides diversity in the location of the
generated support devices.
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(c) Generations by Rainbow

Figure 24: Generations with the prompt "Chest X-ray with no significant findings". Rainbow shows
more diversity in the anatomy of the generated chest X-ray, while SD has less variation in the
anatomical structure of the lungs.
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Chest X-ray with no significant findings Chest X-ray showing support devices Chest X-ray showing atelectasis Chest X-ray showing pneumonia
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Figure 25: Heatmaps of edges across different prompts. In the first row, we present heatmaps of
edges across 40 trajectories per prompt, with corresponding prompts labeled. In the bottom row,
we illustrate the difference in edge distribution compared to the baseline prompt "Chest X-ray with
no significant findings". We analyzed and extracted the 10 most frequently added edges and the 10
most frequently removed edges for the difference heatmap. Our observations reveal that (1) some
edges consistently appear in most prompts with a significant proportion, and (2) it is evident that
certain edges are representative of specific contexts. Particularly, in the difference heatmap, we can
see certain edges are added with a high proportion, approximately 60%.
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Figure 26: Comparison of images generated by Rainbow with the base prompt "Chest X-ray with no
specific findings" and with "support device" edges. By adding the edges corresponding to the entity
"support devices" to the latent graph, we’re able to modify the images with support devices. This
demonstrates that Rainbow ’s latent graphs encode structured and interpretable knowledge, and that
manipulating these graphs enables fine-grained, concept-specific image editing.
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(b) Base prompt + suport devices edges
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Samples generated by Rainbow
Age 14, Sex 0 Age 44, Sex 0 Age 77, Sex 0

Samples generated by LDM
Age 44, Sex 0

~

Age 77, Sex 0
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Figure 27: Brain MRI fidelity comparison
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(c) Generated MRI by baseline LDM

Figure 28: Multiple generations per input condition comparison. The figure displays MRI images
showcasing 8 samples generated from a single input condition. Given the input condition of a
65-year-old male, both Rainbow and the baseline LDM can generate plausible MRI images. However,
compared to actual samples from males aged 60 to 65, it is evident that Rainbow captures a greater
diversity in details, such as varying ventricle sizes. In contrast, the baseline LDM tends to generate
images with consistently similar ventricle sizes, demonstrating less diversity.
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Original information: Age 44 (Male)

Younger Ages

Original Age 10 Diff of Age 20 Diff of Age 30 Diff of Age 40 iff of
g p age = 10 vs 44 p age = 20 vs 44 p g p

Older Ages
Original Diff of Diff of
Age 44 p

age = 60 vs 44 p age = 70 vs 44 p g p age = 90 vs 44

Figure 29: Counterfactual 3D Brain MRIs by Rainbow and the difference between the original image
and generated counterfactuals

Original information: Age 44 (Male)

Younger Ages

Diff of
age = 20 vs 44 p g p age = 40 vs 44

Older Ages

Diff of Diff of Diff of Diff of
age = 60 vs 44 p age = 70 vs 44 age = 80 vs 44 p age = 90 vs 44

Figure 30: Counterfactual 3D Brain MRIs by baseline LDM and the difference between the original
image and generated counterfactuals
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