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ABSTRACT

Hierarchical Federated Learning (HFL) advances the classic Federated Learning
(FL) by introducing the multi-layer architecture between clients and the central
server, in which edge servers aggregate models from respective clients and further
send to the central server. Instead of directly uploading each update from clients
for aggregation, the HFL not only reduces the communication and computational
overhead but also greatly enhances the scalability of supporting a massive num-
ber of clients. When HFL operates for applications having a large-scale clients,
edge servers train their models in a cyclic pattern (a ring architecture) as opposed
to the star-type of architecture where each edge develops their own models in-
dependently.We refer it as Cyclic HFL(CHFL). Driven by its promising feature
of handling data heterogeneity and resiliency, CHFL has a great potential to be
deployed in practice. Unfortunately, the thorough convergence analysis on CHFL
remains lacking, especially considering the widely-existing data heterogeneity
issue among clients. To the best of our knowledge, we are the first to provide a
theoretical convergence analysis for CHFL in strongly convex, general convex,
and non-convex objectives. Our results demonstrate the convergence rate are
O(1/MNRKT) for strongly convex objective, O(1/vVMNRKT) for general

convex objective, and O(1/v M N RKT) for non-convex objective, under standard
assumptions. Here, M is the number of edge servers, N is the number of clients
in edge, K is local steps in client, and R is the edge training round. Through
extensive experiments on real-world datasets, besides validating our theoretical
findings, we further show CHFL achieves a comparable or superior performance
when accounting for both inter- and intra-edge data heterogeneity.

1 INTRODUCTION

Federated Learning (FL) McMahan et al.|(2017) has emerged as a promising distributed learning
framework in which a large number of distributed devices collaborate to train a joint model without
sharing their data. Although FL has attracted a significant interest on theoretical research, the standard
FL architecture does not always perform well in practical scenarios. When the number of clients
(devices) participate in the FL, the communication burden in between the central server and each
client for model update and aggregation may significantly impact the FL performance. As a solution,
the edge-based FL has been proposed Wu et al.| (2020) to replace a single central server with multiple
edge servers. In particular, each edge server acts as a parameter server responsible for a smaller set
of clients, who can meet specific communication or data requirements. However, as stated in|Wang
et al.[(2021a), this edge-based FL still suffers the performance drop due to the limited number of
participating clients managed by each edge.

To alleviate the communication burden on a central server, Hierarchical Federated Learning (HFL)
Liu et al.[(2020); Deng et al.|(2021) introduces a three-layer architecture, i.e., a central server, multiple
edge servers, and clients. Each edge server, along with its associated clients, forms an edge. The HFL
has two levels of model updates including edge model update and global model update, in which
many edge model updates follow the star architecture [Lee et al.| (2020) to aggregate local model
updates from clients. On the other hand, most HFL works Liu et al.| (2022; 2023} 2020); Khan et al.
(2023)) also assume the global model update follows the star architecture, i.e., the centralized HFL,
and provides convergence analysis based on various assumptions. Rather than the star architecture,
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for many FL applications across a large geographic regions|Zhu et al.| (2021)); Paulik et al.[(2021));
Yang et al.| (2018)); [Lee et al.[(2020), the ring architecture is a better fit in terms of the participation
pattern, where each edge server updates their models to another edge server rather than the central
server, namely, the Cyclic HFL (CHFL). Compared to the star-like architecture with centralized HFL,
CHFL improves scalability by accommodating more clients without being affected by central server
dropout issues when the communication burden increases. Unfortunately, while a few recent works
Li & Lyu| (2024));|Cho et al.| (2023) have discussed the convergence rate in the cyclic pattern, they are
limited to FL, and a comprehensive analysis under standard assumptions in HFL remains lacking. In
this work, our contributions are as follows,

* We derive convergence guarantees for CHFL on heterogeneous data under standard as-
sumptions for strongly convex, general convex, and non-convex objectives, all of which
are compared with the state-of-the-art as in Tab. [l We note that our convergence rates
have the highly desirable speedup effect in terms of both edge server number M and edge
round R. As a result of generality, several well-studied FL variants such as|L1 & Lyu! (2024);
Karimireddy et al.| (2020) become special cases of our framework, further echoing the
correctness of our conclusion. Compared with other centralized HFL variants, we achieve
the best convergence rate without considering the transmission latency between the central
server and the edge server.

» We provide insights into achieving optimal convergence improvements by clustering clients
with different objectives. Unlike current clustering policies, such as solely grouping clients
with similar data|Liu et al.| (2020); Wang et al.| (2022) or ensuring edges share similar data
Mhaisen et al.|(2021); [Deng et al.|(2021)), our approach determines the best policy based on
the settings of the number of edges, clients, local steps, and edge training rounds for various
objectives. As in the general convex case, having all edges sharing similar data will lead to
an optimal convergence improvement when the number of edges is relatively small. On the
other hand, clustering clients with similar data will help achieve an optimal convergence
improvement if the number of edges is large.

* We validate our findings with comprehensive simulation-based study on real-world datasets.
The experimental results show that CHFL can achieve comparable or superior performance
in terms of accuracy and convergence speed measured by local model updates. Meanwhile,
we show that the edge training epoch accelerates the convergence speed, and the inter-edge
heterogeneity has more effect on convergence speed than the intra-edge heterogeneity in
specific conditions.

2 RELATED WORK

2.1 HIERARCHICAL FEDERATED LEARNING

In addressing the challenges of high communication overhead and latency in vanilla FL, HFL [Liu
et al.| (2020); Bonawitz et al.| (2019); Zhou & Cong| (2019) was proposed to add a layer of edge
servers, which simplifies the communication process to occur only between edge servers and central
server Wang et al.[(2021b). Liu et. al in|Liu et al.|(2020) prove HFL could achieve convergence
amidst inter-edge data heterogeneity, yet the impact of intra-edge data heterogeneity on convergence
remains unknown. Similarly, Abad et.al /Abad et al.|(2020) show the reduced communication latency
by deploying HFL in a real mobile edge computing system. Xu ef al. in|Xu et al.|(2021) introduce
an adaptive HFL approach, focusing on optimal resource allocation and control of edge intervals to
enhance training accuracy. OUEA Mhaisen et al.| (2021) and SHARE Deng et al.| (2021) consider the
clients cluster problem in HFL. OUEA Mhaisen et al.|(2021) cluster clients with similar data into one
edge to improve performance in HFL but they only consider the convex objective. SHARE |Deng et al.
(2021) ensures each edge shares similar data to reduce data heterogeneity among edges to improve
performance. Both discuss cluster policies in the context of centralized HFL, but these policies
cannot be directly applied to CHFL to enhance performance. Our convergence analysis reveals that
the effectiveness of cluster policies depends on system settings and their specific objectives.
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Table 1: Convergence rates for FL and HFL variants.
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! The Sequential Federated Learning(SFL) with a full client participation.

2 The cyclic Federated Learning on the non-convex case with Polyak-Fojasiewicz.

® Hier-Local-QSGD reduces the communication cost between the cental server and clients.
* Group-FEL with a wise client sampling strategy to improve the convergence speed.

3 HSFL addresses the issue of limited computational resources on local devices.

 G(R, K) represents the function containing local steps K& and edge round R.

7 Shorthand notations: SC: Strongly Convex, GC: General Convex, NC: Non-Convex.

8 We omit absolute constants and polylogarithmic factors.

2.2 CYCLIC/SEQUENTIAL FEDERATED LEARNING

In vanilla Federated Learning, clients exhibit system heterogeneity. Hence, it is advisable to select
qualified devices suited for FL, ensuring they have a stable network for efficient model updates,
sufficient charging to manage energy use, and idle status to avoid disruptions. Compared with the
vanilla FL setting with random device selection |[Hard et al.| (2018)); [Huba et al.| (2022)); [Paulik et al.
(2021)), those qualified devices usually participate in FL at specific time and follow a cyclic pattern
Zhu et al.| (2021); [Paulik et al.| (2021); |Yang et al.| (2018); |[Lee et al.| (2020). Cho et al. in (Cho
et al.[(2023)) explores various gradient update methods in FL under a cyclic pattern. However, their
convergence analysis is based on the assumption that the local client’s objective conforms to the
Polyak-Lojasiewicz condition |[Karimi et al.| (2016)), a limitation considering that objectives in FL.
are often general non-convex Das et al.|(2022)). Li ef al. in|[L1 & Lyu|(2024) offer the convergence
analysis for both Parallel Federated Learning (PFL) and Sequential Federated Learning (SFL) with
convex and non-convex objectives. They have the result that SFL has a better guarantee than PFL in
specific conditions. However, they both discuss the convergence analysis on the two-layer FL, for
which the cyclic pattern on HFL is still missing. To address this gap, we extend the application of the
cyclic pattern to HFL and provide a convergence analysis for both convex and non-convex objectives.
Furthermore, we delve into the impact of data heterogeneity on convergence speed across various
client participant patterns in HFL. We attain optimal convergence rate compared to other studies|Liu
et al.[|(2023)); Xu et al.|(2021).

3 PRELIMINARY ON CycLIC HFL

3.1 NOTATIONS

We consider a CHFL system having a set of edge servers (interchangeably with edges) M. Each
edge server i € M will serve clients N; with N = |N;|. For each client j € N, it has the
local empirical loss function, Fj;(x) = IDilr-l depj £(x, &), where D; is the training dataset and

(x, €) is the loss value of the model x € R at data sample &. For each edge server 4, it optimizes
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fi(%) := 57 Xjen; Fj(x). The global optimization task is identical to that of standard FL where

the global objective is f(x) := 77 >, oq fi(x) with M = | M| and the model can be founded by
achieving min,cra f(x). Please refer to Appendix A for all symbol notations.

3.2 ASSUMPTIONS

Assumption 3.1 (Bounded variance). For the local objective F;(x) in any client, the local stochastic
gradient VF;(x,&;) computed using a mini-batch §;, sampled uniformly at random from local
dataset Dj, has bounded variance, that is E|V F;(x, ;) — VF;(x)|| < o2, for all clients.

Assumption 3.2 (Smoothness). Smoothness of F;(x),Vj € N;,Vi € M. The clients’ local objective
functions are all L-smooth, i.e., |VFj(x) — VF; (x')|| < L ||x — /|| for all x and X'

Assumption 3.3 (Intra-Edge & Inter-Edge Data Heterogeneity for Convex Objectives). There
exist constants o.,0, > 0, such that for all x, for all i € M and for all j € N,

HVFj(x) — B e, VFj(x)H < e, and || 3 Y o, VE (%) - Vf(x)H <o,

Assumption 3.4 (Intra-Edge & Inter-Edge Data Heterogeneity for Non-Convex objective). There ex-
ists two constants o¢,04 > 0, such that 37 Zf\il IV f; (x| = o2 and + Zjvzl |IVE; x)|? =
02 where x* € arg mingcpa f(x) is one global minimizer.

The first two assumptions are standard in both convex and non-convex optimization Ghadimi & Lan
(2013); Bottou et al.|(2018); |Li & Lyu|(2024)); Yang et al. (2021)). For Assumption 3.3, the bounded
data heterogeneity is also a standard assumption in FL with different architectures |Liu et al.| (2020);
Li & Lyu!(2024);|Yang et al.| (2022); L1 et al.|(2019); [Cho et al.[(2023)), which is used for non-convex
cases. If all clients in one edge train model on Independent and Identically Distributed (IID) data, i.e.
all clients in one edge share similar data and all edge may share different data, then o, ~ 0. If all
edges train model on IID data, i.e., all client in one edge may share different data and all edge share
similar data, then o, ~ 0. A larger o. or o, indicates a higher level of data heterogeneity. We take
similar data as data with same label set and different data as data with different label set. Following
Li et al. L1 & Lyu|(2024) and Koloskova et al. [Koloskova et al.| (2020), Assumption 3.4 uses one
weaker assumption to bound the diversity on intra-edge and inter-edge only at the optima for the
convex case.

3.3 DESCRIPTION OF CycLIC HFL

We assume all edge servers participate in a natural cyclic pattern without the guidance from the
central server, as shown in Fig[I] The training process of CHFL is as follows. In each global update
t=0,...,T — 1, the edge servers randomly forms a participated queue, Q, with |Q| = M. Hence,
the cyclic process is as follows, when ¢ = 0, the initialized model xg is randomized or pre-trained by
a public dataset. This model can be used as an initialized model by the first edge server in Q. Then,
the traditional FL is run in the first edge, in which NN clients are selected to train their own model with
K steps and upload model updates to the edge server. The above process repeats for R edge rounds.
After that, the aggregated edge model will be sent to the next edge server in Q as an initialized model
for training, until all selected edges finish the training process. We refer to the above process as one
global round. In the next global round, the first edge server will receive an updated model from the
last edge server of the previous global round. A more detailed process is shown in Alg. [1]

4 CONVERGENCE THEORY

In this section, we conduct the convergence analysis on the strongly convex, general convex, and
non-convex cases for CHFL (See proof details in Appendix C). By comparing with the convergence
rate of other state-of-the-art HFL algorithms, our convergence rate is the optimal. To be more
insightful for practical applications, we also present the convergence rate when adopting partial
edge/client participate in the CFL.

Theorem 4.1. For CHFL (Algorithm ), with Assumptions 3.1, 3.2, 3.4 for strongly convex and
general convex, Assumptions 3.1, 3.2, and 3.3 for non-convex case, set 1 :== M NRKn, 1l,. :=
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Algorithm 1 Cyclic HFL
Initialization: x,

In each global round ¢ € {0,1,...,7 — 1},
) —.. —([E= P
(=) =0 sample an edge server permutation Q
E1 = 7 for edge serveri € Q do

: : : Em
#T #T #T for edge roundr =0to R —1do
for client 5 € N; do

3
.. .. :;:; for local step k =0to K —1do

cee 2,] 2 ) 2y

88 88 = 88 o=
e s e end for
e end for

@Edge Server ' DEVICG ---» Edge Model Download Xi--&-l = X:. — ﬁ Zje/\ﬁ g,.Jlﬂ

—— Global Model Update —» Local Model Upload end for
Transmit x* to next edge server.
end for

Figure 1: System architecture of CHFL
=V 6l)
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E[f(x") = f(x")], Hge := E [f (xT) — f (x*)] and I1,,c := ming<i<7 E [HVf (X(t)) Hﬂ, we
have the following upper bounds,

Strongly convex: With the following learning rate condition, —= < 7 < 35% We have the upper

uT
bound,

£ 1
2 MNRK M2N2K? + M M

Error terms

~ ~ 2 1 ~2 2 2 2 1 2 531 29
I, <5uD? exp (_MT) 27jjo  18Li*(M2NR? + NR? + 1)o o2

Optimization term

General convex: With the following learning rate condition, 1) < We have the upper bound,

35L
0 < 10D? 2702 18Li*(M2NR? + NR? 4 1)o? N 53Lo2i )
9 = 3nT MNRK M2N2K? M
——
Optimization term Error terms
Non-convex: With the following learning rate condition, n < ﬁ We have the upper bound,
Q[f(xo) B f(X*)] 12L’f}02 2L2QO’(M7 N7 Ra K) 2 2\ ~2
an S =~ c 3
7T 5MNRK MNRE (9 T o) )
| S G —
Optimization term Error terms

2R+3(R—1)(M—1)NK+3(M—1)(K—1)+252D 1 3(k 1)

where ¢, (M, N,R, K) =
the non-convex case and D := HXO —

I RNK(3M—1) for

6M
x* || for the convex case.

In Theorem [4.1] we have our effective learning rate 7 := M RN K1, in which the edge number M
and edge round R are induced by the hierarchical architecture. With a larger 7, the optimization term
will get vanished, while the error terms would be larger. Therefore, Corollary 4.2 can help find an
appropriate 7 to achieve a balance between two parts. Compared with the two-layer FL algorithms |Li
& Lyu| (2024); McMahan et al.| (2017), we specifically focus on the inter-edge data heterogeneity.

Corollary 4.2. Applying the results of Theorem[d.1| with Assumptions 3.1,3.2,3.4 for strongly convex
and general convex, Assumptions 3.1, 3.2, and 3.3 for non-convex case, we can obtain the convergence
bounds with appropriate learning rates for CHFL as follows:
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Strongly convex: With following learning rate condition, }%T <n< 35%, we have the convergence
rate:

+ + pD? exp(——

1 -6 o2 +L(M2NR2+NR2+1)03 Lo} ,uT) @
> uMNRKT M2N2K?2,2T? M 2T? 70L

1

General convex: With following learning rate condition, 1 < zzr.

We have the convergence rate:

_— oD, (LA’NR’ 4 NR® + 1)D%2)5  (Lo2D*)s  LD? )
7 VMNREKT (MNRT)?/3 (MT?)3 T
Non-convex: With following learning rate condition, 1 < ﬁ.We have the convergence rate:
1I,,. = (LUQH)UZ + (LQqU(M’ N’RaK)H2>1/3 (02 _’_0,2)% + g (6)
e VMNRKT (MNRKT?)1/3 9 e T

where O omits absolute constants and O omits absolute constants and polylogarithmic factors.
H = f(x°) — f(x*) for the non-convex case and D := ||x" — x*|| for the convex case.

4.1 CONVERGENCE RATE

By Corollary #.2] for a sufficiently large 7', the convergence rate is determined by the first term induced
by SGD variance o for all cases, result in convergence rates of O(1/M NRKT), O(1/vMNRKT),
O(1/vVMNRKT) for strongly convex case, general convex case, and non-convex case, respectively.
With different gradient descent methods and data heterogeneity scenarios, we have different conver-
gence rates caused by the change of the dominant term. When o =~ 0 with a better SGD variance
reduction method |[De & Goldstein| (2016)); |Alain et al.| (2015) or using GD for gradient updates
Andrychowicz et al.| (2016), the convergence rate can be improved. For example, for the general
convex case with o =~ 0, the best convergence rate is O(1/T%/3) when the dominant term depends
on 0. and o4 unequally for different decay rates. In the strongly convex case, the best convergence
rate can reach to @(1 /T?) under similar conditions. For the non-convex case, the best convergence
rate can achieve O(1/ T2/ 3) depending on o, and o, equally for the same decay rate.

4.2 EFFECT OF DATA HETEROGENEITY

The inter-edge data heterogeneity significantly affects convergence speed more than intra-edge data
heterogeneity in specific conditions for general convex and strongly convex cases, while they have
equal effects for non-convex case.

2 7 2 2,13
¢ General convex case. The decay rate of o, is O( (M é\zf\fNer:z]:\;g /;H) °) and the decay rate of o, is
12\ 2 2 L
((MTZ)% ). When M Zv?zv%gﬁ /jl)d (Millﬂ)% ,l.e., M < N, the inter-edge data heterogeneity

has more effect on convergence speed than intra-edge data heterogeneity. This finding gives us the
insights that when the number of clients per edge exceeds the total number of edge servers (a
common case in practice), reducing inter-edge data heterogeneity o, can enhance the conver-
gence speed. For example, if we train a next word prediction model with CHFL for all ages people,
and each age has its own word typing habit, it is better to have one edge train the data with all ages to
reduce o, rather than one edge covering one age.

o Strongly convex case. We can still achieve a faster convergence speed by reducing o, when
M < N with appropriate settings of K and R to satisfy M R> < NK?2. This condition ensures
that the decay rate of intra-edge data heterogeneity is faster than inter-edge data heterogeneity, i.e.
M 21\2[21?”5;' }?[217%“2;1 < MITQ. These results align with the cluster policy where the data distribution
among edges tends to be IID, i.e.,o, ~ 0, as suggested by Mhaisen et al.[(2021); Deng et al.| (2021).
However, other works like |Liu et al.|(2020); [Wang et al.| (2022) propose a completely opposite cluster
policy by grouping clients with similar data to reduce intra-edge data heterogeneity o, and improve
convergence speed. This opposing approach is also effective when M R? > N K2, such as when the
intra-edge data heterogeneity decays more slowly than the inter-edge heterogeneity.
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Based on our convergence analysis, reducing any form of data heterogeneity, whether intra-
edge or inter-edge, can enhance convergence speed. The challenge lies in determining which
reduction yields the optimal improvement. This largely depends on the settings of M, N, R, K
and objectives.

4.3 EFFECT OF EDGE ROUND R

Based on Corollary .2} with non-zero o, increasing R speeds up the convergence with sufficient large
T, but it cannot always benefit convergence speed in other scenarios. For example, as in the strongly
convex case, larger edge training round R has a negative effect on the convergence speed when the
intra-edge data heterogeneity dominates convergence. Moreover, when the dominant term depends
on inter-edge data heterogeneity for both strongly convex and general convex case, increasing I can
not affect the convergence speed. For the non-convex case, edge training round R affects both terms
of SGD variance ¢ and data heterogeneity, increasing R improves convergence speed.

4.4  PARTICIPATION PATTERN

Since partial edge/device participation has more practical interest than full edge/device participation,
we also derive the bound for partial participation for strongly convex and general convex cases.
Consider only S < M edges are randomly selected for training in each global round, in which each
edge selects P < N clients for local training. Fully participation can achieve a better convergence
rate than partial participation. There are additional terms caused by partial participation on both
strongly convex and general convex cases, which is consistent with |Li & Lyu|(2024)); |[Yang et al.
(2021)). The difference lies in the additional term caused by the edge sampling, i.e., the second term in
Eq.[/|and Eq. |8| The inclusion of the two middle terms shows that the number of selected clients and
edges can still enhance the convergence speed. Due to the limited space, we take ¢s.(S, P, K, R, T')
and ¢4.(S, P, K, R, T) as the last three terms of Eq. and Eq.[5| where M and N are replaced by .S
and P.

0. - o? (N — P)o? (M — S)o?
T\ wSPRKT = uTP(N —1) uTS(M —1)

+ ¢se(S, P, K, R, T)) )

M, =

oD (N — P)D?¢2 (M — S)D?o2
\/m+\/ TP(N —1) \/ TS(M —1) + ¢ge(S, P, K, R, T) (8)

4.5 DISCUSSION AND LIMITATIONS

Asin|Li & Lyu|(2024); Karimireddy et al.|(2020), the cyclic FL experiences client drift resulting from
data heterogeneity among clients. In CHFL, we encounter additional edge model drift due to inter-
edge heterogeneity. We assume an estimator in each local step, denoted by g, = VF;(x,3,£%)-
When bounding it, three additional terms due to the edge layer and cyclic pattern make the formula
derivation more complex than|Li & Lyu| (2024). See details in Lemma[C.1.1] Our convergence rate
achieves the optimal rate compared with other FL and HFL variants. In Tab. [I] FL represents a special
case of our CHFL when N = 1 and R = 1. We maintain the same convergence rate as FL. with
full participation for larger 7', across strongly convex L1 & Lyu| (2024)); Karimireddy et al.[(2020);
Koloskova et al.| (2020), general convex and non-convex objectives|Li & Lyu|(2024). HFL generally
outperforms FL even with the same local steps on clients, as HFL benefits from more aggregation
Lee et al.|(2020). Our convergence rate outperforms other centralized HFLs under standard settings,
as all hyperparameters contribute to faster convergence in terms of local steps. In comparison to
CFL (Cho et al.|(2023), we have edge round R > 1 to speed up the convergence speed. Furthermore,
relative to [Liu et al.| (2020; 2023} 2022)), we include M and N to the dominant term to accelerate
convergence speed. For data heterogeneity in Group-FEL |Liu et al|(2023), they show that inter-edge
data heterogeneity affects convergence speed more than intra-edge data heterogeneity, which is
consistent with our findings with specific settings. However, even with the optimal convergence
rate with our settings, we only provide the convergence analysis when the edge server performs
synchronous FL. McMahan et al.|(2017)), but the asynchronous FL [Sprague et al.|(2018)) in the edge
server is more practical in the world for system heterogeneity |L1 et al.| (2021) of clients.
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5 EXPERIMENTS

5.1 EXPERIMENTAL SETTINGS

To validate our theoretical findings, we use the convolutional neural network (CNN) in Krizhevsky
et al.| (2017) on manually partitioned Non-IID MNIST dataset Wang et al.|(2021a), Resnet-32 |He et al.
(2016) on manually partitioned Non-IID CIFAR-10 dataset Krizhevsky et al.|(2009)) and Long short-
term memory (LSTM) Hochreiter & Schmidhuber| (1997) on natural Non-IID dataset Shakespeare
McMahan et al.| (2017). To impose data heterogeneity in MNIST, we distribute the data evenly into
each client in label-based partition following the same process in McMahan et al.|(2017)). Compared
with the vanilla FL, we consider two types of data heterogeneity: intra-edge data heterogeneity p. and
inter-edge data heterogeneity p,. Similar to the p value in|Yang et al.[(2022;|2021) which represents
the number of labels in the edge or client, p. indicates the number of labels in the client, and p,
describes the number of labels in the edge, respectively. The smaller p, or p., the more heterogeneity
of the data across edges or clients. We compare five algorithms, SFL [Li & Lyul (2024)), vanilla FL
McMahan et al.|(2017), cyclic FL (CFL)|Cho et al.|(2023)), Hierarchical FL. (HFL) Liu et al.| (2020)
and our CHFL with varied data heterogeneity. In particular, CFL is the special case of CHFL with
R = 1. SFL is the special case of CHFL with N=1 and R=1. We set a total of 10 edge servers and the
number of clients is 500. Also, p. and py are 1, 2, 5, and 10, = 0.01, batch size b = 32, R = 2,
K = 2 and selected edges P = 2. To ensure a fair comparison, all algorithms are trained using the
same number of local steps on clients instead of communication rounds. Our experiment is conducted
with one NVIDIA A100 GPU, 4 CPU cores, and 128 GB memory.The details of models, datasets,
and hyper-parameters, and further results of other datasets can be found in Appendix B.

5.2 EFFECT OF DATA HETEROGENEITY

We evaluate test accuracy and convergence speed for the MNIST dataset using different algorithms

with various data heterogeneity.
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Figure 2: Test accuracy w/ Intra-edge Data Heterogeneity on MNIST Dataset
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Figure 3: Test Accuracy w/Inter-edge Data Heterogeneity on MNIST Dataset

1) CHFL has comparable or superior convergence speed and accuracy than other algorithms for any
of p. and py conditions. Taking p. = 1 for instance, CHFL has better accuracy with 97.84% than SFL
with 97.25% that is the highest accuracy among other algorithms. With the variance of inter-edge data
heterogeneity in Fig. [3] i.e., 0. = 0, CHFL also demonstrates better accuracy than other algorithms.
When compared to the second-highest accuracy achieved by other algorithms with varied inter-edge
data heterogeneity, CHFL shows an improvement of up to 2% when p, = 1 in Fig[3(a)}



Under review as a conference paper at ICLR 2025

2) The impact of inter-edge differences on convergence and accuracy is greater or equal than intra-
edge data heterogeneity under our settings. As we can see in Fig[3] we got an accuracy of 70.32%
with extreme inter-edge data heterogeneity in Fig[3(a)] the accuracy decreased much than the accuracy
of 97.25% with extreme intra-edge data heterogeneity in Fig[2(a)] The same result we can get when
comparing Fig2(b)] and Fig[3(b)] We verify the above insight that it is better to reduce inter-edge
data heterogeneity, i.e., have each edge share similar data. Compared to other methods, FL and
HFL face challenges with extreme data heterogeneity, particularly with inter-edge data heterogeneity.
Due to their relatively infrequent aggregation compared to the cyclic pattern, their updates are more
prone to bias, leading to greater fluctuations and instability in the model, like Fig. 2(a)|and Fig. [3(a)|
Comparing SFLL1 & Lyu|(2024) and CFLCho et al.| (2023) with cyclic pattern architecture, CHFL
has a similar or faster convergence speed compared to these methods, but it achieves faster training
in wall-clock time than SFL by enabling client parallel training in edge instead of sequential client
training. Compared with CFL, the additional edge layer with edge rounds R helps accelerate the
convergence speed.

5.3 EFFECT OF EDGE TRAINING ROUND

In Fig. @] and Fig. 5] we mainly focus on evaluating the impact of R in CHFL. We can see that when
we increase edge round R on training, the convergence speed and accuracy can be improved. This
result is consistent with our theory result. In Fig. [5] R affects the convergence rate more significantly
than in Fig. ff] For example, in Fig[5(a)] we have 15% accuracy improvement when we increased R
from 1 to 10. The reason is larger R can accelerate the convergence speed and the term of inter-edge
data heterogeneity with p, = 10, i.e., 0. ~ 0, has a weaker effect on convergence speed based on our

theoretical results.
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Figure 4: CHFL with R and p. on MNIST Dataset

°
®

Test Accuracy
o
o

Test Accuracy
o o
o ©

R=1 —
R=2 —

R=1 —
R=2 —
R=5 — R=5 —
R=10 — R=10 —

Test Accuracy

I
IS
°
IS

o
N
=3
N

0 10 20 30 40 50 ’ 10 20 30 40 50 “o 10 20 30 40 50
Communication Rounds Communication Rounds Communication Rounds

@ pg =1 (b) pg =2 (©) pg =5

Figure 5: CHFL with R and p, on MNIST Dataset

6 CONCLUSION

In this paper, we derive convergence guarantees for CHFL on heterogeneous data for strongly convex,
general convex, and non-convex objectives, considering both full and partial participation. Compared
to other FL and HFL variants, we verify that our convergence rate is optimal to date. Based on our
theoretical results, we find that clustering clients solely by similar or opposing data distributions
does not achieve the best improvement in convergence speed. Instead, optimal clustering depends on
the system settings under various objectives. We hope the insights in this paper will facilitate the
deployment of CHFL in real-world applications.
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A NOTATION TABLE

Symbol Definitions
Definition Symbol/Notation
model weight
the total number of clients
the number of edge servers
the number of selected edge servers
edge server training rounds
the r-th training round in edge server
client training local steps
the k-th training local epoch in client
the number of clients in each edge
the number of selected clients in each edge
all clients in edge ¢
the objective of client j
the objective of edge server ¢
global model update rounds
the t-th global model update round
the SGD variance
Inter-edge data heterogeneity
Intra-edge data heterogeneity
learning rate in client
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B ADDITIONAL EXPERIMENTS

B.1 DATASETS

We show detailed results of CNN on the MNIST dataset, ResNet32 on the CIFAR10 and LSTM on
the Shakespeardataset.Tablg2|shows the CNN model architecture we use for training.

The settings for model training on the CIFAR10 dataset are followed. Same as the way that we
impose the data heterogeneity in the MNIST dataset, we have p. and p, to define the intra-edge data
heterogeneity and inter-edge data heterogeneity. We having settings for CHFL: edge server number
M = 10, local client N = 5 and selected clients P = 2, local steps K = 2, learning rate n = 0.01,
batch size b = 32. We use ResNet320rhan|(2018) to train local models.

The settings for model training on Shakespear dataset is followed. Since Shakespeare dataset is a
natural Non-iid dataset, so we set each role as one client and the total number of clients is 139. Each
client have non-i.i.d data with each other, so we can assume it as p. = 1,p, = 1. We assume the
edge server number M = 18, there are 8 clients on each edge and the last edge has 3 clients. The
learning rate is 0.8 and the batch size is 32. We show the result for four algorithms when selecting
S = 16 edges in SFL and selecting P = 1 clients, select S = 2 edges and P = 8 clients randomly
for other algorithms. The local training step is i = 2 and edge training epoch R = 1,2. We use
LSTM to train it. Specifically, SFL and CFL set R = 1, other two algorithms set R = 2. For LSTM
architecture, we have an embedding size of 80x8, two LSTM layers with input size 8 and hidden size
256, final linear layer with 256x8.

Table 2: CNN Architecture for MNIST

Layer Type Size
Convolution+ReLu 5x5x10
Max Pooling 2x2
Convolution+ReLu 5x5x20
Max Pooling 2x2
Fully Connected+ReLU  320x50
Fully Connected 50x10
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B.2 ALGORITHMS

Cyclic Federated Learning(CFL) (Cho et al.|(2023) divides C' clients into M non-overlapping client
groups. The groups and the order in which they are traversed by the central server are pre-determined
and fixed throughout training to simulate a cyclic structure of client participation. In each global
round, once one group becomes available, the server would select all or partial clients to train. Once
selected, this group can not participate again at least for the next A/ — 1 global rounds. In Figlf] we
have settings for CFL as C =6, M = 3, N = 2.

Round1 Round2 Round3

o, © o, o ,O © 0, o ,0 0 o, o
°° °° °° °° °° °°
o|es |- Device

oo ) Global Model Update

Figure 6: Cyclic Federated Learning

Sequential Federated Learning(SFL)|Li & Lyu|(2024) sample clients without replacement randomly
as the clients’ training order. Within a round, each client initializes its model from its previous client
and performs K local steps over its local dataset. Then, it passes its own model to the next client
until all clients finish their local training. In Fig[7] we have process for SFL in one global round and
set total clients number as C' = 6.

Round1

o o| >o of ‘)o B of A)oo| ‘)ool A)ao
oo oo v o.o T 6 o T 6 o T 6 o
ol - Device
oo [ Global Model Update

Figure 7: Sequential Federated Learning

To ensure a fair comparison, we establish the following settings for data heterogeneity and training
rounds. When comparing these algorithms under different levels of data heterogeneity, we set p.
and p, values for HFL and CHFL. For CFL, we keep the same edge setting as CHFL but R = 1.
In contrast, SFL and FL have no inter-edge data heterogeneity, so we maintain the same p. and p,
values, randomly selecting the same number of clients from the entire clients pool. All architectures
are trained using the same number of local steps rather than communication rounds.The detailed
results of four algorithms are in Table[3]
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Figure 8: Test Accuracy w/Intra-edge Data Heterogeneity on CIFAR10 Dataset
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Table 3: Test accuracy for comparison of various algorithms.

0 5 10 15 20 25 30 35 40 45 50
Communication Rounds

. Algorithms
Model/Dataset Non-LLD. index(p) SEL T CFL HFD CHEL
pe=1 0.975 0.8144 | 0.9254 | 0.8234 | 0.9784
D=2 0.9778 | 0.8773 | 0.9693 | 0.9613 | 0.9812
Pe=5 0.9823 | 09138 | 0.9784 | 0.9845 | 0.9844
CNN/MNIST p=10 0.991 0.9509 | 0.9878 | 0.8266 | 0.9928
pg=1 0.6811 | 0.6285 | 0.5824 | 0.5111 | 0.7032
Dg=2 0.7708 | 0.5309 | 0.7168 | 0.827 0.9699
Dg=5 0.8896 | 0.8339 | 0.9775 | 0.9719 | 0.9845
pe=1 0.1 0.1 0.1 0.1139 | 0.1493
pe=2 0.3425 | 0.5511 | 0.4801 | 0.5857 | 0.5857
pe=5 0.7573 | 0.552 0.7503 | 0.72 0.758
ResNet32/CIFAR10 | p.=10 0.7503 | 0.7168 | 0.7729 | 0.7445 | 0.7783
pg=1 0.156 0.1 0.1 0.156 0.1518
Dg=2 0.3874 | 0.2875 | 0.1967 | 0.2113 | 0.4596
Dg=5 0.6525 | 0.5765 | 0.7059 | 0.6579 | 0.7334
LSTM/Shakespeare | p. = 1,p, =1 0.4516 | 0.4516 | 0.4308 | 0.4379 | 0.4743
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C PROOFS

C.1 PROOFS OF THEOREM [4.1]

In this section, we give the proofs in detail for full and partial edge/client participation with HFL with
cyclic pattern for three cases: strongly convex, general convex and non-convex. We will show them
respectively. Our proofs are based on some identities and inequalities from C.2 and C.3 in|Li & Lyu
(2024), please check it for reference.

C.1.1 STRONGLY CONVEX

Lemma C.1. Let Assumptions 3.1, 3.2,3.4 hold and assume that all the local objectives are
-strongly convex. If the learning rate satisfies n < m, then it holds that

’ PK N-P
E HX(tJrl) _X* S 1— /LS Rn || t X*||2—|—7SPRK7720'2+752P2R2K27]2¥O’2
P(N —1)
21 2 2 t * 2 P2 2712 t ok
+mn oy — 5SPKR77DF (x!,x*) + 42LS*P?R2K2D; (x*,x*)

+ (2Ln+ 7L*SPREy?) S E U

,5,m:k

X, k t XtHQ}
where D (x,x*) = E [||VFj(x) ~ VF, (x*)||2] and Dy (x,x*) = E [||Vfi(x) v (x*)||2} .

Proof. Att global round, the global model update of CHFL after one complete training round:

ot t1 t __ i,
Ax =x""T" —x"'= —p g%

where g} = VFj(x;7%,£.77,), thus:

x]=—n 3 E [VFj (xm

44,1k
We focus on a single training round and drop the superscripts ¢:

E [||x +Ax — x*H?]

= |Ix — x*||* + 2E [(x — x*, Ax)] + E [|| Ax]|?]
2

el 5 B[(98 ) x| 5

.3,k 3,7k
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Using Lemma 2 inLi & Lyul(2024) to bound A:
—2n Z E KVFj (Xi’]k) )X — X*>:|
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Bounding B using Jensen’s inequality in C.2|Li & Lyul (2024), We observe that the three additional
terms Q)©®) () are generated by the edge layer and the cyclic pattern.:

E> g
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Bounding ®):

2

7E Z [Vfi(x)— V(x| | <14LSPRK Z E[Dy; (x,x*)] < 14LS*P?R*K?Dy (x,x*)
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M —S) 14P2K2R?(M — S)?
7P2K2R2(7 2 + 28LS*P?R*K*D * 2
* sar—1% " P+ gy %

.. 2
~ 7SPRKo® + TL>SPRK 3 E [Hx;fk ~ x| } +14LS2P?R*K2Dp (x,x7)
1,3,k
ISR PR x L 24 porg2pRp2Kp (x,x*)
P(N-1)"¢ FAS
21P2K2R2S%(M - S)
S(M — 1) %9
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Substituting A and B into following equation:

E [||x +Ax — x*ﬂ

<|lx- X*||2 —2n Z E [<VFj (xi’f,—v) ,X — X*>} +n’E Z gi’jﬂ

.9,k .9,k

2

< |Jx - x*|* — 2SPKRnDp (x,x") — quPKRon <2 +2Ly Y E [Hx X,

,5,m:k

j

+7SPRKn’0” + TL*SPRKn* »  E {
i,5,7,k

2
_ XH } +14LS?P>R*K?Dy (x,x%)

21P2K?R%S? (M —
02 +42LS*P*R*K*n* Dy (x,x*) + RS ( 5) n’o?

2 p2 P2K22 —
+ 7S°“R* x n XiP(N—l)

S (M —1) g
MMPKRH x* 12 2 2 2p2p2p2 2 (N=P) o
< i —— W =r)
= (1 I —°|[* + TSPRE*0* + TS*P*R2K*n 50
L 2 277 * 2 p2 P2 12 *
T sar—1n)" % £ SPKRnDp (x,x") + 42LS* PR*K* Dy (x,x")

+(2Ln + 7TL*SPRK7*) Y E [

1,5,7,k

L]

Lemma C.2. Let Assumptions 3.1, 3.2,3.4 hold and assume that all the local objectives are |
-strongly convex. If the learning rate satisfies n < m, then the client shift can be bounded
as:

client drift

71 71 71
E;, < Enquaz + ELqunQDF (x,x") + chnzag + 22qg77203 —+ 43Lq32n2Df (x,x*) (9)

Follow Lemma 6 in|Li & Lyu/(2024) to bound client drift:

. 2
E; = ZE{xﬁfk—xM (10)
5,7,k
R i<i-—1 P il<i—1 K-1 i'<i-1
h 17\ — S — E (7)) = )
where r/(i) {r—l p=i—1d® {j the jih client.” © (¥ {k—l i=i-1

2

o 2
xi:ﬂk_xH } <E|||-n Z gr, b

i Gk
<y Y (old - VF (x5 + VE (x04) = VF (%) + VE; (x) - VE; (x))
7 k!
2
+VE (x*)+Vfi(x) = Vfi(x")+ V[fi(x*) = Vfi(x)
2 2
<mE|| 3 (gT 7 _VE (x k)) +mE ||| Y (VF (x,k,) VF;(x ))
i’,g' ! k! iR
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) ) ,
+TPE || Y [VE () = VE | | +T°E ||| Y VEF(x)
’L'/q,j’,T/,kZ, i’,j’,r’7k’
- 9 - )
+TPE || Y VA -VA| [ +TE|]] Y] V)
’L'/7lj',7“/7k’ i/,j/ﬂ'/,k'
- 2
+°E Z (=Vfi(x))
i/7jI,T/7k,
N N 2 Y 2
S 77]2 Z E |:’ g:/:‘i}/ - VF] (X;’7,jk’> H :l + 77’]QBi7j,7‘,k Z E |:HVFJ (X:"/,jk') — VF] (X)H :|

i K @G K

2
+ T Bijen Y. E[IVE ()= VE | +7E ||| YV (x)

5! 4l ’ ’ 5! 4l ’ ’
i3k i, 5!k

T Bigen Y. E[IVAG) VLI + || D VG

3! 4 ’ ’ U ’ ’
i3’k i, 5!k

2

1B Y E[IVA G0 - VA + 147 || S Vi)
il g k! i'j !k
o 2
<TBijrin’0” + T Bijrk ]EU X[ x| } +14Ln? B2, D (x,%")
o5k
2 2
+7PE || Y. VE ()| | +42L0’BE,, Dy (x,x") + 2I°E ||| Y Vi (x")

AT U ! 51 a1 ’ ’
i3k i',3",r"k

where > 1=DB;,,x=(i—1)RPK+(r—1)PK+k—1and > 1=DB} 4

i1 Gl ol Lt AUV WA RV N
gk i3t kg k

Then, returningto E; = > E “

.4,k

o 2
,]
X,k — xH },we have

E; < Tno? Z Bi jrk + TL*0? Z B jrk Z E D

14,1k 44,1k ig' k!
2
+14Ly* Y B, Dr(x,x)+ 7> Y E >V (xY)
i,7,m,k 3,1,k i g k!
®
2
+42Ln® Y B, D (x,x) 42107 YO E || Y V()
i,5,m,k i,5,r,k il gtk
®

As in L1 & Lyu(2024); [ Karimireddy et al.|(2020), the cyclic FL experiences client drift resulting
from data heterogeneity among clients. If we only have client drift induced by cyclic pattern in FL,
we only have one term (B) to be bounded, and there are only K and N that affect the gradient updates.
In CHFL, we encounter additional edge model drift due to inter-edge heterogeneity. Then, we have

20
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an extra term (9) to be bounded. Moreover, for both ) and (9), we have additional R and M, making
the bounding formula more complex. Since we assume sampling without replacement for edges and
clients, we follow Lemma 4 Li & Lyu|(2024) with X = VF(x*) = 0 for®@ and x = Vf(x*) =0
for 9 to bound them. .

2
E > VEF(x*) - VF (x%) (11)
i g k!
N-1
=E KR (i —1)[VFj (x*) — VF (x*)] (12)
j=0
N-1 2
+ K(r—1)) [VFj(x*) = VF (x")] + k[VFj (x*) — VF (x")] (13)
=0
N-1 2 N-1
= K?R?(i — 1)°E [VE; (x*) = VF (x")]| +K*(r=1)’E ||| > (V — VF (x*))
j=0 =0
(14)
+K2E [||VFJ- (x*) — VF (x* |\2} (15)
N-1 N—-1
+2KR(i—1)K (r—1) < (VE; (x*) = VF (x*)), ) [VFj(x*) - VF (x*)]>
j=0 j=0
(16)
N-—-1
+2KR(i—1)kE <Z —VF (x")),(VFj (x*) = VF (x*))> (17)
7=0
—1
+ K (r—1)kE < (VE; (x*) — VF (x)),VE} (x*)—VF(x*)> (18)
2
22/, 2 (N_P)Q 2 2 p2 N-P 2 2 2
< K°R°(i—1) xmaC—FK(r—l)P Xmac‘*‘k% (19)
) o2 : o; a;
+KR(171)K(r71)Pm+2KR(zfl)kPx N1 +K(r—1)kP x o1
(20)
| K?R?(i —1)’P(N-P)  K*r—1)>(N—-P)P o UCR@E-1)(r—1P
B N—-1 + N -1 TR N—1
2KR(i—1)kP K (r—1)kP) ,
a N-1 - N-1 } ¢
Then we can bound (8):
2
> E > VE(xY)
i,3,r,.k 5 k!
3 P3 p2 3 3 p2 3 3
SKRPG x 28 K°P sf;xm +SPR6sz %SPRKg(SQPRQJFPRQ 1) o?

7.(S,P,R,K)
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Still follow Lemma 4 in|Li & Lyu|(2024), we give the bound for gradients of edge server (9),

2
DE| X VAR
i3,k i3k
2
P(P—-1)(2P -1 K(K-1)(2K -1
APl REZDERZD S Sk |3 (v - Vi)
PEK(P-1D)E-1)ECP-1)2K-1) 193 o_ 1 3 334 o
< — < —P°K
< 36 XQSR09_18 RSO'g
q4(S,P,R,K)
To bound E;, we first bound following terms:
> Bije= Y {(i—1)RPK + (r—1)PK +k — 1)}
i,5,7,k i,9,m,k
-1 -1 K(K -1
< RPK x M x RPK + PK x SPK x M—&-SPR-F%
—1)R?P2K? -1 KK -1
< 505 )2R + R(R2 )SP2K2 + (7)5131% (21)
a5(S,P,R,K)

R?*P3K3S2%(5—-1) + SP3K3 x R?*(R—1) + K?(K-1)SPR |, R*(R—1)S(S—-1)P3*K?
3 3

+ 2

2
Z Bi,j,nk =< R2P213<25(s—1)(1<—1) R(R—1)K?*(K—1)P%S
igrk + ) + 3
qp2(S,P,R,K)
(22)
We have following E;,
TR, 2
i< tet X Bt Y Bune ¥ [ -]
1,5,m,k 1,5,m,k i3l k-
2
+14Ln* > Bl i Dr(xx) + 7 YO E ||| DV (xY)
i,J,m,k i,J,m,k (AN N 4
-
+42Ly® Y B, Dy (x,x")+21p° Y E > Vi)
1,57,k 1,57,k .57,k
< mlo?qp + TL*n? Z qBE; + 14Ln°qp2 D (x,x*)
i,5,m:k

+ ?q.0? + 42L772quDf (x,x*) + 21772(]902

With 7n?02qp < 3 x £ x 51y = ;2L we bound E; as,
2450
E; < 2199 {777202(13 + 14Ln*qp2 Dp (x,x*) + Tn*qo? + 21772(190? + 42Ln2quDf (x, x*)}
mh, 5 7 2 % [ 2 2 2 %
< En qo” + ELqun Dp (x,x") + l—oqcn o, +22q4m°0, +43Lgp2n° Dy (x,x")
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Substitute [E; into £ [th“ - x* ||2] )

B [l ]
< (1 _ pSPKRn
- 2

21P2K2R2S%(M — S 8 y
S(M(l) )7720;— gSPKRnDF (x,x")

(N-P) »

)2 2 2 2 p2 P2 72, 2
>||x x*||*+7SPRKn“c +7SRPK77P(N—1)UC

.. 2
+ 42082 P*R2K %2 Dy (x,x") + (2Ln + TL2SPRER?) > E [ngfk —xH }

igrk

a8, <5 Ln

5

E¢

SPKR m
< (1 _ “”) Ix — x*||* + {7SPRK7;2 + QBQIEﬂ]?] o?

2 10
@
N - P) 71 21P2K2R%2S?(M — S)
2 2P2K2 ( 2 - 2 2 2 29 2 2
+ [75 R PV =) + et | o+ SOV —1) N+ 22q4q,1"| 0y
@ ©)

71

+ [QDF + 5

ququmQ} Dp (x,x*) + [42LS* P*R*K*1* + 43Lqp2qg,n°] Dy (x,%x*)
®

©)

Using n < m to simplify above equations,

Bounding (D,
2 11 2| 2 2 2 1 79 2 2
TSPRKn” + lquthn o <n‘c” |TSPRK + IOQBth < 1OSPRKn o
Bounding ),
[ N -P) 71
782R2P2K2 ( 2 - 2 2
i PN 1) T 1% | o
g2 [TSPRPPPE?(N —P) | 71
=1 P(N —1) 10 7o
< [TERPRENZP) o 53 p ks (S?PR* + PR* +1)n*| o2
= PN—-1) " T10 | e
Bounding 3,
21P2K2R2S?(M - S)
929 2| 2
|: S(M o 1) 77 + QQqu :| Ug
21P?K?R%2S?(M — S) 4 , 9 9
= SOI 1) 10 TPy
21P2K2R2S?(M - S) , f
< PBKS 3 2L 3 2
_{ SOV — 1) n°+3 R°S"Ln?| oy
Bounding @):
2 N 8 11 .
[4ps + 22Lgp2qe,n°] DF (x,x*) < —gSPKRn—i— 22 x 245OSPRK77 D (x,x")

3
= —§SPRK77DF (x,x™)
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Bounding (),

[42LS*P?R?K*n* + 42Lgpeqs,n*] Dy (x,x")

4
<42LS*P?R*K*n? + ?anLn

R?P3K35%(5—-1) 4+ SP3K3 x R?*(R-1) + K?(K—1)SPR
X R2P2R2S(S_1)(K—1) |, R(R—1)K2(K—1)P*S
+ 3 + 2

<45LS*P?R?*K?*n*Dy (x,x*)

i RQ(Rfl)S(stl)PSK‘g }

In this paper, we involve one more edge layer to construct HFL, which is the main difference from
HLL1 & Lyu|(2024)), so one more term related to edge server gradient update is generated. Based on

our definition V f;(x) := + Zf;ol V F}(x), we have following bound for D (x,x*)

2 [ | b=l = 2
E(| D VAG) - VA | =E || X |5 VF) -5 Y VE (x)
i,4,mk i,4,r.k j=0 §j=0
2 2
| b=l
—E (|53 Y VEE -VE )| | <E[| Y VFX) - VE (x)]
7=0 i,5,r,k i,9,m,k

Then we have following bound,

E {th*l - x*||2} < <1 _ “SPQKRW> xt — 2,2

7S?R?P2K?%(N — P) 93 3 (02 pp2 2 3| 2
[ POV oDt g SPRLK (SPPRY 4 PR 1) 17| o
21P?K?R%S?(M — S)
3PPKPR*S?Ln?
R e !
+45LS? P2 R?*K*n* Dy (x,x*)

S’PRKnDF (x,x")

Letj = SPK Ry,

o i 9 i
E [ -] < (1 - 2) I ="+ 5 5prR""
™m*(N — P) 53 4 1 1 o2
* { PIN—1) 10" F P " 52p P2

2 ~ *
e TOUDF (x,x™) (23)

217%(M — S) 3L
% Sar-1) 'S }”

Based on Lemma 7 in [Li & Lyu (2024), with a

79 TN-P) 3 2L(M=5)
ﬁXSPKR"’P(N 10c t 5 Co=3(

S(M-1)
(t+1)
(1 — 7”) we have,

B [t -] <

100 St = -DF (X X*), Cl -
SZPQRZ)LJ +3L 2 , with w; =

B 2702 24(N—-P) , T0M-2S) ,
( 277T)+{SPKR+ PN-1) "

11 1 , 53L L)
{18L (P 52P+SQP2R2>UC+ S UQ}X"

When S = M, P = N for edge and client fully participation with D

i 2710?
E[f(x") — f(x")] < 5uD*exp (_l“; ) + M]\?;K

18L7*(M?NR? + NR? 4+ 1)
M2N2K?2

of | 53Loji
M
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By turning the leaving rate carefully, we get:

E[f(x") = f&x7)]

wl 2 N — P)o? M — Lo? + + <ip + grprpy) Lo?
— O | uDexp(= 2y 4 o ( )o; ( S) - g (7 + 525 + sepepz) Lot
70L"  SPKRuyT  uTP(N-1) SWM-1LuT 7 Su?T? w272
When P = N, S = M with edge and client fully participation, we have,
~ 2 L(M?NR?+ NR? + 1)0? L02 uT
E Ty _ * :O g C D2 _
£ () = 1 ()] (uMNRKT + M2N2K2,2T? Mu oz D e (—oor
(24)
O
C.1.2 GENERAL CONVEX
Proof. For general case: When p = 0, we get following bound based on Eq[23]
=2
T+l 2} < |Ixt 2
E[HX <y = I - 10 SPKR’
7i7?(N — P) 53 _ 1 1 o2
L+ L
+ [ PN-1 10" "\P 5+ 5P 52p T TprRe
2172(M - S)  3L@*] 5, 3
— 2 %D *
[ Sar—1) T s | 1oiPr X))
Applying Lemma 8 in Li & Lyu (2024) with b = 3 1 = L % =
*2 _ G _ 270 24(P—P) 70(M—S) _ Cef
an Hx Oy = 5t = {SPKR+ PgN i) oz + S(M—1) 2}777027 = 3t =

b
{18L( + Szp + SZPQRZ)Jer 5?§L 527} ><77 , we get,

2 _ _

= 7T3 SPEKR T P(N—1) TS0 7

11 1 o 53 )
+{18L(P 52P+52P2R2> C+SU-@}X”

10D? 27702 18Li*(M2NR? + NR? +1)02  53LoZij?
T * c
B[S (7)) - 1)) < 37T | MNRK MZN?K2 T

Then tuning learning rate carefully,

5 (0)E _ / L M=s LD
201<T) 2{ VSPRK —1 (M — 1)5 } VT
N-P

o i M-S
= a,
\/SPRKT PN -7 T\ ar = st
205 (1) =2 s 2+@ AN
2T P S2P S2P2R2 7T M ”g z
1 1 1
_ (LD*c2%)? (LO’?D4)§ (Lo2D*)? N (Lo2D*)®
P3T3 (ST)3P3  (SPRT)3 M3T3

dv  35LD?* LD?
T+1 T
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T o * _ UD pr ﬁ
E[f(x") - /(x )]—O<\/W+ PN T T\ - 1)ST
(LD402)% (L02D4)é (Lo2D*) ) (L03D4)% ) LD2
PiT3 (ST)3Ps  (SPRT)3 M3T3 T

Wl

When P = N, S = M with edge and client fully paticipation, we have,

(Y _ N oD (L(MQNR2 + NR2 + 1)D4Jg)% (L02D4)% LD2
E{f (XT) flx )} _O<\/WRKT+ (MNRT)?/3 + (Z\;TQ)% + T
O

C.1.3 NON-CONVEX CASE

Lemma C.3. With Assumption 3.1,3.2,3.3, the learning rate satisfies n < m, the global
model updates after one global round should be bounded as follows:

SRKP
E[F (') - F(x')] < === —E || VF (x)[*] + Ln?SREK Po? L Z E U x| }
i,9,m,k
(25)
Proof. For CHFL, the model udpates of one global round is,
S P R-1K-1 N
ax =7 X =SS Y= 3
i=1 j=1 r=0 k=0 1,57,k
where g:, = VF;(x" Yoo ), thus,
Ax] = —n Z E [VFj (xi’}c)}
i,3,r.k

We focus on a single training round and drop the superscripts ¢:,

E[F(x + Ax) — F(x)]

L
E[(VF(x), Ax)] + 5E [ Ax|]
2
Ln? o
< 0 3 B(VF.VE (63)) + 5B || 3 ard
i,3,7,k i,3,r,k
A B
Bounding A,
—1 2 E[(VFe.VE ()] = =5 3 B [VF<X>H2 #[wn (I = v () - vreol]
i,3,m,k i,j,mk
nSPRK n 2 2
< IVEG - 30 B|vE ()| + 5 2 |-
K i,5,m,k

Bounding B,
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) 2
Ml |3 o] | < 5re || 3 ot~ > VA (xih) + X VA (i)

,5,7,k 4,3,mk 4,3,mk 4,3,7,k

. 2
< L’SPRKo® + LSPREn> Y E MVFJ» (x| }
i,9,m,k

When n < m, we have —g(l —2LnSKRP) Zi,jmkE [HVFj (xi]k) H] < 0, thus,

SRKP 2
E[F(x + Ax) — F(x)] < — nin( )2 + L SRE Po® + =1 " Y E “ T’Jk—xH]
i,7r,k,j
n t,i £ \|I?
o -Zk.]EHVFj (xk)H + L’ SREP S E MVFj (x| }
2,7,k,] 1,7,k,J
SRKP 2
< - IVF)|? + L’ SRK Po? + =1 77 Y E U ;Jk—xM
i,r,k,j
client drift

Lemma C.4. Letr Assumptions 3.1, 3.2,3.4 hold and assume that all the local objectives are 1

-strongly convex. If the learning rate satisfies 1 < m, then the client shift can be bounded
as:

E: < 60°qpo” + 6n°qp207 + 6n°qp20. + 6n°qp2 ||V f (%))

where qp and q% can be found in Eq and Eq.

2
To bound E;, we first bound E U b jk — XH ]
2
N 9 i r(i) j—1 k(i)
e [t -] o2 | [ 32 3 >
i'=17r'=07'=0k’'=0
Bi vk
<n’E H Bijrk { 9% — VI (X s k/) + VE; (X ’k’) — VEj(x)
+VFj(x) = Vf'; (%) + VI (x) = V(%) + V()]
S 577232'7]"7«7]@]}3 |: g:‘//ﬂ; (X v k’) H :|
2
+ 5By > E HVF (xi%) = VE ]
'L-/,Tl,j,,kl
+5 Bk > E[IVEX) - Vi )]
i/,r’,j’,k’ -
2 [ 2 212
+50°Bijrk >, E|IVfi(x) -V } +50° B, 1 IV (%))
i/,T’,j/,k’ -
Bounding E,
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2
E, < 5n%c? Z Bijrr + 5 L? Z B; jrkE’ T,k/—xH
i,5,m,k i,5,m:k
Foiod X B 5ol X B+ S BV
i,5,mk i,7,m,k ;5,7 k

< 5n’o%qp + 50° L2qpEe + 5n’olqp: + 50 0 qp: + 50 qp:||V f(x)|?
(1-50"L%qp) By < 5n°0’qp + 5n°02qpe + 50’0, qp> + 51 qp: |V £ (x) |2

With the condition n < we have 5L2qpn? < &=, thus,

SSSPRKL ’ 490 ’

490
B, < 155 % {5°0% A+ 5202 B + 5B + 50° B|[V f ()|}

= 6n°qpo’ + 6n°0lqpz + 60’ qpz0, + 60°qp: |V f(x) |2

Substitute E; into E [F (x'1) — F (x')],

B[P (x+) - F ()] < - 25

L?n
IVF (x') |2 + Ly*SRE Po? + =L 3" E U

4,7,k,J

1,7 2
Xr,k 7XH

E¢

SRKP L2
< SEEPY 0 ()2 4 2 o 95 ()
L?n L3y L3y
+L7’]QSRKPO' + — B X 67’] QBO' + 7 X 67’] qBQO' + T X 67’] qBQO'

< - §SPRK7]||VF(xt)||2 + (LSRK Pn* + 3L*n°qp) 0* + 3L°n’qpe0? + 3L*n qp20

Subtracting F™* for both side,

E[F (<) - F] <E[F (<) - F*] - 2B [|VF ()]
+ (LSRKPn? + 3L*n’qp) 0 + 3L°n°qp> (07 + o)
() (@)

Withn < m, we simplify (D),
(LSRK Pn* + 3L2n3q3) o

{ 8712)RPK L (R-1)PK (Kl)”

= LSRK Pnyo® |1+ 3Ly 5 + 5

< LSRKPn?c* |1+ 3L x

1 (S—1RPK (R—1)PK (K —1)
355PRKL { > T 2 T3 ”

1 11
< LSRK Pn*c® 1+3><35[ ++2”

< gLSRKPn202
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e A — 2 2,3 2 6 Li’o” : 1
Using 7 = SRKPn, then (LSRK Pn* 4+ 3L?n%qp) 0 < $25. With n < soprrr, we
simplify @),

3L2773qu (Uf + 03)

R3P3K3S%(5—-1) XSP3K3R2(R71)

+ 2 2
3 3
(Uz +J§) P < 3L% x +1%(2(}(;1)51311‘1 n R?(1%71)5(2571)133}(3 % (305 3+ Zg)3
+R2P2KZS(S—1)(K—1) + R(R—1)K?(K—-1)P%S SPPPKPR
2 2

<3L2X{RPK(S—1) R-1 K-1 (R-1)(S-1)PK

o 3L2C]B2
- S3P3K3R3

3 S3 ' 3SPR 25
(S—1)(K-1) (R-1)(K-1) _ 3L%, (S,P,R,K) (03 +02) _,
+ 25 2SR < sprgl P EE) =

SPRK

Follow Lemma 8 inLi & Lyu| (2024), we have rqg = F' (XO) - F*, v=17, b= %, C, =

Lo? _ 3L%¢,(S.P.RK)(0y+07)

6
ssErpr 2 SPRK » we have,

2
min [|[VF () 7] < 04 G104 €2

0<t<T “ by (T+1) b b
2
< T [F(x°) — F (x*)] + 2C17) + 2Coi7?
2 0 . 1202 _  6L%, (S,P,R,K) _,
= 9T [ 60) = F O] + soprp SPRE

The convergence rate of non-convex case is followed and H := f(x°) — f(x*),

(Lo?H)? | (LPH, (o} +02))* L
vVSRKPT (SPRKT2)% T

min E {HVF (Xt)Hz] =0

0<t<T

When P = N, S = M with edge and client fully paticipation, we have,

2 LU_2H)1/2 (L2 H2)1/3 1 LH
: () ‘ _ ( 4o 2 2ys , LA
0 E {va ()] } O(WNRKH (N RRTHE 0 T o) )
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