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Abstract. In recent years, the field of Chinese text error correction has 
advanced rapidly, with machine learning-based correction algorithms sig-
nificantly improving performance. However, existing research often over-
looks the integration of Knowledge Bases (KBs) to guide error correction, 
despite their potential value in rectifying critical factual errors or dynam-
ically adjusting correction results based on KB updates. In this paper, 
we develop specialized KBs and datasets for the automatic text error cor-
rection of Chinese government documents. The datasets are built upon 
authentic news corpora, real-world user inputs and their needs. Further-
more, we presen t KB-oriented metrics to evaluate text correction perfor-
mance on knowledge-related terms. We test the baseline performances
of several Large Language Models (LLMs), including Deepseek, Qwen,
GLM, and Baichuan, for their exceptional language understanding and
reasoning capabilities, and then report the performances and methods of
five systems participating in the shared task.

Keywords: Chinese Text Error Correction · Knowledge Base · Large
Language Model

1 Introduction 

The core objective of the Chinese text error correction task is to identify and 
rectify errors in Chinese texts. In recent years, with the rapid a dvancement of
Natural Language Processing (NLP), Chinese text error correction has made
significant progress [2, 8– 13]. It is a helpful proofreading application and is a lso
beneficial for the other applications [1, 5, 6, 15]. 

However, it should be noted that while existing efforts on error correction 
have achieved remarkable success in detecting and correcting spe lling and gram-
matical errors empowered by Pre-trained Language Models (PLMs) [3, 4, 14, 16– 
19], they still exhibit notable deficiencies when handling factual errors involving 
domain-specific knowledge. Correcting such errors typically requires precise mas-
tery and flexible application of specialized knowledge, howev er, current correc-
tion methods generally lack knowledge integration mechanisms. Incorporating
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knowledge resources can help error correction systems correct text that contra-
dicts objective facts. Particularly noteworthy is the dynamic update capability 
of Knowledge Bases (KBs), enabling continuous trac king of the latest facts and
knowledge to ensure error correction results remain updated.

In this work, we construct specialized knowledge bases and datasets for Chi-
nese government text error correction, based on authentic news corpora and 
real-world user inputs. The KBs developed in this study encompasses a rich
variety of categories, including official information, policy/spirit names, stan-
dard expressions, fixed phrases, idioms and so on, as detailed in Fig. 2.  We  use  
match based methods to locate related KB terms in sentences, and construct 
training set, validation set and test set by extracting sentences with KB matches 
in news corpora and real user inputs with human corrections. To evaluate the 
performance of error correction systems regarding KB terms, we introduce four 
evaluation metrics for the correction with KBs: KB Accuracy (KB-Acc), KB pre-
cision (KB-P), KB Recall (KB-R), and KB F0.5 score (KB-F0.5). These metrics
aim at precisely assessing the error correction capability of systems in handling
KB related errors.

Given the exceptional capabilities of Large Language Models (LLMs) in 
semantic understanding and knowledge utilization, we select Deepseek, Qwen, 
GLM and Baichuan as baseline systems, and test their performances with an 
instruction template which integrates KB terms into the correction of the input 
sentences. We have organized NLPCC 2025 shared task 5 based on the resources.
The shared task has attracted 10 teams from both the universities and indus-
tries, with five teams ultimately submitted system results. The results provided
in Tables 4 and 6 show the challenge of the task.

2 Task Description 

The Chinese Government Text Correction (CGTC) shared task aims to detect 
and correct spelling and grammatical errors in Chinese government texts with 
the help of knowledge bases. It is highly related to Chinese Spelling Error Correc-
tion (SEC) and Chinese Grammatical Error Correction (GEC) but has special 
characteristics with respect to the domain and the user needs. For example, in
government text correction, misspelling of policy names or containing factual
errors are usually considered more serious than grammatical errors.

For the input sentence to correct, we employ matching based methods
(described in Sect. 3.1) to extract KB terms from the corresponding KBs. The 
correction model is expected to generate correct outputs based on both the input 
sentence and the extracted corresponding KB terms. Two main challenges of the 
task are that: 1) the KB terms extracted based on matching are not always
helpful, and sometimes may be misleading, as shown in Fig. 1, and 2) the model 
has to decide whether to use the KB terms and how to leverage the KB terms 
for correction, while a large part of KB terms may be of low-frequency in the
pre-training data and it is normally hard for models to take care of long-tail
cases.
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Fig. 1. Positive and negative examples for KB corrections.

3 Data Construction 

To support the research on the task, 1) we construct knowledge bases of 10 
governmental document relevant categories, 2) we build a synthetic dataset by 
extracting sentences which have at least one KB term matching from Chinese 
news corpora, and 3) we collect real user inputs, extract the sentences resulting in
KB matches, and manually annotate correction results to build the development
and test sets.

3.1 Knowledge Bases and Matching Methods 

The constructed KBs encompass 10 categories: Event Information, Organization 
Information, Official Information, Geographic Information, Laws and Regula-
tions, Policy/Spirit Names, Idioms, Fixed Phrases, Standard Expressions and 
Document Reference. The examples of each KB type are shown in Fig. 2,  and  
the  numbers  of  KB  terms  in  each  KB  type are shown in Table 1. 

We implement 4 matching based algorithms to extract KB terms for input
sentences.

Event Information Matching Algorithm. The algorithm first finds all event 
names in the event information KB in the input sentence, and returns the found
events and their corresponding times in the event information KB.
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Fig. 2. Knowledge base examples.

Official Information Matching Algorithm. The algorithm finds all position titles 
in the official information KB in the input sentence, and returns all f ound posi-
tion titles and corresponding names in the official information KB.

Geographical Information Matching Algorithm. The algorithm finds the cities or 
counties in the geographical KB in the input sentence. For found counties, the 
algorithm tries to find the existence of any city or province name in the input 
sentence, and returns the city-county or province-county pairs in the geographi-
cal KB of the counties if a city/province name was found in the input sentence.
For found cities, the algorithm searches all province names in the input sen-
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Table 1. Statistics of know ledge bases.

KB types Amount 
Event Information 137 
Organization Information 100 
Official Information 4,054 
Geographic Information 3,595 
Laws and Regulations 1,178 
Policy/Spirit Names 54 
Idioms 9,341 
Fixed Phrases 124 
Standard Expressions 80 
Document Reference 54,593 

tence, and returns the province-city pairs in the geographical KB of the cities if 
a p rovince name was found in the input sentence.

Matching based on Sequences’ Similarity. For the KB elements inside the other 
KBs, we compute the sequences’ similarity ratio using the python’s difflib for the 
KB matching. We find the sub-span of the input sentence which leads to highest
sequence similarity to the KB term, and returns the KB term if the similarity
ratio is larger than a threshold.

Table 2. Amount of extracted sentences for training data synthesis for each KB type. 
A sentence may fall in more than one KB types at the same time.

KB type Amount (number of s entences)

Event Information 15,279 
Organization Information 3,005,692 
Official Information 29,432 
Geographic Information 835,391 
Laws and Regulations 33,220 
Policy Spirit Names 235,515 
Idioms 2,536,394 
Fixed Phrases 626,967 
Standard Expressions 17,325 
Document Reference 50,253
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3.2 Training Set Synthesis 

It is difficult to collect large-scale real text error correction datasets, especially 
when we require the input sentences for correction containing KB-related errors. 
However, the scale of the training set may be crucial for o btaining good per-
formance with some machine learning approaches. So we provide a dataset for
large-scale training set synthesis.

We first collect sentences from available online news. Specifically, we leverage 
the Chinese part of the newscrawl corpus [7], and crawl 522M deduplicated sen-
tences from the government websites. We normalize the sentences with NFKC 
and convert traditional Chinese into simplified Chinese through OpenCC. Next,
we use the KB matching algorithms (described in Sect. 3.1) to iterate the col-
lected sentences. We keep the sentences with at least one KB match and aug-
ment the sentences with corresponding matched KB terms. As a result, we obtain 
around 644M sentences together with KB terms for data synthesis. The statistics
over 10 KB types are as shown in the Table 2. 

The extracted sentences can be categorized into two types: exact match or 
partial match. For exact match, the KB term directly appears in the sentence, 
and the data synthesis can be facilitated by introducing errors into the sentence 
through modifying the matched KB element, and train the model to correct the 
modified error sentence into the original sentence with the help of the extracted 
KB term. For partial match, we may assume the extracted sentences are normally
correct, and train the model to re-generate the extracted sentence with both the
sentence and matched KB terms as input. In this way, the model is trained to
ignore surface matched but unrelated KB terms.

3.3 Validation and Test Data 

To test the performance in real-world cases, we collect real user inputs for the 
construction of the validation and test sets. We only keep the sentences with 
matched KB terms, and manually annotate the correction results. The anno-
tation team comprises native Chinese-speaking graduate students and Chinese 
linguistic experts working on Chinese government text correction. Each sentence 
is randomly assigned to 2 native Chinese-speaking graduate students and the lin-
guistic experts decide the final correction result if the annotation results for a
same sentence are different. The annotation agreement is 95.16%.

After sentence selection and annotation, we obtained 806 sentences, their 
corresponding matched KB terms and manually annotated correction results. 
The statistics w.r.t. KB types are as shown in Table 3. We randomly sampled 
306 of them as the validation set a nd used the remained 500 instances for testing.

3.4 Evaluation Metrics 

We evaluate with the traditional Precision (P), Recall (R) and F0.5 scores imple-
mented by the ChERRANT toolkit. In addition, we also compute the Accuracy 
(Acc) and P/R/F0.5 scores only for the correction operations on KB terms to
directly measure the correction performances regarding KBs.
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Table 3. Statistics of annotated instances for v alidation and testing.

KB types Amount 
Event Information 11 
Organization Information 198 
Official Information 15 
Geographic Information 43 
Laws and Regulations 9 
Policy/Spirit Names 72 
Idioms 370 
Fixed Phrases 115 
Standard Expressions 104 
Document Reference 56 

Fig. 3. An example for the LLM template.

4 LLM Baselines 

We selected several representative LLMs as baselines for their exceptional lan-
guage generation and comprehension capabilities, including DeepSeek, Qwen, 
GLM and Baich uan. We instruct the LLMs for text correction using the tem-
plate in Fig. 3. Despite that we have prompted the LLMs to only generate the 
correction result, sometimes the model may still generate the other outputs, w e
extract the most similar sentence from the LLM outputs as the correction result.

We first tested the performance of LLMs of around 7B parameters, with and 
without KB terms in the prompt. Results in Table 4 show that: 1) the task is 
challenging for the tested LLMs, Qwen 3 8B with thinking enabled only achieves 
a highest KB F0.5 score of 12.38, and 2) providing KB terms generally leads to
better performance than without KB terms.
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Table 4. Results of LLMs without (w.o) or with (w) KB terms. The “-t” suffix i ndicates
enabling thinking for Deepseek and Qwen.

LLM ChERRANT KB 
P R F0.5 Acc P R F0.5 

w.o K B Deepseek-R1 Qwen-7B-t 0.43 8.43 0.53 30.18 0.59 11.11 0.73 
Qwen-7B 0.55 9.64 0.67 31.49 0.64 11.11 0.79 

Qwen 2.5-7B 1.89 22.89 2.32 39.72 3.02 38.89 3.70 
3-8B-t 1.01 10.84 1.23 57.90 3.05 16.67 3.64 
3-8B 100.00 1.20 5.75 89.22 0.00 0.00 0.00 

GLM 4-9B 1.47 14.46 1.79 44.61 2.22 22.22 2.71 
4-9B-Z1 0.73 19.28 0.91 24.05 0.85 22.22 1.05 

Baichuan 2.23 14.46 2.68 66.24 7.09 27.78 8.33 
w  KB Deepseek-R1 Qwen-7B-t 1.34 21.69 1.65 32.37 1.76 27.78 2.16 

Qwen-7B 1.53 24.10 1.88 33.02 2.69 41.67 3.31 
Qwen 2.5-7B 4.35 39.76 5.29 38.01 6.07 69.44 7.42 

3-8B-t 4.39 30.12 5.30 60.62 10.36 55.56 12.38 
3-8B 100.00 1.20 5.75 89.22 0.00 0.00 0.00 

GLM 4-9B 3.59 28.92 4.35 44.12 5.70 55.56 6.94 
4-9B-Z1 1.77 30.12 2.18 25.40 2.30 44.44 2.84 

Baichuan 3.68 16.87 4.37 59.91 6.82 33.33 8.11 

We also tested the effects of LLM model sizes on performance with Deepseek 
and  Qwen  2.5. Results in Table 5 show that larger models generally bring a bout
higher F0.5 scores.

5 System Submissions 

10 teams registered for the shared task, and 5 teams ultimately submitted the
results.

CGT-Corrector. They adopt a computationally efficient approach by fine-tuning 
the Qwen2.5-14B-Instruct model on 20k representative samples carefully selected 
through multi-dimensional evaluation considering textual features, knowledge 
relevance a nd category distribution. By systematically introducing controlled
noise patterns, they constructed an optimized training set.

KARTC. They propose a knowledge-aware error correction framework consist-
ing of three modules. The Error Detection Module analyzes input texts to sep-
arately identify semantic errors and knowledge errors. The Candidate Sentence 
Generation Module, guided by error detection, generates multi-source candi-
date sentences in separate channels. The Over-Correction Mitigation Rewriting
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Table 5. Results of LLMs with varying sizes.

LLM ChERRANT KB 
P R F0.5 Acc P R F0.5 

Deepseek-R1 Qwen-1.5B-t 0.40 6.02 0.49 35.40 0.40 5.56 0.49 
Qwen-1.5B 0.61 9.64 0.75 35.57 0.78 11.11 0.96 
Qwen-7B-t 1.34 21.69 1.65 32.37 1.76 27.78 2.16 
Qwen-7B 1.53 24.10 1.88 33.02 2.69 41.67 3.31 

Qwen 2.5-0.5B 1.34 15.66 1.64 46.15 2.71 25.00 3.30 
2.5-1.5B 3.36 30.12 4.09 41.78 5.79 61.11 7.07 
2.5-7B 4.35 39.76 5.29 38.01 6.07 69.44 7.42 

Table 6. Results of submitted systems.

System ChERRANT KB 
P R F0.5 Acc P R F0.5 

CGT-Corrector 47.76 22.38 38.93 84.20 46.94 41.82 45.82 
KARTC 38.26 30.77 36.48 79.64 34.57 50.91 36.94 
QEFDA result1 13.08 11.89 12.82 77.72 17.02 14.55 16.46 

result2 17.19 15.38 16.79 74.14 15.28 20.00 16.03 
result3 8.29 12.59 8.90 65.93 6.90 14.55 7.71 

CoT-LoRA 4.77 38.46 5.78 33.02 4.08 47.27 4.99 
Sky 0.33 3.50 0.40 59.68 2.55 7.27 2.93 

Module employs a knowledge-aware fusion rewriting mechanism based on the 
candidate set and original sentence, aiming at enhancing correction robustness
and semantic retention while mitigating over-correction.

QEFDA. They employ Parameter-Efficient Fine-tuning (PEFT) with QLoRA 
to fine-tune Qwen-2.5-7B-Instruct on Lang8, HSK and the task-specific dataset 
which is formatted into error-correction pairs (incorrect-correct sentence pairs). 
To further improv e generalization, they augment the task dataset through tech-
niques including synonym replacement and random deletion.

CoT-LoRA. They extract data from the training set and reformat them into 
prompt-completion pairs for the LoRA fine-tuning of Qwen2.5-7B-Instruct and 
Yi1.5-7B-Instruct. To enhance the performance, they implement a voting mech-
anism t o ensemble predictions from multiple fine-tuned models and select the
optimal output through majority voting.

Results in Table 6 show that: 1) despite fine-tuning a larger model (Qwen2.5 
14B Instruct), the data selection mechanism considering textual features, knowl-
edge relevance and category distribution employed by CGT-Corrector seems very
effective, and they obtains the highest F0.5 scores and largest improvements over
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our baselines, 2) the collaborative framework proposed by KARTC also leads to 
large performance gains over our baselines, their method also obtains the high-
est recall, probably due to the use of an separate error detection module, and 
3) QEFDA also achieves higher p erformance than our baselines, showing that
fine-tuning simply on error-correction pairs and employing simple data augmen-
tation strategies are beneficial for the task compared to instruct LLMs without
fine-tuning.

6 Conclusion 

In NLPCC 2025 shared task 5, we investigate the use of knowledge bases for Chi-
nese government text correction. Specifically, we construct a number of KBs and 
corresponding methods to match potential KB terms in sentences. We extract a 
large dataset for training set synthesis, with each instance inside the dataset has 
resulted in at least one KB match. We also collect and annotate the development 
and test sets for the task based on real user inputs. For evaluation, we develop 
KB oriented metrics to evaluate the performance of text correction regarding 
KB terms. We report the performance of instructing several mainstream LLMs, 
with thinking enabled or disabled, and with various model sizes. The shared task 
has attracted registrations from 10 teams, with 5 teams ultimately submitted 
the final results. We report t heir methods and the performances of submitted
systems. Data selection strategy and collaborative modeling have been proven
effective in the shared task.
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