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Abstract— Imitation learning (IL), aiming to learn optimal
control policies from expert demonstrations, has been an effec-
tive method for robot manipulation tasks. However, previous
IL methods either only use expensive expert demonstrations
and omit imperfect demonstrations or rely on interacting with
the environment and learning from online experiences. In
the context of robotic manipulation, we aim to conquer the
above two challenges and propose a novel framework named
Similarity Weighted Behavior Transformer (SWBT). SWBT
effectively learn from both expert and imperfect demonstrations
without interaction with environments. We reveal that the
easy-to-get imperfect demonstrations, such as forward and
inverse dynamics, significantly enhance the network by learning
fruitful information. To the best of our knowledge, we are the
first to attempt to integrate imperfect demonstrations into the
offline imitation learning setting for robot manipulation tasks.
Extensive experiments on the ManiSkill2 benchmark built
on the high-fidelity Sapien simulator and real-world robotic
manipulation tasks demonstrated that the proposed method
can extract better features and improve the success rates for all
tasks. Our code will be released upon acceptance of the paper.

I. INTRODUCTION

Reinforcement learning (RL) and Imitation Learning (IL)
techniques have been extensively researched and applied
in the context of robotic manipulation tasks [1], [2], [3],
[4], [5], [6] in recent years. RL requires an explicit reward
function elaborately pre-defined to guide the agent’s action.
Nonetheless, many real-world tasks are intrinsically com-
plicated, making the design of an effective reward function
challenging [7], [8]. Imitation learning (IL) aims to directly
learn from the demonstrations without designing an explicit
reward function and thus is more practical to be applied to
real-world applications [9], [10], [11]. Many works of IL
require online interactions, which are costly or dangerous,
such as robotic manipulation and autonomous driving. On
the other hand, offline IL enables data collection in advance,
thus independent of online training. Meanwhile, early works
of IL normally assume the demonstration is optimal, such as
behavioral cloning [12]. The assumption of ideal demonstra-
tions is infeasible or extensively costly since collecting high-
quality demonstrations by human labor sometimes would
make mistakes. For instance, SayCan [13] collected 276k
episodes of data and only retained 12k successful episodes
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after applying stringent filtering criteria, resulting in more
than 90% of the data being wasted.

To address this challenge, recent research in offline
IL [14], [15], [16] has emerged, aiming to utilize imperfect
demonstrations for agent training. For instance, 2IWIL [14]
introduced confidence scores that assess the likelihood of a
trajectory being optimal. However, these scores still require
manual labeling by human experts for each transition in
the imperfect demonstration. DemoDICE [15] formulates
an offline IL objective to utilize imperfect demonstrations
and mitigate distribution shift from the expert demonstration
distribution. However, in the context of robotic manipu-
lation, where data dimensionality is significantly higher,
DemoDICE may struggle to accurately align with the data
distribution. Another approach, DWBC [17], introduces an
additional discriminator to distinguish expert and non-expert
demonstrations to mitigate the reward learning as well as
leverage imperfect demonstrations. Nonetheless, training the
discriminator necessitates costly hyperparameter tuning and
struggle with high-dimensional data. Consequently, there is
a need for effective offline IL methods capable of leveraging
imperfect demonstrations without manual labeling in the
context of robotic manipulation with high-dimensional input.

Moreover, recent works [5], [18], [19] have demonstrated
that transformers are a suitable option for handling sequential
decision-making problems. Recent work Decision Trans-
former [20] seeks to unify ideas in language modeling and
RL by employing the GPT architecture to autoregressively
model trajectories and output actions directly. In the context
of robotic manipulation settings, we integrate the potent
transformer architecture to extract the features of sequential
visual-based frames within our proposed framework.

To this end, we propose a novel offline IL-based frame-
work for robotic manipulation, which leveraging imper-
fect demonstrations, named Similarity Weighted Behavior
Transformer (SWBT). Specifically, SWBT contains three
main steps. In step 1, we pre-train a multi-modality trans-
former network using the mixed demonstrations in a self-
supervised manner to extract representative features. Since
the imperfect demonstrations are readily collected, the mixed
demonstrations contain a large amount of fruitful imper-
fect demonstrations, enabling the transformer to learn large
action space knowledge. Inspired by pretraning in Natu-
ral Language Processing such as BERT [21], we propose
three self-supervised approaches to enhance the pre-trained
transformer, including 1) Masked Transition Prediction, 2)
Transition Reconstruction, and 3) Action Autoregression.
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These approaches enable the transformer to take on different
roles like a forward dynamic model, inverse dynamic model,
and behavior cloning model and thus enhance its ability to
extract effective features. In step 2, we aim to identify the
useful imperfect demonstrations for training the transformer.
Thus, we leverage the pre-trained transformer in step 1 to
extract the features and then generate the quality scores
by calculating the similarity between the extracted features
of the imperfect and expert demonstrations for each state-
action pair in the imperfect demonstrations. By doing so, no
extra modules, such as discriminator in [17] are introduced,
and the quality scores indicate the quality of the imperfect
demonstrations. The simplicity also makes the performance
more robust since it does not require much hyper-tuning.
In step 3, we perform end-to-end fine-tuning process on the
transformer using both expert and imperfect demonstrations.
To differentiate the quality of imperfect demonstrations and
ensure their beneficial contribution to the transformer, we
propose the quality scores calculated in step 2 as weights
for the behavior cloning loss. Our contributions as follows.

• We introduce the Similarity Weighted Behavior Trans-
former (SWBT). To the best of our knowledge, SWBT
is the first work to simultaneously utilize both expert
and imperfect demonstrations for training robot manipu-
lation policies within offline imitation learning settings.

• The robust transformer architecture is leveraged to
pre-train an effective feature extractor and introduced
quality scores to identify beneficial imperfect demon-
strations and eventually improve the success rates of
robotic manipulation tasks.

• Extensive experiments on the ManiSkill2 benchmark
demonstrated that SWBT can effectively utilize imper-
fect demonstrations to improve performance. In addi-
tion, our real-world experiments verified that SWBT can
be successfully applied to real-world applications.

II. RELATED WORK

A. Offline Imitation Learning with Imperfect Demonstrations

Offline IL has enormous potential to meet critical safety
and cost desiderata for real-world applications. Earlier IL
method Behavior Cloning (BC) [12] can be used in the
offline setting seamlessly and gain comparable performance
compared to GAIL methods [22]. IBC [23] and Diffusion
Policy [6] further enhance BC by introducing the energy-
based models and diffusion models [24]. Another category
method, offline inverse reinforcement learning (Offline IRL),
focuses on training a discriminator in an adversarial man-
ner [25], [26], [27], [28] or learning a reward function [29]
to match the distribution of the expert demonstrations. How-
ever, most of these works are based on the assumption that all
demonstrations are optimal, thus dropping their performance
with imperfect demonstrations.

To mitigate the problem induced by imperfect demonstra-
tions, many imitation learning from imperfect demonstrations
methods [14], [30], [31], [32], [29], [33], [34], [35] are pro-
posed. 2IWIL [14] leverages the confidence score to weight

the imperfect demonstrations but requires extra human expert
annotations. More recently, several works [15], [16], [17]
have been proposed to solve the more challenging problem
of offline imitation learning with imperfect demonstrations.
DWBC [17] combines the above two algorithms by training
a discriminator to learn the weights for BC objectives.

B. Transformers for Robotic Manipulation

Transformers have become the prevalent architecture in
various domains. Starting from NLP [36], [37], transform-
ers architectures recently successfully enter the field of
vision [38], [39], [40] and achieve impressive results in
robot learning [10], [41], [42], [43], [44], [45]. [20], [43],
[44], [45] adopt the characteristics of the structure of the
transformer to use multi-modality data, such as images and
robot states, for policy improvement. Therefore, we leverage
the sequential modeling ability of the transformer to improve
the performance of the robotic manipulation tasks.

III. METHODOLOGY

A. Preliminary on Imitation Learning

We consider a standard fully observed Markov decision
process (MDP) [46] to model the environment. The MDP
M = (S,A,P, r, ρ0, γ) contains the state space S, action
space A, reward function r : S × A × S → R, state
transition function P : S × A × S → [0, 1], the initial
state distribution ρ0(s), and discount factor γ ∈ (0, 1). In
our offline IL setting with imperfect demonstrations, the
reward function r is unavailable. Instead, we have a static
expert demonstration dataset De = {(s, a, s′)} and a static
imperfect demonstration dataset Di = {(s, a, s′)}. Our goal
is to maximize the success rates for the tasks using both the
expert dataset and imperfect dataset Du = De ∪ Di without
any online interaction with the environments.

B. Similarity Weighted Behavior Transformer

The overview of the proposed method Similarity Weighted
Behavior Transformer (SWBT) is depicted in Figure 1.
Specifically, SWBT comprises three main steps. Section III-
C details step 1: pre-training a multi-modality transformer
network using mixed demonstrations in a self-supervised
fashion. Section III-D covers step 2: calculating quality
scores based on the similarity between the output features
of imperfect and expert demonstrations. Lastly, Section III-
E presents step 3: the end-to-end fine-tuning process of the
transformer network using weighted behavior cloning.

C. Transformer Pretraining via Self-Supervised Learning

We leverage the transformer as our base model since
it is suitable for modeling long dependencies. To pre-
train the model, we propose three self-supervised ap-
proaches to pre-train the transformer using the union dataset
Du = De ∪ Di. As shown in Figure 2, the three tasks
are 1) Masked Transition Prediction, 2) Transition Re-
construction, and 3) Action Autoregression. For all tasks,
the multi-modality transformer network T (·) takes a tra-
jectory segment τin = (oi,mi, ai), · · · , (oi+l,mi+l, ai+l)



Fig. 1: Overview of SWBT. SWBT contains three steps: 1) Transformer Pretraining via Self-Supervised Learning, 2)
Calculation of Quality Score by Similarity Metric, and 3) End-to-End Weighted Behavior Cloning Training. We provide
an example of the StackCube task, which aims to stack the red cube on the green one. In step 1, we use both expert and
imperfect demonstrations to pretrain the transformer. In step 2, we calculate the quality scores for all imperfect segments
(e.g., segment τ imp

1 and τ imp
2 have quality scores of 0.23 and 0.96 respectively. Then, in step 3, the imperfect segment τ imp

1

is discarded and the imperfect segment τ imp
2 is used for weighted behavior cloning.

as input and outs the corresponding features τout =
(zoi , z

m
i , zai ), · · · , (zoi+l, z

m
i+l, z

a
i+l) for all input elements,

where i is the start index of the time step, l is the segment
length, ot is the RGBD images given from the depth cameras,
mt is the robot proprioceptive states and necessary informa-
tion like goal position, at is the action. Then we have three
separate decoder heads Ho(·), Hm(·), Ha(·) for the above
three kinds of modalities, which takes the corresponding
features zoi , z

m
i , zai as input and outputs the reconstruction

or prediction results ôi, m̂i, âi.
For Masked Transition Prediction (MTP) tasks, we ran-

domly mask a part of the input trajectory segment with a pre-
defined probability (randomly chosen from 0.4, 0.3, 0.2, 0.1
in our implementation), which is denoted as M(τ). We
denote the optimized parameters in the transformer network
T (·) and the decoder heads Ho(·), Hm(·), Ha(·) as θ. And
the goal is given by:

LMTP = max
θ

Eτ

i+l∑
t=i

I(et)logPθ(et|M(τ)), (1)

where et ∈ {ot,mt, at} is the input element of the three
modalities, I(et) is an indicator function showing the input
element is masked (i.e., 1) or not (i.e., 0). By randomly
masking input elements and predicting them, we encourage
the transformer network to learn various roles, including
forward dynamic model, inverse dynamic model, and data
generating policy that boost the ability of feature extraction.

For Transition Reconstruction (TR) tasks, we randomly
mask a part of the input trajectory segment and reconstruct
the unmasked elements. The goal is given by:

LTR = max
θ

Eτ

i+l∑
t=i

(1− I(et))logPθ(et|M(τ)). (2)

By reconstructing the unmasked input elements, the trans-
former network would learn to compress the key information

and extract more representative latent features.
To be consistent with the final objective of the robotic

manipulation, which is to output action, we propose the
Action Autoregression (AA) task that forces the transformer
network to predict the next action based on the history
transitions. The goal is given by:

LAA = max
θ

Eτ

i+l∑
t=i

logPθ(at|his(at)). (3)

where his(at) = (oi,mi, ai), · · · , (oi+t,mi+t) is the history
transitions (i.e., we use causal mask in our implementations).

By combining the above three self-supervised tasks, the
final pre-training step objective is as follows:

Lpretrain = LMTP + LTR + LAA. (4)

D. Calculation of Quality Score by Similarity Metric

To better leverage the high-quality part in the imperfect
demonstrations, how to filter them out is a crucial prob-
lem. Since the expert demonstrations have high quality,
we believe that the imperfect demonstrations that is more
similar to expert demonstrations is of higher quality. After
pre-training the transformer network in a self-supervised
manner, the transformer network now has an enhanced ability
to extract expressive and representative features zoi , z

m
i , zai

for the input elements. Thus we choose to use the output
features of the expert demonstrations and the imperfect
demonstrations to calculate the similarities and final quality
scores. More specifically, for each trajectory segment τ imp in
the imperfect demonstrations, we extract the output features
zo,imp
i+l , zm,imp

i+l , za,imp
i+l at the last time step. We also ex-

tract the output features zo,expi+l , zm,exp
i+l , za,expi+l of each expert

trajectory segment τexp in the same way. The similarity
between the imperfect features and the expert features are



Fig. 2: The transformer pre-training process includes three
tasks: 1) Masked Transition Prediction (MTP), 2) Transition
Reconstruction (TR), and 3) Action Autoregression (AA).
Here is an example of the pre-training process with three
time-step inputs. Colored lines link the input and output.

defined as the negative L2 distance:

sim(τ imp, τexp) = −||zo,imp
i+l − zo,expi+l ||2

−||zm,imp
i+l − zm,exp

i+l ||2 − ||za,imp
i+l − za,expi+l ||2. (5)

The reason why we choose the features of the last time
step zi+l of the trajectory segment is that generally the
last time step is the most important step for predicting the
next action, and the attention mechanism in the transformer
has extracted the historical information. For each imperfect
trajectory segment, we need to calculate the similarities with
all other expert trajectory segments and the similarity result
w(τ imp) is the highest one, which is as follows:

w(τ imp) = max sim(τ imp, τexp), ∀τexp ∈ De. (6)

Once we get similarities of all imperfect segments, we obtain
the quality scores by normalizing them:

q(τ imp) = norm(w(τ imp)), q(τ imp) ∈ [0, 1] (7)

E. End-to-End Weighted Behavior Cloning Training

After calculating the quality scores for all imperfect tra-
jectory segments τ imp, we can rank them and filter the
high-quality part out for learning the optimal policy. In
order to prevent low-quality imperfect demonstrations from
interfering with policy learning, we define a threshold β and
choose the imperfect segments τ imp as follows:

Df = {τ imp|q(τ imp) > β} (8)

For the reserved high-quality segments Df , we use their
quality scores as the weights for behavior cloning. Combined
with the expert demonstrations De, the final objective for
fine-tuning is given by:

Lfull = max
θ

Eτ∼De
[logPθ(ai+l|τ)] (9)

+λEτ∼Df
[q(τ) · logPθ(ai+l|τ)],

where λ is a hyperparameter to balance the training of the
expert demonstrations and imperfect demonstrations. We can
count the distribution of quality scores q(τ) offline and then
adjust the value of β accordingly. We set l = 6, λ = 0.1, β =
0.9 in our implementation.

IV. EXPERIMENTS

We systematically evaluate the Similarity Weighted Be-
havior Transformer (SWBT) in both simulated and real-
world environments. For simulated environments, we built
experiments on 5 different tasks on the ManiSkill2 bench-
mark [47] varying from manipulating rigid and fluid objects,
and provided a comprehensive analysis for each component
of SWBT with an extensive ablation study. To verify the
effectiveness of our algorithm in real-world applications, we
built a digital twin system [48] and followed the same setting
in the ManiSkill2 benchmark for real-world experiments.

A. Simulation Environments and Datasets

Our simulation experiments are based on the ManiSkill2
benchmark [47], which is built on the high-fidelity Sapien
simulator [49] and allows agents to be trained using static
demonstrations. The tasks include three rigid object manip-
ulation tasks and two soft-body tasks. For data collection,
we trained different level behavior agents using the online
DAPG+PPO [50], [51] method provided in the ManiSkill2.
PickCube-v0 is to pick up a red cube and move it to a
specified endpoint. We collected 300 expert trajectories and
900 imperfect trajectories consisting of three groups of 300
trajectories, which are collected by three level agents with
success rates of 0.0, 0.46, and 0.91, respectively.
StackCube-v0 is to pick up a red cube and place it onto
the green one. We collected 300 expert trajectories and
900 imperfect trajectories consisting of three groups of 300
trajectories, which are generated by three level agents with
success rates of 0.0, 0.60, and 0.86, respectively.
PickYCB-v0 is to pick up a YCB object [52] and move
it to a specified endpoint. We selected 10 objects from all
objects that are relatively easy to pick up. We collected 300
expert trajectories and 300 other imperfect trajectories from
an imperfect agent with success rates of 0.41.
Fill-v0 is to fill the target beaker with clay in a bucket.
400 expert trajectories and 400 imperfect trajectories are
collected from an imperfect agent with success rates of 0.35.
Hang-v0 is to hang a noodle on a specified stick. We col-
lected 400 expert trajectories and 400 imperfect trajectories
from an agent with success rates of 0.14.

For the PickYCB, Fill and Hang tasks, we only collected
one level of imperfect demonstrations because the behavior
policies with high success rates are not available. For all
tasks, the robot initialization pose, object position, and goal
position are randomly generated for each episode. The robot
is a 7-DoF Franka Panda robot with a parallel-jaw gripper.
The input RGBD images o ∈ R2∗128∗128∗4 are from two
cameras, including a hand-eye camera and a top fixed
camera. The input robot proprioceptive states m ∈ R38

include joint positions, joint velocities, robot base position,



(a) PickCube (b) StackCube (c) PickYCB (d) Fill (e) Hang

Fig. 3: We conducted experiments on five tasks on the ManiSkill2 benchmark including three rigid-body tasks and two
soft-body tasks. The rigid-body tasks include a) PickCube, b) StackCube, and c) PickYCB. The soft-body tasks include d)
Fill and e) Hang. The green circles in PickCube and PickYCB represent the goal position.

TABLE I: Comparisons in terms of success rates of the
five tasks on ManiSkill2 benchmark. BC and TF-BC are the
baselines that can only use expert demonstrations.

Method PickCube StackCube PickYCB Fill Hang

BC [12] 82.6 80.0 43.6 24.8 14.4
TF-BC [36] 82.2 81.6 42.4 25.2 16.0
SWBT-base 83.6 84.0 44.4 26.0 16.0

SWBT 85.6 88.0 50.4 29.6 28.4

TABLE II: Comparisons in terms of success rates of the five
tasks on ManiSkill2 benchmark. All baselines are proposed
for the offline IL setting with imperfect demonstrations.

Method PickCube StackCube PickYCB Fill Hang

DT [20] 30.8 78.8 36.8 4.4 6.0
DemoDICE [15] 76.4 78.8 39.6 16.0 8.8
DWBC [17] 32.8 64.0 26.8 10.4 4.0

SWBT 85.6 88.0 50.4 29.6 28.4

goal position, and end-effector position. The output action
a ∈ R7 is the delta target end-effector pose. We use the
success rate to measure the performance of an algorithm.
Please refer to the Maniskill2 [47] for more details.

B. Evaluation Results in Simulation

We comprehensively compared SWBT to many state-
of-the-art offline imitation learning algorithms including
Behavior Cloning (BC) [12], Transformer-based Behavior
Cloning (TF-BC) [36], Decision Transformer (DT) [20],
DemoDICE [15], and Discriminator-Weighted Behavioral
Cloning (DWBC) [17]. When training the DT, we set the
goal as 1 for expert demonstrations and 0 for imperfect
demonstrations and hope this signal can help the transformer
network distinguish the behavior mode. We trained all meth-
ods for 100k gradient steps and evaluated 50 episodes every
5k steps. The final results are calculated as the average
success rates of the last 5 checkpoints over 3 random seeds.

In Table I, we compared SWBT with methods BC and TF-
BC that can only use expert demonstrations. To verify the
effectiveness of the pre-training process, we trained SWBT-
base that only leverages the imperfect demonstrations in the
pre-training process. Table I shows that SWBT outperformed
all baselines consistently on all 5 tasks by a large margin.
These results suggest that the high-quality imperfect demon-

Fig. 4: Comparisons of different quantity and quality of the
imperfect demonstrations. The x-axis represents the success
rates of the behavior policies that collect the imperfect
demonstrations. The y-axis shows the success rates of SWBT.
The green and red lines represent the ratios of the expert and
imperfect demonstrations are 1:1 and 1:3, respectively.

strations can significantly help improve the final success rate.
In addition, the SWBT-base also improved performance on
all tasks compared to BC and TF-BC, which shows that the
pre-training process can learn expressive features by combin-
ing the powerful transformer and imperfect demonstrations.

Table II compared SWBT with methods DT, DemonDICE,
and DWBC that simultaneously use both the expert and
imperfect demonstration. We can observe that SWBT still
surpassed all baseline methods a lot. It is difficult for
DemoDICE and DWBC to assign accurate weights for each
imperfect high-dimensional transition without a pertaining
process. We also found that the training process of DWBC
is very unstable without careful hyperparameter tuning. All
of the above reasons lead to a decrease in the success rates of
these algorithms, even compared to BC. In contrast, SWBT
can improve performance by accurately calculating the qual-
ity scores and filtering out high-quality demonstrations.

C. Ablation Study in Simulation

Impact of the imperfect demonstration quantity and
quality. To verify how the imperfect demonstration quantity
and quality influence the final performance of our method,
we conducted extensive experiments on the StackCube task.
We collected five different level imperfect demonstrations



TABLE III: Comparisons of different quality score threshold
β on the StackCube task.

Threshold β 0.0 0.50 0.70 0.80 0.90 0.95 0.99

success rate 17.2 21.6 43.8 66.4 88.0 84.4 83.6

reserved data 180k 57k 35k 16k 8.8k 3.2k 0.3k

TABLE IV: Comparisons of different similarity functions on
the StackCube task.

Seg.+Cosine Last+Cosine Seg.+L2 Last+L2

success rate 77.2 83.2 82.0 88.0

using different behavior policies with success rates of 0.00,
0.23, 0.44, 0.60, and 0.86, respectively. For each level, we
collected imperfect demonstrations in two ratios, 1:1 and 1:3,
where the former 1 represents the 300 expert demonstrations
(i.e., 300 and 900 imperfect demonstrations).

Figure 4 shows the success rates with different imperfect
demonstration quantities and qualities on the StackCube task.
An interesting finding is that those low-quality and high-
quality imperfect demonstrations can benefit the performance
compared to the medium-quality imperfect demonstrations.
We believe that low-quality demonstrations contain rich
explorations of the environment and therefore can help
extract more informative features in the pre-training process.
Then they are discarded in the fine-tuning stage and do not
interfere with the results. In contrast, high-quality imperfect
demonstrations directly help the process of the fine-tuning
stage. The medium-quality demonstrations neither provide
rich environmental information nor directly enhance policy
learning, so they achieve the most minor improvement.

Impact of quality score threshold β. We evaluated
the impact of various quality score thresholds β on the
StackCube task. We collected 300 expert trajectories and
900 imperfect trajectories (i.e., 180k transitions) consisting
of three groups of 300 trajectories, collected by three level
agents with success rates of 0.0, 0.60, and 0.86, respectively.

As shown in Table III, we can observe that as the quality
score threshold value β increases, the reserved demonstra-
tions become less and less. The highest success rate on the
StackCube task is with β as 0.90. When β is less than 0.90,
the performance increases as β increases because more and
more low-quality demonstrations are discarded. When β is
larger than 0.90, we argue that the performance drops as
β increases because more high-quality demonstrations are
discarded, degrading the task performance.

Impact of different similarity calculation functions. We
evaluated different combinations for the calculation of the
similarity distance. We examined L2 distance and Cosine
similarity distance with the whole segment features denoted
as “Seg.” and the last time step feature denoted as “Last”
on the StackCube task. As shown in Table IV, “Last+L2”
achieved the highest performance, while the results of using
cosine similarity are relatively lower. We argue that the last
time step of the trajectory segment is the most important step

(a) PickCube (b) StackCube

(c) PickYCB (lemon) (d) PickYCB (tennis ball)

Fig. 5: We conducted a digital twin system [48] following
the ManiSkill2 for real-world experiments on the PickCube,
StackCube, and PickYCB tasks. Experiments show that
SWBT can be applied to real-world applications successfully.

for predicting the next action, and the attention mechanism
in the transformer has extracted the historical information.

D. Real-World Experiments
We applied SWBT to real-world applications by following

the setting in ManiSkill2 benchmark and conducting a digital
twin system [48]. We trained the policy in the simulation and
deployed the model on the real Franka Panda robot. The in-
put of the model includes 2 RGBD images from the simulator
and robot proprioceptive states from the real robot. Then the
generated actions were applied to both the simulated and
real-world robot arms. As shown in Figure 5, we conducted
experiments on three rigid body tasks including PickCube,
StackCube, and PickYCB. Experiments demonstrate that
SWBT can be applied to real-world applications successfully.
Please refer to the supplementary video for the manipulation
process and more details.

V. CONCLUSION AND LIMITATION

To the best of our knowledge, we are the first to use
both expert and imperfect demonstrations simultaneously to
train the robot manipulation policy in an offline imitation
learning setting. Concretely, we propose a novel framework,
named Similarity Weighted Behavior Transformer (SWBT),
that calculates accurate quality scores using a pre-trained
transformer and then does weighted behavior cloning with
the high-quality imperfect demonstrations. The experiments
on the ManiSkill2 benchmark and real-world applications
demonstrated that SWBT can efficiently and correctly lever-
age imperfect demonstrations to boost the final performance.

Although SWBT can effectively utilize imperfect demon-
strations, it still has a potential limitation. SWBT is ex-
tremely data-intensive due to the transformer architecture,
and thus it is challenging to apply SWBT to tasks with sparse
data, e.g., few-shot learning.
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