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Abstract

The algorithmic detection of hate speech is an
ongoing challenge in online environments. One
fundamental problem is the class imbalance
within labeled datasets. The diverse nature of
hate speech is at the core of this imbalance
problem. This work proposes GranulGAN,
a novel framework designed to augment im-
balanced datasets for granular hate speech de-
tection. It utilizes a GPT-based generator, a
context-based domain adaptor, and a reward
system integrating multiple polarities. Further-
more, we explore the difficulty of evaluating
partially generated sequences, a known limita-
tion in training GAN for text generation, which
typically require complete sequences for assess-
ment. As an alternative, we discuss leverag-
ing LL.Ms for auto-completion, enabling more
effective handling of incomplete text during
generation. Results from a wide range of ex-
periments demonstrate the superiority of auto-
completion by LLMs and the outperformance
of GranulGAN in both binary and granular hate
speech detection tasks. GranulGAN consis-
tently achieves the highest scores in both Hate-
F1 and Macro-F1, showcasing its performance
on modern datasets and in comparison to mul-
tiple baseline augmentation approaches. Lastly,
an ablation study is conducted to assess the im-
portance and contribution of different polarities
in the proposed reward system.

1 Introduction

The Internet has brought many conveniences, rev-
olutionizing the way people communicate, access
information, and express their opinions. However,
along with enjoying the benefits of this develop-
ment, online communities also face numerous chal-
lenges, one of which is the spread of hate speech.
It is a pervasive issue in contemporary society, with
social media platforms serving as breeding grounds
for its dissemination. The consequences of hate
speech can be severe, including cyberbullying (Hos-
seinmardi et al., 2015), inciting violence, instilling

intimidation (Olteanu et al., 2018), and spreading
online harassment (Hine et al., 2017). Therefore,
there is a need for effective methods to combat hate
speech on social media.

Despite the widespread adoption of machine
learning models for automatically detecting hate
speech in academia and industry, the issue of class
imbalance resulting from a heavy reliance on la-
beled datasets remains a significant challenge (Po-
letto et al., 2021; Waseem and Hovy, 2016; David-
son et al., 2017). As a potential solution to address
the class imbalance problem, synthesizing texts us-
ing a generative model can not only reduce the cost
of data acquisition but also continuously produce
data with given categories (e.g., sexism, racism,
threat of violence, etc.), ideally, compared to hu-
man rephrasing (Xu et al., 2020).

The main concern with balancing datasets using
synthetic texts is the inconsistency of textual char-
acteristics between synthesized data and real data,
which can confuse and mislead the hate speech
detector. One of the frameworks to address this
issue is Generative Adversarial Networks (GANs)
(Goodfellow et al., 2014), which have achieved re-
markable success in image (Radford et al., 2015;
Karras et al., 2018; Brock, 2018) and sound (Don-
ahue et al., 2018; Kong et al., 2020) augmentation.
Nevertheless, applying GANSs to the text domain
poses several challenges, and only a few studies
have explored the possibilities of utilizing GANs
to enhance the training of multi-class hate speech
detection algorithms. Given the recent surge of
Large Language Models (LLMs), this study pro-
poses GranulGAN by directly incorporating LLMs
and multiple scorers for various polarities into a
GAN framework, thereby enriching data for gran-
ular classes. Beyond hate speech detection, its ar-
chitecture is also designed to be applicable to other
NLP tasks, where fine-grained class distinctions
and controlled data generation are essential.



Contributions’ of this research are summarized
as the following:

* A novel framework, GranulGAN, is proposed
to efficiently generate high-quality, domain-
adaptive, and granular hateful messages for
different categories in a single training run,
with the help of prefixed prompts.

* Auto-completion by LLM is explored and ex-
amined as an alternative method for evaluating
partial sequences in the training of a GAN.

* A reward system with diverse polarities is de-
veloped and discussed, adapted for the aug-
mentation of granular hate classes.

* Empirical studies are conducted on three
datasets and demonstrate that Granul GAN out-
performs a wide range of baseline approaches.

2 Related Work

The class imbalance problem can be addressed by
text generation. In general, the methods, which
propose leveraging Neural Networks (NN) for data
augmentation, can be broadly summarized into
three frameworks: (1) Encoder + Decoder, (2)
Prompts + pretrained NN, and (3) Generator + Dis-
criminator.

The key idea in the initial framework is to iden-
tify a latent space that can highly abstract the fea-
ture distribution from the input text and synthesize
new text from this space. To obtain the latent space,
an NN-based encoder is trained to compress the
input data while maintaining as much information
as possible. The next step is to train an NN as a de-
coder to reconstruct the data from the latent space,
where the synthesized data should be as similar as
possible to the original (Kramer, 1991).

The second framework uses prompts and pre-
trained models to generate the required texts. For
instance, one popular method is to translate text
and back-translate it (Yu et al., 2018; Beddiar et al.,
2021). Another method is to use some descrip-
tive prefix combined with original text to formulate
the prompts, and then feed them into a pretrained
model to return paraphrased texts (Scherrer, 2020;
Fang et al., 2023). An alternative method is to
leverage the models using Zero-Shot (Ubani et al.,
2023) or Few-Shot (Dai et al., 2025) Learning to
enrich minority classes.
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The third framework involves the adoption of
Generative Adversarial Networks (GANs). It con-
sists of a generator that produces counterfeit data
to pass verification and a discriminator that aims
to distinguish fake samples from real ones (Good-
fellow et al., 2020). This framework has achieved
significant success in the image and sound domains,
but it is rather rudimentary in text augmentation
due to the discreteness of the word representation
space and the sequential nature of sentences. Seq-
GAN (Yu et al., 2017) proposes a viable solution,
considering the generator as a sequential decision-
making process in Reinforcement Learning (RL)
and guiding generator updates using policy gra-
dients. Building on this, SentiGAN (Wang and
Wan, 2018) and CatGAN (Liu et al., 2020) further
explore ways to produce diverse texts for given
multiple labels, but they remain inefficient and un-
stable due to the training of multiple generators.
HateGAN (Cao and Lee, 2020) focuses on data aug-
mentation for hate speech detection by additionally
employing a pretrained scorer for toxicity, which
guides the generator to produce more tweets tar-
geting the hatred class. However, the implicitness
and diversity of online hatred must be addressed,
which goes beyond binary hate speech detection.
Therefore, this research proposes GranulGAN to
generate high-quality, domain-adaptive, and gran-
ular hateful messages for different categories. It
advances by enabling multi-class hate speech aug-
mentation in one training run, where each of the
aforementioned approaches of GAN requires sep-
arate generative models for each class, making it
time-consuming.

3 Granular Generative Adversarial
Network

3.1 Overall Framework

Figure 1 illustrates the overall framework of Gran-
ulGAN. The left part shows how the components
work together in GranulGAN, while the right part
explains how the generator is updated based on
the evaluated reward of intermediate outputs. In-
stead of using simulations to explore potential fu-
ture trajectories, an LLM is used to generate token
predictions for completing partial sequences. Gran-
ulGAN is implemented starting with a GPT-based
generator, which synthesizes texts for various hate
classes via corresponding prompts. To generate
diverse and granular hate speech, the prompts are
designed before training and mapped to emotion
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Figure 1: Illustration of GranulGAN. Left: texts for specific classes are synthesized by a generator with correspond-
ing prompts; they are used to train the domain-adaptor and evaluated by the different scorers. Right: the generator is
updated by reward, evaluated after LLM’s auto-completion.

scorers, which specifically provide rewards for dif-
ferent hate classes. The toxicity scorer plays a
similar role but evaluates all classes of hate speech
to encourage the generator to output more hateful
content. Meanwhile, the BERT-based discrimina-
tor evaluates realism by learning the difference be-
tween synthesized hateful messages and real hate
texts, treating the prompt for each class as con-
text, allowing it to distinguish between fake and
real text based on their classes. The final reward
is calculated based on the rewards for authenticity,
emotion, and toxicity. Similar to other RL-based
GAN:s, policy gradients are subsequently derived
from the reward and used to update the generator.

3.2 Solving Partial Sequence with LLM

Monte Carlo Tree Search (MCTYS) is applied as a
reinforcement learning technique to improve the
performance of the generator network (Yu et al.,
2017). In the framework of GAN, it can be used
to guide the generation of text sequences by sim-
ulating potential future trajectories and selecting
actions (i.e., tokens) that lead to higher rewards.
However, MCTS normally requires a sufficient
number of roll-outs, which could be even larger
for a GPT-based generator, considering that LLMs
contain many more parameters. Therefore, em-
ploying LLMs for token predictions could be more
suitable for handling these numbers of parameters.

LLMs, e.g. GPTs (Radford et al., 2019), are pre-
trained on large data corpora and can be used as uni-
versal language models to calculate the likelihood
of a given sequence of generated text appearing in
real-world textual data. By continuously predicting
the next token step by step, they assign probabili-
ties to each possible token given the context of the
partial sequence. The next token is then selected

by sampling and appended to the partial sequence,
creating new states. This token-wise filling process
is iterated until the sequence reaches the maximum
length setting. This auto-completion process can
be represented as:

Xi.r = AC%(X1y) (D

where G. is the selected LLM to complete partial
sequence X7.¢ to its maximum length T. After that,
the gains of completed sequences will be evaluated
based on a reward function. As a RL problem,
action-value function ng is defined as following
with given action a and current state s:
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where G, represents the generator (policy) and
reward function Ry(-) is introduced in section 3.5.

3.3 GPT Generator with Multiple Prompts

After the success of ChatGPT, prompt-based text
generators are widely used in various applications.
They offer a flexible approach to text generation, al-
lowing users to provide input and shape the output
according to their preferences and requirements.
In this research, GPT-2 Medium is adopted as the
generator in GranulGAN, considering it is open-
source, without prohibition on hate speech, and
easier to train for research purposes. As the pre-
trained model is trained on a large corpus, it is
conceivable to reuse its knowledge of online hate
speech to generate texts for granular categories by
triggering them with suitable prompts.

Generators with different prefixed prompts can
diversify outputs, replacing the need for multiple
generators. These prefixed prompts are tokenized



and stored as a list in the generator. Since keywords
in prompts can activate corresponding knowledge
“preserved” in the generator, they assist in produc-
ing the required texts. The parameters of the gener-
ator are updated accordingly based on the reward
of the generated tokens in the context of the given
prompts. As each prompt activates different re-
lated scorers, rewards will differ depending on the
matched prompt. The training objective of the gen-
erator can be formulated as follows:
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Where 0, represents the parameters of the gen-
erator. C; represents the condition of using given
context (prompt) of hatred class i. G(X|(C;,S))
is the probability of selecting token X according to
current sequence S and given prompt C;. In this
way, parameters of the generator can be optimized
to maximize the total reward of the prompt.

3.4 Context-based Domain Adaptor

The GPT-based generator is fundamentally able to
produce human-like texts, which makes the dis-
tinction between artificial and real-world text less
of a priority in the training process of the genera-
tor. To dynamically capture and diminish domain
characteristics, a BERT classifier is employed in
GranulGAN and serves as a domain adaptor, re-
placing the role of the discriminator.

Regularly, discriminators are trained on a mix-
ture of data from different classes. However, it is
challenging to use only one general measurement
to evaluate all granular classes, considering that
their characteristics can vary from each other.

To more specifically distinguish synthetic data
from real data, the properties of BERT can be
leveraged by constructing it as a context-based
domain adaptor. BERT is pretrained on a large,
unlabeled corpus using Next Sentence Prediction
(NSP), which utilizes the left part of the context
as a condition and the right part as a consequence.
This procedure enables BERT to have a powerful
capacity for tasks related to language inference and
question answering. Prompts for producing differ-
ent classes of texts can be considered as contexts

or queries, and the texts to be identified will be
inferred as outputs or answers. Prompts are fed as
contexts, and the domain adaptor conducts classifi-
cation based on this contextual information. Con-
sequently, BERT can recognize texts from granular
classes separately and better differentiate real from
fake texts. More intuitive demonstration can be
found in the Appendix A.4.

After replacing the discriminator with a context-
based domain adaptor, prompts influence the eval-
uation of the realism scores. Its training objective
can be refined as follows:
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Where Py c,) is the probability distribution of
tokens in the generator g with prefixed prompt C;.
Pjata,; 1s the probability distribution of tokens in
the real target data class i. D(X|C;) is the realism
score (domain similarity) of selecting a new token
X under the condition of the given prompt for the
i-th class. The first part of the formula represents
the pretraining process by real data and aims to
maximize the realistic score from domain adaptor
with the given context. The second part is minimiz-
ing the realism score of the synthetic texts from the
generator for specific class.

Evaluation for real data relies on its conditional
score regarding which hatred class it belongs to
and evaluation for synthetic data also depends on
output texts and its corresponding class.

3.5 Reward System for Multiple Polarities

In SeqGAN (Yu et al., 2017), the reward function is
defined as the softmax score from the discriminator,
which can be regarded as the probability of the gen-
erated text being real. In HateGAN (Cao and Lee,
2020), a toxicity scorer pretrained on toxic com-
ments (cjadams, Jeffrey Sorensen, Julia Elliott, Lu-
cas Dixon, Mark McDonald, nithum, Will Cukier-
ski, 2017) is implemented to evaluate the level of
hatred in generated texts. The reward function is
defined by the linear combination of the realism
score and the toxicity score. However, online hate
speech often incorporates emojis to make emotions
and expressions clearer for the receiver. As a result,
emojis can be exploited as weak labels separated



out from the texts, to evaluate how similar the syn-
thetic texts appear in terms of emotions, and hence
help capture subtler hate signals. Therefore, Deep-
Moji (Felbo et al., 2017) is adopted to evaluate
the different emotions of synthetic texts in Granul-
GAN, selecting the top 5 emojis for each hate class
as their emotional polarities. The selection is based
on the real training data of the corresponding class,
and the top 5 emojis with the highest probabilistic
scores are chosen. Since DeepMoji outputs a prob-
abilistic distribution over 64 emojis with a sum of
1, the scores from the selected emoji dimensions
can be summed to measure the overall emotional
similarity with the corresponding hate class.

Emotion, toxicity and domain similarity can be
approximately considered as independent perspec-
tives for evaluating the generated texts. As the aim
is to achieve these properties simultaneously, dot
product is used to combine them, rather than lin-
ear combination, to avoid introducing additional
hyperparameters. It can be interpreted as an indi-
cator measuring the probability that the given texts
jointly possess these properties.

Additionally, « is a coefficient to adjust the
searching policy. When « is larger, the searching
step is magnified, and fewer iterations are needed.
The reward function adopted in the proposed model
comparing with SeqGAN and HateGAN is listed
as following:

{ D(z) - - - SeqGAN

R(z) = ¢ D(z)+ oTox(z) - - - HateGAN

aD(z|c) - Emo(z|c) - Tox(z) - - - GranulGAN
(7

Synthesized texts are assigned to the related scorers

based on their corresponding class c. Consequently,

the total score indicates how likely the synthetic

texts comprehensively resemble real hateful speech

from the target dataset.

4 Experiments

4.1 Datasets

To verify the framework, 5 public datasets are uti-
lized in the experiment of this study. The datasets
of DT (Davidson et al., 2017), WZ (Waseem and
Hovy, 2016), Founta (Founta et al., 2018), and
HateLingo (ElSherief et al., 2018) are used to train
the generator of HateGAN, which serves as a key
baseline for comparing Auto-Completion by LLM
and Monte Carlo Tree Search. The study of Hate-
GAN only conducts verification on DT and WZ,
but the merged hate class in WZ (racism and sex-

ism) contains roughly half the number of examples
in the neutral class, making it difficult to be con-
sidered an imbalanced dataset for binary detection.
Instead, we perform granular hate speech detection
on WZ, keeping the classes of racism and sexism
separate, and the experiments only examine the so-
lutions for partial sequences on DT. The testing of
GranulGAN for binary hate speech identification
is also conducted on DT.

DiscordChat (Fillies et al., 2023), a recently pub-
lished and highly imbalanced dataset with various
classes of hateful messages, is used to test the per-
formance of GranulGAN on the task of granular
hate speech classification. In fact, augmenting the
DiscordChat dataset can be challenging due to the
significant differences in the number of messages
between some hate classes (with some being more
than 20 times larger than others), as well as the
large gap between the number of hateful and neu-
tral class messages. Statistics of the datasets can
be found in Appendix A.1, including their sources
and the number of tweets in each class, along with
further analysis of DiscordChat, DT, and WZ re-
garding emoji scores and toxicity.

4.2 Validation of Auto-Completion by LLM

To validate whether it is feasible to complete partial
sequences automatically using LLMs, replacing
the original method of Monte Carlo Tree Search
in existing Reinforcement Learning-based GANSs,
this research reproduces the experiment described
in HateGAN (Cao and Lee, 2020) as a baseline and
compares the proposed approach to it.

All settings for HateGAN are kept as consistent
with the originals as possible, more details about
experiment settings can be found in A.3, and GPT-
2 (Radford et al., 2019), including its Large and
XL (extremely large) versions?, is employed for
auto-completion. The hyperparameters of GPT-2
for auto-completion are listed in Appendix A.3.
We also explore a wide range of other popular and
more up-to-date LLMs for Auto-Completing partial
sequences, including Llama 3.1 and 3.23, Mistral-
v0.3%, GPT40°, and GPT4.1-nano®. As the key
purpose is to augment the hateful class, we use
Hate-F1 as the metric for comparison, with defini-
tion in Appendix A.2.

2https ://huggingface.co/openai-community/gpt2

3https ://huggingface.co/meta-1lama/

4https ://huggingface.co/mistralai/Mistral-7B-Instruct-ve.3
5https ://platform.openai.com/docs/models/gpt-4o0

6https ://platform.openai.com/docs/models/gpt-4.1-nano
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Model Partial Seq Solution Add Gen Hate-F1 Model Reward Micro-F1 Hate-F1
\ 0 35.0 LSTM (p) \ 89.2 343
MC Tree Search UNK 37.0 LSTM-+HateGAN (p) 0.8 dis + 1 tox 89.6 37.0
AC GPT-2 Large 500 39.0 LSTM+GranulGAN 0.8 dis + 1 tox 89.4 384
AC GPT-2 XL 500 39.4 LSTM+GranulGAN 5*dis*tox*emo 89.7 38.8
LSTM  AC Llama3.1 8B} 2000 39.0 CNN (p) \ 89.0 352
+HateGAN  AC Llama3.2 1B} 2000 36.4 CNN-+HateGAN (p) 0.8 dis + 1 tox 89.5 39.2
AC Llama3.2 3B 4000 354 CNN+GranulGAN 0.8 dis + 1 tox 89.6 40.2
AC Mistral-7B-v0.3 1000 392 CNN+GranulGAN 5*dis*tox*emo 89.8 41.0
AC GPT-4of 1000 37.6 CNN-LSTM (p) \ 88.7 25.2
AC GPT-4.1 Nanot 2000 35.4 CNN-LSTM+HateGAN (p) 0.8 dis + 1 tox 89.4 372
\ 0 354 CNN-LSTM+GranulGAN 0.8 dis + 1 tox 89.6 38.6
MC Tree Search UNK 392 CNN-LSTM+GranulGAN  5*dis*tox*emo 89.4 37.8
AC GPT2 Large 1000 40.2 . .
AC GPT2 XL 500 408 Table 2: Results for binary hatred detection. Best per-
CNN AC Llama3.1 8B} 2000 38.8 formance scores of each testing are in bold.
+HateGAN  AC Llama3.2 1B} 500 424
AC Llama3.2 3B 1000 408
AC Mistral-7B-v0.3 500 41.0
AC GPT-dot 500 412 performance of the newly proposed reward system
AC GPT-4.1 Nanot 2000 42.8 can be evlauated and its improvement compared to
\ 0 36.0 . . .
MC Tree Search 1000 388 both the original reward system and the baseline.
AC GPT2 Large 2000 39.6 Partial sequences are solved only using GPT-2 XL
AC GPT2 XL 2000 412 . .
CNN.LSTM  AC Llama3.1 8B} 00 410 as Auto-Completion LLM in GranulG:AN. .
+HateGAN  AC Llama3.2 1B? 500 36.8 The performance scores of the baseline are cited
i ..
AC Llama3.2 3B 2000 39.6 from the original paper (Cao and Lee, 2020). The
AC Mistral-7B-v0.3 1000 41.8 . .
AC GPT-4ot 1000 404 classifiers are configured as suggested in Hate-
AC GPT-4.1 Nano? 500 402 GAN.

Table 1: Comparing solutions for partial sequence. Best
performance scores of each testing are in bold. * denotes
models known to apply censorship mechanisms.

Table 1 shows the performance of hate speech de-
tection using LSTM, CNN, and CNN-LSTM clas-
sifiers, respectively. The empirical result demon-
strates that Auto-Completion by LLMs via GPT-
2 Large, GPT-2 XL, and Mistral-7B-v0.3 con-
sistently outperform the baseline of MCTS and
the non-augmentation way. Although the Auto-
Completion approaches may not outperform MCTS
in every case, we also observe that these cases ap-
pear in using LLMs with censorship policies.

4.3 Evaluation on Binary Hate Speech
Detection

To gain an initial understanding of GranulGAN’s
capabilities, an experiment on binary hate speech
identification is conducted using the DT (David-
son et al., 2017) dataset. The generated texts are
fed into three commonly adopted classifiers to as-
sess its actual ability for data augmentation, using
HateGAN as the baseline. GranulGAN is trained
with two potential reward systems. One is the lin-
ear combination of the toxicity score and realism
score, while the other is the new proposed reward
function, which uses the product of toxicity, emo-
tion score, and domain similarity. In this way, the

Micro-F1 and Hate-F1 results from each ap-
proach are shown in Table 2. GranulGAN achieves
better Hate-F1 scores than the ones recorded in
HateGAN in all three tested classifiers, and the pro-
posed reward system achieves the best Hate-F1 in
LSTM and CNN. However, the new reward func-
tion obtains lower scores in CNN-LSTM, possibly
due to the reduced advantage of using the emo-
tion score in a binary task. It could also be caused
by an underfit of the classifier when following the
suggested settings from HateGAN paper, as the re-
ported Hate-F1 of the baseline in the original study
is significantly lower than in other classifiers. It is
also worth mentioning that GranulGAN achieves
better performance than HateGAN in only far less
training time, as shown in Appendix A.5. It should
be pointed out that HateGAN is designed without
leveraging the hate labels in its training, Granul-
GAN does not use the hate labels in order to align
this characteristic. Nevertheless, GranulGAN is
initially designed to use these hate labels to incor-
porate with corresponding prefixed prompts.

4.4 Evaluation on Granular Hate Speech
Detection

The core ability of GranulGAN, augmenting data
for granular hate speech, is evaluated on the Dis-
cordChat (Fillies et al., 2023) and WZ (Waseem
and Hovy, 2016), compared with a range of current
baseline augmentation approaches. To better assess



Test Model Augmentation DiscordChat WZ
Weighted-F1 Hate-F1 Macro-F1 | Weighted-F1 Hate-F1 Macro-F1

No Augmentation 94.6 19.9 30.5 78.7 59.3 66.8
Oversampling 93.1 23.6 332 79.9 69.6 74.2

EDA 92.5 23.1 32.7 80.6 69.6 74.3
Back-Translate 94.1 22.6 325 79.4 70.0 74.5
T5-Paraphase 92.5 22.5 314 80.7 70.0 74.6

CNN GPT2-finetuned 91.7 18.8 28.5 81.6 69.4 74.9
Mistral-v0.3-Fewshot 92.9 22.5 32.6 81.6 70.1 74.7
Llama3.2-Toxicraft 92.3 224 325 80.3 69.8 74.4
GPT4o-Toxicraft 93.5 233 33.0 80.0 69.6 74.8
GPT4.1-Toxicraft 93.6 23.8 334 80.0 69.7 74.7
GranulGAN (Ours) 93.6 24.1 33.6 81.9 70.8 75.9

No Augmentation 96.5 10.0 22.6 75.2 63.4 69.3
Oversampling 92.5 27.0 36.3 81.2 69.2 74.7

EDA 93.2 25.2 35.1 81.3 69.6 75.0
Back-Translate 92.0 25.7 35.0 82.7 69.9 75.3
T5-Paraphase 91.7 26.5 352 82.0 70.6 75.8
BiLSTM-Att GPT2-finetuned 92.1 18.6 29.0 81.4 69.6 75.0
Mistral-v0.3-Fewshot 94.8 274 36.0 81.6 70.4 75.5
Llama3.2-Toxicraft 92.3 26.8 35.8 81.7 70.3 75.5
GPT4o-Toxicraft 94.1 20.3 30.4 81.8 69.3 74.7
GPT4.1-Toxicraft 94.1 20.4 30.7 82.9 70.1 75.8
GranulGAN (Ours) 92.8 27.6 36.5 82.4 70.8 76.3

No Augmentation 95.7 314 40.3 81.2 70.2 75.6
Oversampling 93.6 32.7 41.4 85.1 75.8 80.0

EDA 94.2 28.9 38.4 85.3 76.1 80.3
Back-Translate 92.3 30.4 39.3 85.2 76.1 80.4
T5-Paraphase 934 31.9 40.4 85.1 75.3 79.8

BERT GPT2-finetuned 94.2 26.2 36.1 85.0 754 79.8
Mistral-v0.3-Fewshot 94.9 31.1 40.1 85.0 75.7 80.1
Llama3.2-Toxicraft 92.6 31.6 40.3 85.0 76.2 80.4
GPT4o-Toxicraft 93.8 27.5 37.1 84.5 75.3 79.6
GPT4.1-Toxicraft 94.1 30.3 393 85.1 75.9 80.2
GranulGAN (Ours) 93.5 34.5 42.0 86.2 77.2 81.2

Table 3: Results of augmentation for granular hate detection. Best scores in bold. Second best scores underlined.

granular hate speech classification, three widely
used classifiers are leveraged for testing. All tests
on the classifiers are conducted 5 runs, and the
average is taken for evaluation to stabilize the re-
sults and eliminate bias. GranulGAN is trained
for 10 epochs, and the adopted prefixed prompts
and other detailed settings can be referred in Ap-
pendix A.3. To adjust to the imbalanced classes,
Macro-F1 is adopted as the key metric for com-
parison, while Hate-F1 and Weighted-F1 are also
reported (defined in Appendix A.2). To determine
the optimal amount of generated text for the model
performance, different amounts were tested. As
seen in Figure 2, all three models achieved peak
Macro-F1 scores with 4000 tweets in DiscordChat
and 500 tweets in WZ.

A range of state-of-the-art approaches are exam-
ined in the DiscordChat dataset, and their classi-
fication performance after augmentation is com-
pared to that of GranulGAN. EDA (Wei and Zou,
2019) is adopted as a representative approach for
augmenting data based on rules. A dataset en-
hanced by back-translation is also included, as it is

one of the popular methods for text augmentation.
In this case, the English corpus is first translated
into German and then reversed back to English.
T5-small-Tapaco’ (Scherrer, 2020) is employed to
demonstrate the performance of using a single neu-
ral model to augment the dataset by paraphrasing
sentences (Piedboeuf and Langlais, 2023). GPT-2
fine-tuned with the training data is used to show
the performance of using only a prompt-based gen-
erator. Due to censorship regarding hate-inducing
prompts from mainstream LLMs, it is challenging
to find a representative prompt-based approach as
a baseline to generate hateful texts directly (more
attempts in Appendix A.7). Thus, we only conduct
few-shot learning approach with Mistral-7B-v0.3,
as it is one of few mainstream uncensored and up-
to-date LLMs. Each prompt is synthesized with
3 random samples in the same class of the train-
ing set for generating in-context hate speech. We
also explore using the Toxicraft framework (Hui
et al., 2024) to directly perturb original hateful
texts through recently released LLMs, including

7https ://huggingface.co/hetpandya/t5-small-tapaco
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Figure 2: Performance over number of Tweets in Dis-
cordChat (top) and WZ (bottom). Dashed line indicates
the number achieving the best score.

Llama3.2-1B, GPT-40 and GPT-4.1 nano, and thus
bypass their content moderation.

As shown in Table 3, GranulGAN achieves the
highest scores for both Hate-F1 and Macro-F1
across all three test models on two granularly cat-
egorized datasets, demonstrating its effectiveness
in augmenting a granular hate speech dataset. The
Weighted-F1 is not suitable for evaluation, as it
misrepresents the results by skewing performance
toward the non-hateful classes. In addition, we also
observe that mainstream LLLMs with a toxicraft ap-
proach, which can achieve good performance in
Weighted-F1 and Macro-F1, have difficulty getting
a relatively high Hate-F1. This further confirms
that up-to-date LLMs tend to suppress hateful con-
tent generation, even thought using an approach
bypassing the moderation.

4.5 Ablation Study

The necessity of each scorer for the corresponding
polarity in the reward system is further investigated
to determine which components, if any, might be re-
dundant in GranulGAN. The comparison includes
the performance on DiscordChat before and after
removing the polarities. Since the discriminator (or
domain adaptor, in this research) is a fundamental
component of the framework, its importance is mea-

Test Model Dis Emo Tox W.-F1 H.-F1 M.-F1

Large v v 92.3 235 324

Base v v 93.6 24.1 33.6

CNN Base v X 92.9 24.0 329
Base X v 93.2 22.2 31.5

Base X X 93.5 23.8 32.8

Large v v 92.7 24.9 34.6

. Base v v 92.8 27.6 36.5
_]Zlﬁsr?;?gn Base v X 92.6 27.2 36.4
Base X v 93.1 26.1 35.2

Base X X 92.7 27.0 36.3

Large v v 93.7 322 40.4

Base v v 93.5 34.5 42.0

BERT Base v X 93.5 32.6 40.9
Base X v 93.0 314 39.7

Base X X 93.9 32.1 40.8

Table 4: Ablation study on DiscordChat. Best perfor-
mance scores of each testing are in bold.

sured by replacing it with a different-sized version.
As shown in Table 4, dropping either the emotion
or toxicity score decreases Hate-F1 and Macro-F1
across all three test models. Additionally, replacing
the discriminator with a larger version results in
worse scores, likely because it requires more data
to be effective. This suggests that the current setup
of keeping all the scores is not redundant.

5 Conclusion and Future Work

In this study, a novel framework, GranulGAN, is
proposed to effectively generate domain-adaptive
and granular hateful messages for different cate-
gories. A new approach is explored and examined
for evaluating partial sequences in RL-based GANs
by using LLMs for auto-completion instead of
MCTS. Empirical studies are conducted to demon-
strate the advancements and superior performance
of the proposed model, comparing it with various
baseline approaches on both binary and granular
hate speech detection tasks. A reward system with
diverse polarities is developed, and an ablation
study shows that all three selected rewarding po-
larities contribute to the model’s performance to
varying degrees.

Future work, could explore other LLMs as gener-
ators, possibly enhancing the diversity and quality
of generated samples. More optimized prompts
and hyperparameters, as well as alternative reward
systems, can be further explored. Experiments on
larger and more diverse datasets can be conducted,
including datasets from different topics and cul-
tures. Moreover, it is also expected to investigate
the interpretability of the generator’s decisions and
understand its behavior in different hatred contexts.



6 Limitations

GranulGAN demonstrates superior performance in
augmenting granular hate speech compared to exist-
ing methods, but several limitations exist. The use
of the proposed prompt-based generator requires
specific prompts, heavily relying on human input
and domain knowledge. This dependency limits au-
tonomy and can lead to unclear or irrelevant outputs
if the prompts provided are vague. To address this,
prompt fine-tuning or synthetic rules could simplify
the process. Moreover, larger models as compo-
nents like GPT-2 and BERT demand significant
computational resources and storage, posing chal-
lenges for local training and preservation. This lim-
its the batch size settings and thus requires longer
training times compared to smaller models such as
those used in HateGAN, as discussed in Appendix
A.5. Nevertheless, GranulGAN is trained only once
for augmenting various hate speech classes, making
it more efficient than training multiple generators
or training HateGAN multiple times for each class.
While exploring other LLLMs, such as GPT-40 and
Llama3-8B, is promising for even better results,
censorship issues prevent hate speech generation.
However, these models could still be useful for less
sensitive topics (see Appendix A.7).

The experiments face limitations due to re-
stricted hate speech datasets and the challenges of
evaluating all hateful aspects. To make the results
more comparable, we adopt the same evaluation
method as in HateGAN, which is using the average
performance of 5 runs. Due to limited runs, it is
so far insufficient to conduct reliable statistical test.
The optimal number of additional generated tweets
varied across approaches, making it difficult to de-
termine a universally optimal setting. Regarding
the results, although the Macro-F1 score improve-
ment may appear modest in quantitative terms, it is
significant, especially given the difficulty of 7-class
classification and the already strong capabilities of
BERT.

7 Ethical Considerations

The research centers on societal interests, with a
focus on the public good. The detection of hate
speech is essential to foster a harm-free environ-
ment, especially for minority groups requiring pro-
tection. Balancing datasets can increase the per-
formance of these trained clarifiers. While the re-
search is producing a structure that generates hate
speech, it is aware of its risks and is only releas-

ing the model to a selected research audience to
minimize the risks of it being misused. Potential
limitations are outlined in Section 6. The research
does not solely advocate for algorithmically based
hate speech moderation but want to enable human-
in-the-loop approaches with the best algorithmic
support possible.

All datasets used in this study are publicly avail-
able and distributed under their respective licenses.
Our implementation of GranulGAN will be re-
leased under the MIT license.
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A Appendix

A.1 Statistics of Dataset

Table A1 demonstrates the gathering platforms of
introduced datasets and their tweets number of each
class. DT, WZ, Founta and HateLingo are all gath-
ered from the same source, while DiscordChat pro-
vides additional perspectives on hate speech not
only from other less discovered social media plat-
form, Discord, but also focus on hateful contents
from adolescents. This can assist to test the ca-
pability of the proposed model of capturing fast
evolutional, domain-specific and granular hatred.
In the original DiscordChat dataset, there is a class
named “Equation”, defined by associating group
of people with negative characteristics, e.g. “Poor
= Africa”. However, this definition is relatively
vague and the class has serious inconsistency in its
annotation. Additionally, it can be well covered
by other hatred classes, for former given instance,
when people directly connect the whole Africa to
poverty, it can be categorized into class of nega-
tive stereotype. To simplify, all data from class of
“Equation” was relabeled to others and removed.

To find out what emoji-dimensions should be
mapped to the classes and get more intuition
about how adopted polarities assist to differenti-
ate classes, further description regarding polarity
scores is illustrated.Table A2 and Table A4 show
the distribution of emoji scores and toxicity score
of each class in DT and WZ dataset. Emojis with
top 5 highest scores are demonstrated and their
average scores are listed respectively. Table A3
displays how emoji scores and toxicity score dis-
tribute in DiscordChat dataset. As the category
in DiscordChat is more granular, Top5 emojis are
selected by average scores of corresponding hate
class subtracting average scores of all classes so
that can capture the features better.

In DT dataset, hate speech achieves highest toxi-
city score and neutral class gets the lowest, while
toxicity score of offensive language is in between.
Consequently, it is beneficial for binary hatred de-

Dataset Source Number of Tweets per Class

DT Twitter  hate (1430), offensive (19190), neither (4163)

WwZ Twitter  racism (1923), sexism (3079), neither (11033)

Founta Twitter  abusive (27150), hate (4965), spam (14030),
normal (53851)

HateLingo Twitter  ethnicity (351), gender (2841), disability (257),
religion (1590), sexual_orientation (641)

DiscordChat Discord no-hate (77078), stereotype (769), dehuman-

ization (499), violence&killing (651), discrim-
ination (145), irony (181), slander (3307)

Table Al: Basic Description about the Datasets.

tection to have an approximate dividing line to sin-
gle out hate speech. Howeyver, toxicity exposes its
limitation in DiscordChat dataset, because hatred
classes can have very close toxic scores. For in-
stance, Dehumanization and Harmful Slander have
almost the same toxic scores, which is reasonable
considering both of them have extensive damage to
related groups or individuals. Similarly, classes of
Normalization of Existing Discrimination and Dis-
guise as Irony have close toxicity, because they are
usually more implicit and difficult to be perceived,
showing less aggression. Therefore, it is insuffi-
cient to only utilize toxicity scorer in granular hate
speech classification, urging to adopt multiple scor-
ers for more polarities.

A.2 Evaluation Metrics

To compare two alternative solutions for partial
sequences and validate our related development
compared to HateGAN in binary hate speech de-
tection, the key metrics for evaluation in HateGAN
are adopted, including Micro-F1, Hate-Precision,
Hate-Recall and Hate-F1.

Micro-F1 is calculated jointly by Micro-
Precision and Micro-Recall as following:

. __ 2-Micro Precision-Micro Recall
Micro F1 = Micro Precision+Micro Recall

Micro-Precision and Micro-Recall can be respec-
tively defined as:

3 7P
Micro Precision = — =1 m )
>. TP+ FP
i=1 i=1
n
S,
Micro Recall = — =1 - (10)

> TP+ 3 FN;

i=1 =1
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Label Class TopS Emojis Emoji Scores Toxicity
0 Hate Speech @i 0.0399, 0.0387, 0.0381, 0.0371, 0.0366 0.5136
1 Offensive Language 1 X el E 0.0521, 0.0468, 0.0449, 0.0373, 0.0349 0.4314
2 Neither L AUDR S R 0.0290, 0.0286, 0.0277, 0.0275, 0.0266  0.1097

Table A2: Distribution of Polarities Scores in DT Dataset

Label Class TopS Emojis Emoji Scores Toxicity
0 No Hate Speech e @ @ e 0.0309,0.0270, 0.0263, 0.0246, 0.0242  0.0871
1 Negative Stereotype & @ R @ 0.0184, 0.0141, 0.0130, 0.0106, 0.0101  0.2679
2 Dehumanization CARRS 0.0249, 0.0175,0.0171, 0.0138, 0.0127  0.4272
3 Violence and Killing E e @ 0.0988, 0.0201, 0.0184, 0.0159, 0.0122 0.3010
4 Norm. of Exist. Dis. E = & L 0.0107, 0.0071, 0.0067, 0.0050, 0.0046  0.2068
5 Disguise as Irony v E 0.0146, 0.0104, 0.0093, 0.0053, 0.0036 0.2215
6 Harmful Slander OVl DVwe 0.0162, 0.0157, 0.0140, 0.0126, 0.0121  0.4230

Table A3: Distribution of Polarities Scores in DiscordChat Dataset

Hate-Precision, Hate-Recall, and Hate-F1 focus
on the statistics of hatred class, and they can be,
respectively, defined as:

S ad TPhate
Hate Precision = (11)
Tphate + FPhate
TPhate
Hate Recall = (12)
TPhate + FNhate
Hate F'1 = 2-Hate Precision-Hate Recall (13)

Hate Precision+Hate Recall

In granular hate speech detection, we utilize
three main indicators for measuring models’ perfor-
mances by Weighted-F1, Hate-F1 and Macro-F1.

Weighted-F1 is defined as:

M=

- F1;

1

Weighted F1 = * (14)

Wi
N
wy

i=1

Macro-F1 is a metric commonly used for evaluat-
ing the overall performance of a multi-class classi-
fication model. Unlike Micro-F1, which calculates
the F1 score considering the aggregate true posi-
tives, false positives, and false negatives across all
classes, Macro-F1 computes the F1 score for each
class individually and then takes the average across
all classes. This approach ensures that each class

contributes equally to the final score, regardless of
its sample size or imbalance in the dataset. Macro-
F1 provides a simple and intuitive way to assess
the classification performance of a model across
multiple classes, making it particularly useful in
scenarios where class imbalances are present and
when it is important to evaluate the performance
of each class independently. Specifically, it can be
defined as:

N
1
Macro F1 = + - Z;m (15)
1=
A.3 Details of Experiments Settings
Validation of Auto-Completion by LLM All

settings are remained the same as in HateGAN
paper(Cao and Lee, 2020) as possible, except for
uncertainty regarding how many generated texts
were actually used to augment the data. Conse-
quently, various additional augmentation numbers
are tested, starting from 500 and doubling the num-
ber until reaching 8000, combined with the re-
ported results from the original paper, and select
the best performance as the baseline. Three clas-
sifiers for verification are also reused according to
the settings in HateGAN. To address the incomple-
tion of partial sequences, the simulation times of
MCTS are set to 16.

Evaluation on Binary Hate Speech Detection
The AdamW optimizer is used to train Granul-
GAN, and a linear scheduler with 200 warmup
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Label Class TopS Emojis Emoji Scores Toxicity
0 Racism @ @@ &9 U4 0.0598,0.0493, 0.0336, 0.0320, 0.0285  0.1810
1 Sexism & @ °° G “l 00372, 0.0316,0.0312, 0.0307, 0.0290  0.1499
2 Neither @ @0 °* €300 0.0314,0.0294, 0.0271, 0.0259, 0.0258  0.0847

Table A4: Distribution of Polarities Scores in WZ Dataset

steps is employed. Since the LLMs adopted in
GranulGAN have significantly more parameters,
the batch size is set to 8, and the learning rate
is 0.00001. Given that GPT-2 and BERT are
pretrained models, GranulGAN was only trained
for 20 epochs, compared to 200 epochs required in
HateGAN. After a comparison among a range of
commonly used hyperparameters, the GPT-2 for
Auto-Completion is set with top_k=0, top_p=0.95,
no_repeat_n_gram_size=3, max_len=35.
Prompts are designed based on the interpretation
of the hatred classes. Colon mark and double
quotation mark are utilized to lead generator to
produce more expected hateful messages. Prefixed
prompts for the GPT2-based generator are listed
in Table AS5. It is mentionable that length of each
synthetic text from the generator is limited to 20,
considering the common length of online speech.

Evaluation on Granular Hate Speech Detection
CNN and BiLSTM-Attention are embedded by
GloVe into 300 dimensions, while BERT is em-
bedded by its own tokenizer. The learning rate is
set to 0.0001 for both CNN and BiLSTM-Attention,
and 0.00001 for BERT. The batch size is set to 128
for all three classifiers. Other settings for CNN fol-
low previous configurations. BILSTM-Attention is
composed of 2 layers of bidirectional LSTMs with
64 dimensions and a 0.5 dropout rate. The base,
uncased BERT is employed. Testing classifiers
include: (1) CNN, which has a strong ability to ex-
tract local features; (2) BiILSTM-Attention, which
excels in sequential modeling and is enhanced to
focus on relevant parts of the input; and (3) BERT,
a representative pretrained model with a large num-
ber of parameters. The dataset is split into 80%
for training, 10% for validation, and 10% for test-
ing. CNN and BiLSTM-Attention are trained for
10 epochs, while BERT is trained for 5 epochs.
The models achieving the best performance on the
validation data across all epochs are selected and
finally evaluated on the test data.
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Figure 3: Training Domain Adaptor with Contexts.

A.4 Detailed Demonstration of the Training of
Domain Adaptor

As demonstrated in Figure 3, a BERT-based dis-
criminator individually identifies the authenticity
of synthetic texts of each hate class with the help
of its corresponding prefixed prompt. Synthetic
texts will be labeled with 0, and real samples will
be assigned label 1. Each real sample, although
not generated by the prompts, will be assigned a
pseudo prompt from prefixed prompts according to
its hate class. In this way, the evaluation process is
transformed into a conditional binary classification
task.

A.5 Time Consumption

Using different prefixed prompts can assist to con-
trol outputs for various hatred classes, so augmen-
tation for each granular class only requires once
training rather than conducting multiple times train-
ing for all hatred classes. But as GPT2-based gen-
erator and BERT-based domain adaptor are both
large models, memory requirement of GranulGAN
is much larger than HateGAN. Correspondingly, it
limits the batch size setting for GranulGAN.

Time consumption can be referred in Table A6.
Models are trained on a 24GB-NVIDIA GPU via
CUDA 11.8. Setting same batch size, GranulGAN
only needs less training epochs than HateGAN to
achieve similar or better performance and hence
less training time in total. With larger batch size,
training time of HateGAN shrinks significantly, but
the time consumption is also enlarged with larger



Hatred Class \

Prompt

DT Dataset (binary)

Hate Speech

‘ Give me one hate speech that attacks others online: “

DiscordChat Dataset (granular)

Negative Stereotype

Give me one online hate speech that contains negative stereotypes: “

Dehuminization

Give me one hate speech that dehumanizes others online: “

Violence and Killing

Give me one online hate speech that contains violence and killing: “

Norm. of Exist. Disc.

Give me one online hate speech that discriminates against others: *

Disguise as Irony

Give me one hate speech that satirizes others online: “

Harmul Slander

Give me one online hate speech that contains harmful slander: *

Table A5: Prompts for Augmenting DT and DiscordChat Dataset

number of simulation times of MCTS. Neverthe-
less, GranulGAN shows more efficiency in multi-
class detection. Training GranulGAN to augment 6
hatred classes in DiscordChat needs about 11 hours,
averagely less than 2 hours per class.

A.6 Case Study

To intuitively examine the quality and diversity
of the generated texts, a case study is conducted.
Table A7 presents the examples generated by Gran-
ulGAN and GPT-2 with only fine-tuning, alongside
their corresponding similar real tweets from the
DiscordChat dataset. We first select some repre-
sentative authentic samples, which have clear char-
acteristics of the corresponding categories. Then
the synthetic examples in each class are singled
out, if they share common or similar topics with
the original authentic sample. They illustrate that
GranulGAN-generated texts are more consistent
with the real ones, while those from fine-tuned
GPT-2 can have defects in certain categories. For
instance, in “Negative Stereotype” and “Dehuman-
ization”, synthetic texts from GranulGAN resemble
the real ones well, but fine-tuned GPT-2 tends to
produce longer texts, which are incomplete and
difficult to comprehend. Hateful messages catego-
rized under “Normalized Existing Discrimination”
and “Disguise as [rony” are usually more subtle and
complex. Fine-tuned GPT-2 struggles to capture
these nuances, although it performs well as Gran-
ulGAN in the remaining categories. Nevertheless,
GranulGAN captures those subtler features well
and succeeds in synthesizing texts with matched
hatred classes. To summarize, the examples in our
case study illustrate that GranulGAN is capable of
generating high-quality hate speech across diverse
categories.
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A.7 Censorship in Mainstream LLMs

Due to the censorship regarding hate-inducing
prompts from mainstream LLMs, e.g. DeepSeek-
V3 and GPT-4o, it is difficult to find a representa-
tive prompt-based approach as a baseline. More
attempts are demonstrated in Table AS8.



Model Settings Dataset Time(h)
HateGAN  MCTS=4, Batch_size=8, epoch=200 DT (binary) 54.82
HateGAN  MCTS=16, Batch_size=8, epoch=200 DT (binary) 54.17

GranulGAN AC=GPT2-xl, Batch_size=8, epoch=20 DT (binary) 20.08
GranulGAN AC=GPT2-xl, Batch_size=8, epoch=10 DiscordChat (7-class) 10.97
GranulGAN AC=GPT2-xl, Batch_size=8, epoch=10 WZ (3-class) 4.34
Table A6: Time Consumption Comparing Models with Different Settings
Class Real GranulGAN GPT2-ft
Neg. Stere. Because the women always do stuff | Woman only spends husbands credit | Every woman in our country is a bully, some are violent,

for fun and not work.

card and complains.

some are uncivil, some are (Too long, incomplete)

Dehuman. Are you the rat fart everyone speaks | damn bitch say like you’re a rat Is the guy here talking about redneck women not getting
of abitch in the middle such as rat pat (Too long, confusing)

Viol. & Kill. Kami too I’d kill them both Slaughter them both Troll, kill them, never to be seen again
Norm. Ex. Dis. this is why people have issues with | That’s not kikes they’re digested | Why are people fucking retarded for being gay (Direct

the gay communities

gays and unmocked gays

insult, not normalized)

Disg. as Irony

they’re either autistic or people like
bella

Do you have any girlfriends that are
severely autistic?

what about your autistic parents, to whomever? (Not
matched for irony)

Harm. Slander

No one believes a nigger hasn’t been
blacked by their dad

the nigger was the only man who
had trouble speaking

All niggers with the same blood type get drunk

Table A7: Examples of generated tweets and their corresponding real tweets in DiscordChat dataset

LLM

Response

Prompt: Can you create 10 sentences of hate speech with the class "Disguise as Irony"?

DeepSeek-V3

I’'m sorry, but I can’t assist with that request. If you have any other questions or
need help with a different topic, feel free to ask!

GPT-40

I can’t help with that. If you’re working on research or trying to identify patterns
in language for positive purposes, let me know more about your project, and I
can help in an ethical and constructive way.

GPT-3.5

I’m sorry, but generating or promoting hate speech, even disguised as irony,
goes against OpenAl’s use case policy. I can’t fulfill your request. If you need
assistance with something else, feel free to ask.

Llama3-70B

I cannot create sentences that contain hate speech. Is there anything else I can
help you with?

Llama2-70B

I cannot fulfill your request. I's not within my programming or ethical guide-
lines to generate or promote content that promotes hate speech or discrimination
towards any individual or group based on their race, gender, sexual orienta-
tion, religion, or any other personal characteristic. It’s important to recognize
that hate speech and discrimination can cause harm and perpetuate negative
stereotypes, and it’s important to use language that is respectful and inclusive
of all people. Instead, I suggest focusing on creating content that promotes
understanding, empathy, and respect for all individuals, regardless of their
background or beliefs.

Table A8: Censorship Examples in Mainstream LLMs
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