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Abstract

The rapid expansion of scientific literature001
presents significant challenges in navigating,002
understanding, and utilizing scholarly knowl-003
edge effectively. To address this, we introduce004
PaperFormer, a citation-network-aware Lan-005
guage Model designed to enhance scientific006
tasks by incorporating citation graph informa-007
tion. PaperFormer augments a base model with008
additional specialized weights to effectively009
process and analyze research papers within010
their citation contexts. To support this research,011
we also release a novel dataset1 comprising012
approximately 10K papers, 42K reviews and013
rebuttals and 200K citation relationships. Our014
model undergoes pre-training on the Semantic015
Scholar Network (SSN) dataset and is evalu-016
ated across three tasks: causal language mod-017
eling, paper summarization, and automated re-018
view generation. Experimental results demon-019
strate that PaperFormer outperforms the state-020
of-the-art model in the paper summarization021
task and surpasses the base model in review022
generation. To foster further research, we open-023
source our models and the review-citations024
dataset, enabling broader adoption and exten-025
sion of our work.026

1 Introduction027

The exponential rise in scientific publications has028

created a pressing need for more efficient methods029

to comprehend and analyze scholarly knowledge.030

Unlike general textual domains, scientific litera-031

ture is highly structured, rich in domain-specific032

terminology, and deeply interconnected through033

citation networks that shape the context and sig-034

nificance of research contributions. Traditional035

approaches—such as keyword-based retrieval and036

abstract-based summarization—often fall short in037

capturing these relationships, limiting their abil-038

ity to provide a comprehensive understanding of a039

paper’s impact and relevance.040

1Will be released after double-blind peer reviews.

Recent advancements in Large Language Mod- 041

els (LLMs) have demonstrated remarkable success 042

in text generation tasks, yet existing models pri- 043

marily focus on isolated documents without lever- 044

aging the broader citation landscape. Prior efforts 045

in citation-aware modeling have largely been re- 046

stricted to using abstracts of referenced papers, 047

which may not provide insightful context for un- 048

derstanding a target paper. This limitation under- 049

scores the need for full-text processing and citation- 050

aware modeling, enabling models to contextualize 051

research within the evolving scholarly discourse. 052

Two key tasks—summarization and review genera- 053

tion—serve as foundational steps toward this goal. 054

Summarization distills the core contributions of a 055

paper while integrating insights from its citation 056

network, whereas review generation assists in the 057

peer-review process by identifying strengths, lim- 058

itations, and relevance within a broader research 059

context. These tasks not only enhance literature 060

comprehension but also alleviate the growing bur- 061

den on human reviewers, enabling more efficient 062

and insightful scholarly assessments. 063

To bridge this gap, we introduce PaperFormer, 064

a citation-network-aware LLM that enhances a 065

base model with additional specialized weights, 066

enabling it to process and analyze scientific pa- 067

pers within their citation contexts. We use Llama 068

3.2-1B as the base model, leveraging its strong lan- 069

guage modeling capabilities and extended context 070

length of 128K tokens. Our approach incorporates 071

citation-aware augmentations, allowing the model 072

to integrate contextual information from reference 073

papers and generate more informed and nuanced 074

summaries, reviews, and rebuttals. 075

To support this research, we release a novel 076

dataset comprising review and rebuttal comments 077

on submitted papers and their citation relationships. 078

Unlike prior datasets that primarily focus on sum- 079

marization—where models extract key information 080

from a single document—our dataset enables a new 081
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task: generating paper reviews and rebuttals. This082

task requires a deeper understanding of a paper’s083

claims, its limitations, and its relationship to prior084

research, necessitating a model that can analyze085

both the target paper and its citation network. By086

integrating full-text processing with citation-aware087

modeling, our dataset and approach pave the way088

for more advanced AI-assisted scholarly workflows,089

making citation-aware LLMs a significant step for-090

ward in scientific text processing.091

Our contributions are as follows:092

• We design PaperFormer that augments the093

Llama 3.2-1B model with citation-network094

aware weights, enabling the model to inte-095

grate contextual information from full paper096

texts and their cited documents.097

• We compile a comprehensive dataset of ap-098

proximately 10K main papers, 42K review099

and rebuttal comments, and 200K citation re-100

lationships to facilitate research in citation-101

aware applications.102

• We conduct extensive experiments across103

three tasks—causal language modeling, paper104

summarization, and automated review gener-105

ation which used an LLM-based scoring sys-106

tem, demonstrating significant performance107

improvements over the base model.108

2 Related Work109

2.1 Scientific Paper Summarization110

In recent years, leveraging the citation graph struc-111

ture of scientific literature has emerged as a promis-112

ing approach to enhance paper summarization mod-113

els. Traditional summarization techniques primar-114

ily focus on the content of individual documents,115

often overlooking the rich contextual information116

embedded within citation networks. Incorporat-117

ing citation relationships provides a broader under-118

standing of a paper’s impact and relevance within119

its research community.120

Qazvinian and Radev, 2008 pioneered the use of121

citation summaries for scientific article summariza-122

tion. Their method aggregated citation sentences123

referencing a target paper to construct a summary124

from the perspectives of citing documents. How-125

ever, their approach exhibited a limited scope, rely-126

ing solely on citation contexts without integrating127

content from the source paper itself. This omission128

often resulted in fragmented or biased summaries,129

as the citations alone may highlight specific con-130

tributions without capturing the paper’s complete 131

narrative. 132

Building on this foundation, An et al., 2021 133

introduced the Citation Graph-based Summariza- 134

tion model (CGSum), which integrates information 135

from both the source paper and its citation graph. 136

The authors constructed the Semantic Scholar Net- 137

work (SSN) dataset, consisting of 141,000 papers 138

and 661,000 citation relationships, to train and eval- 139

uate their model. While their results demonstrated 140

that incorporating citation networks significantly 141

enhances the quality of generated summaries, the 142

approach had notable limitations. Specifically, they 143

relied solely on abstracts from neighboring papers, 144

omitting the full text, which may have limited the 145

contextual richness of the summaries. Additionally, 146

their use of LSTM-based architectures for the en- 147

coder and decoder, though effective at the time, has 148

since been surpassed by transformer-based models 149

in both performance and efficiency. 150

More recently, Luo et al., 2023 introduced Cita- 151

tionSum, a citation-aware summarization frame- 152

work that employs graph contrastive learning 153

(GCL) to identify and integrate salient content from 154

references, effectively capturing the varying rele- 155

vance between source papers and their citations. 156

The authors introduced the PubMedCite dataset, 157

comprising approximately 192,000 biomedical pa- 158

pers and 917,000 citation relationships, to train and 159

evaluate their model. Experimental results on the 160

SSN and PubMedCite datasets demonstrated that 161

CitationSum achieves state-of-the-art performance 162

in scientific paper summarization. 163

Despite its strong performance, CitationSum has 164

several limitations. First, the architecture is com- 165

putationally inefficient, as it requires generating 166

neighbor embeddings for each pair of target and 167

neighbor papers separately. Second, the model 168

compresses each neighbor’s representation into a 169

single vector, which may cause information loss 170

by discarding important contextual details. Finally, 171

similar to CGSum, CitationSum optimizes its out- 172

put by maximizing ROUGE (Lin, 2004) scores 173

against reference papers, which can lead to overfit- 174

ting to the metric rather than improving the actual 175

summary quality. 176

Our proposed PaperFormer architecture directly 177

addresses these limitations. Unlike Citation- 178

Sum, PaperFormer shares neighbor representations 179

across all citing papers, significantly improving 180

efficiency. Additionally, it represents each neigh- 181

bor using 512 distinct vectors, preserving richer 182
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contextual information and mitigating information183

loss. Lastly, PaperFormer does not rely on ROUGE-184

based optimization, ensuring that its summaries are185

guided by semantic quality rather than arbitrary186

metric improvements.187

2.2 Scientific Paper Review Generation188

Several notable efforts have been made to automate189

and enhance the peer review process. For instance,190

Uban and Caragea, 2021 explored automatic review191

summary generation by leveraging neural language192

models, introducing a dataset of scientific papers193

and their reviews from NeurIPS conferences. Sim-194

ilarly, Wang et al., 2020 developed ReviewRobot,195

a system that assigns review scores and generates196

comments across multiple categories by construct-197

ing knowledge graphs from target papers and their198

references. More recently, the MARG framework199

proposed by D’Arcy et al., 2024 employs multiple200

GPT-4 instances to generate peer-review feedback201

through internal discussions, distributing paper text202

across agents to overcome input length limitations.203

Our work differs by integrating a citation-network-204

aware language model that considers not only the205

target paper but also its references. This enables206

our model to generate reviews that are contextu-207

ally enriched by the relationships between papers208

and language understanding of a base large lan-209

guage model, offering insights that previous mod-210

els, which often lack this extensive citation context,211

may not capture.212

Creating datasets for peer review analysis has213

been pivotal for advancing research in this domain.214

Kang et al., 2018 introduced PeerRead, a dataset215

comprising 14.7K paper drafts, corresponding ac-216

cept/reject decisions, and 10.7K textual peer re-217

views from venues like ACL, NIPS, and ICLR.218

D’Arcy et al., 2023 presented ARIES, a corpus con-219

taining review comments and their corresponding220

paper edits, facilitating research on revising scien-221

tific papers based on peer feedback. Additionally,222

the ORSUM dataset, as discussed by Zeng et al.,223

2024, encompasses 15,062 paper meta-reviews and224

57,536 paper reviews from 47 conferences, aiming225

to support scientific opinion summarization. Ac-226

cording to our knowledge, at the time of writing,227

there is no work that has utilized OpenReview re-228

views and paired them with their references. Our229

contribution extends this line of work by curating230

a dataset that not only includes papers and their231

reviews but also maps out the citation relationships232

among them. This enriched dataset supports the de-233

velopment and evaluation of models that leverage 234

citation networks, enabling tasks such as generat- 235

ing reviews informed by a paper’s citation context. 236

3 Methods 237

3.1 Generating Document Representations 238

Processing the full text of each paper within a dense 239

citation network presents significant computational 240

challenges, as a single paper may be referenced 241

by multiple others. To avoid redundant computa- 242

tions and efficiently reuse paper representations, 243

we generate concise yet informative embeddings 244

using Llama 3.2-1B, which, with its extended con- 245

text length, allows us to process an entire paper in a 246

single pass. Specifically, we extract output vectors 247

from the penultimate hidden layer, capturing a rich, 248

contextualized representation that can be reused 249

across different citation contexts without requiring 250

repeated model inference. 251

Since each token in the document has a corre- 252

sponding vector, directly using all of them would 253

result in prohibitively large representations. To 254

mitigate this, we retain only the last 512 output 255

vectors, which, having attended to all preceding 256

tokens, encapsulate a comprehensive contextual 257

summary of the paper. Unlike Luo et al., 2023, 258

CitationSum, which compresses references into a 259

single pooled vector—typically derived from the 260

abstract or selected salient content—our approach 261

preserves finer-grained context from the full text, 262

minimizing information loss and capturing a more 263

detailed and nuanced representation of the paper’s 264

content. 265

3.2 Incorporating Citation Context in Model 266

Architecture 267

Building upon the Llama 3.2-1B framework, our 268

model incorporates mechanisms to integrate repre- 269

sentations of neighboring (i.e., cited) documents, 270

thereby enriching the context for the target docu- 271

ment. The architecture comprises the following 272

components: 273

• Intra-Reference Refinement Block: Each 274

reference paper’s 512-token representation is 275

processed through a series of three identical at- 276

tention blocks. Each block comprises an RMS 277

normalization layer, a self-attention mecha- 278

nism, another RMS normalization layer, and 279

a fully connected feedforward network. This 280

architecture mirrors the Gated Feedforward 281

Network utilized in Llama 3.2-1B (Touvron 282
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Figure 1: Overview of PaperFormer (with LLaMA 3.2-1B as Base Model) Architecture Flow: Each reference
paper is encoded into a 512-token representation, refined by Intra-Reference Refinement Blocks, which are 3
repeated Attention Blocks, and then reduced to a single vector via mean pooling. These per-reference vectors are
concatenated and further processed by an Inter-Reference Aggregation Block, which are again 3 repeated Attention
Blocks, to capture cross-document relationships. Finally, the refined citation representations are concatenated
with the target paper’s embeddings and fed into the LLaMA 3.2-1B model for downstream language modeling,
summarization, or review generation.

et al., 2023), where the feedforward compo-283

nent employs a gating mechanism to control284

the flow of information, enhancing model per-285

formance, whereas, RMS Norm, used in place286

of Layer Norm, improves training dynamics.287

Skip connections are incorporated to maintain288

gradient stability. The purpose of these blocks289

is to refine the token representations, enhanc-290

ing their utility for subsequent language mod-291

eling tasks.292

• Aggregation of Neighbor Representations:293

Post processing through the intra-reference294

refinement blocks, we compute the mean of295

the 512 token vectors for each reference pa-296

per, resulting in a single vector representation297

per document. These vectors are then con-298

catenated to form a two-dimensional tensor299

representing all reference papers.300

• Inter-Reference Aggregation Block: This301

block processes the concatenated neighbor302

representations, allowing the model to capture303

inter-document relationships and share infor-304

mation across the reference papers. The struc-305

ture of this block parallels that of the intra- 306

reference refinement block, facilitating effec- 307

tive information exchange among the neigh- 308

bor representations. 309

• Integration with Main Text: The refined 310

neighbor representations are concatenated 311

with the embeddings of the main text of the 312

target paper. This combined input is then fed 313

into the Llama 3.2-1B model for language 314

modeling tasks. By incorporating both the 315

target document and its contextual citation 316

information, the model is better equipped to 317

understand and generate content that reflects 318

the broader scholarly discourse. 319

This architecture enables the model to effec- 320

tively integrate citation context, enhancing its per- 321

formance in tasks such as language modeling, sum- 322

marization, and review generation. 323

3.3 Training and Fine-Tuning 324

The training process involves an initial pre-training 325

phase followed by fine-tuning: 326

• Pre-Training: The model was pre-trained on 327
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the Semantic Scholar Network (SSN) dataset,328

which contains a large collection of scientific329

papers and their citation relationships. Dur-330

ing pre-training, the base model, LLaMA 3.2-331

1B, remained frozen, with only the additional332

weights being updated. To address computa-333

tional constraints, we limited the number of334

contextual neighbors to a maximum of eight.335

Additionally, due to resource limitations, we336

could not pre-train on the full text of every337

paper. Instead, for each paper, we selected a338

single 2048-token chunk from a random sec-339

tion and trained the model on that portion.340

Through this process, the additional weights341

are intended to capture patterns in citation re-342

lationships, enabling the model to aggregate343

relevant contextual information and pass it344

to the base model. This approach aims to345

preserve the base model’s general language346

understanding while allowing the added com-347

ponents to specialize in integrating citation348

context. It took an average of 40 hours with 1349

Nvidia A100 40GB for pre-training.350

• Fine-Tuning: The model is fine-tuned for351

scientific paper summarization or review gen-352

eration, using either the SSN dataset or our353

curated training dataset, depending on the task.354

We use LoRA for finetuning, which adds low-355

rank adaptation layers to the model rather than356

modifying its original weights, making the357

process more efficient. During finetuning, the358

loss calculation is restricted to the summary or359

review tokens, rather than the entire prompt,360

to improve the model’s performance on these361

specific tasks.362

4 OpenReview Review-Rebuttal Dataset363

Our dataset is curated to support the development364

and evaluation of citation-aware language models.365

It comprises approximately 10K papers, 42K re-366

views and rebuttals, and 200K citation relationships367

The dataset was formed by performing the follow-368

ing steps:369

1. Gathering Reviews and Rebuttals: Using370

the OpenReview2 API, we retrieve venues371

hosted on the platform, identifying 260 venues372

that contain papers with posted reviews. For373

each venue, we query the API to obtain de-374

tailed information on individual papers. The375

2OpenReview

API returns this data in JSON format, includ- 376

ing reviews and rebuttals, which we extract. 377

In total, we collect 34,173 target papers at this 378

stage. 379

2. Finding the Citation Relations: We used 380

the Semantic Scholar API3, which provides a 381

comprehensive mapping of citation relation- 382

ships between research papers. For each tar- 383

get paper, the API returns a list of referenced 384

papers, from which we extract their arXiv 385

IDs. Through this process, we successfully 386

obtained reference information for 22,824 pa- 387

pers out of the 34,173 target papers. 388

3. Collecting Full-Text Papers: For the papers 389

collected from Semantic Scholar, we filtered 390

out those available on arXiv4 and extracted 391

their full text directly from their LaTeX source 392

files. Since many scientific papers use LaTeX 393

for formatting, extracting meaningful text re- 394

quires handling various formatting commands, 395

equations, and references. To achieve this, we 396

used the open-source tool PyDetex5, which 397

processes LaTeX files and removes markup 398

while preserving the text structure. This ap- 399

proach ensures that extracted content retains 400

readability without unnecessary formatting ar- 401

tifacts. By using the original LaTeX sources, 402

we minimize errors introduced by PDF-to-text 403

conversion and obtain cleaner textual data for 404

training and evaluation. However, since La- 405

TeX source files need to be downloaded indi- 406

vidually, some files are partially extracted or 407

completely corrupted due to download errors 408

or formatting inconsistencies. To filter out 409

such cases, we exclude papers with extracted 410

text containing fewer than 8,000 characters, 411

as these are likely incomplete or incorrectly 412

processed. We are then left with 10,432 main 413

papers and 200k citation relations that have 414

full texts. 415

Since publicly releasing this part of the dataset 416

would require obtaining explicit permissions 417

from the authors of each paper, we instead pro- 418

vide scripts6 that allow researchers to extract 419

the full texts themselves. These scripts auto- 420

mate the LaTeX processing and text extrac- 421

3Once we obtain a list of target papers, we retrieve their
referenced papers through the Semantic Scholar API

4arXiv
5PyDetex
6Will be released after double-blind peer reviews.
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tion pipeline, ensuring reproducibility while422

respecting copyright and data ownership con-423

cerns.424

Each entry in our dataset contains a paper’s as-425

sociated review(s) and rebuttal(s), and a list of ref-426

erences (with their corresponding full texts). We427

apply a 90/10 train/test split, resulting in 9,388 pa-428

pers for training and 1,044 for testing. To enhance429

the review task dataset, we augment the training set430

by splitting multiple reviews per paper into individ-431

ual training examples. This augmentation yields432

approximately 36K pairs of paper full texts and433

reviews.434

5 Experiments435

5.1 Evaluation Setup436

We evaluate PaperFormer on three tasks: causal437

language modeling, paper summarization, and auto-438

mated review generation. Performance is measured439

using perplexity for language modeling, ROUGE440

F1 (rouge-score==0.1.2 Pip package) for summa-441

rization, and alignment with ground-truth reviews442

for review generation.443

For benchmarking, we compare PaperFormer444

against the standalone Llama 3.2-1B model fine-445

tuned using Low-Rank Adaptation (LoRA). We set446

the LoRA rank to 8, the scaling factor to 16, and447

apply a dropout rate of 0.1, following best practices.448

This evaluation framework allows us to assess the449

impact of incorporating citation context on model450

performance across different tasks.451

5.2 LLM-as-a-Judge Evaluation452

To compare the quality of reviews generated by Pa-453

perFormer and the baseline model, we employ an454

LLM-as-a-Judge approach. In this setup, an LLM455

is presented with two anonymized reviews—one456

from the baseline model and one from Paper-457

Former—along with the expert reviews of the paper.458

The LLM is prompted to select which review aligns459

more closely with the expert reviews, choosing be-460

tween Review A, Review B, or Tie. To mitigate461

positional bias, the position of PaperFormer’s re-462

view is randomized between A and B.463

We use GPT-4o as the judge for this evalua-464

tion, following the prompting methodology out-465

lined in Zheng et al., 2023. This approach has been466

shown to achieve approximately 80% agreement467

with human evaluations, making it a reliable proxy468

for comparative assessment. The LLM-as-a-Judge469

Model Perplexity
Llama-3.2-1B 14.12
PaperFormer+Llama-3.2-1B 7.23
PaperFormer+Llama-3.2-1BFinetuned 6.78

Table 1: Causal Language Modelling Task results. All
scores are for single runs.

framework leverages the high consistency and scal- 470

ability of LLM-based evaluations, reducing the cost 471

and time required for human assessments while 472

maintaining a strong correlation with expert judg- 473

ments. Prior work demonstrates that LLMs can ef- 474

fectively assess text quality across various domains, 475

particularly when provided with clear evaluation 476

criteria and expert-validated reference texts. By 477

structuring our evaluation to align with this frame- 478

work, we ensure consistency, reproducibility, and 479

scalability in our comparative analysis. The exact 480

prompts used for evaluation are provided in the 481

Appendix Figure 5 for transparency. 482

5.3 Result Analysis and Discussion 483

1. Causal Language Modeling (CLM): 484

In the causal language modeling task, we as- 485

sess the models’ performance using perplexity 486

scores, where lower values indicate better pre- 487

dictive capabilities. The results are summa- 488

rized in Table 1. As shown in Table 1, Paper- 489

Former achieves a perplexity of 7.23, signif- 490

icantly outperforming the standalone Llama 491

3.2-1B model, which has a perplexity of 14.12. 492

Further fine-tuning of PaperFormer leads to a 493

slight improvement, reducing the perplexity to 494

6.78. These results demonstrate the effective- 495

ness of incorporating citation context through 496

the PaperFormer’s additional weights in en- 497

hancing language modeling performance. 498

2. Paper Summarization: 499

We evaluate PaperFormer against both ex- 500

tractive and abstractive summarization base- 501

lines, including SOTA models CGSum (An 502

et al., 2021) and CitationSum (Luo et al., 503

2023). Extractive methods include LEAD 504

(See et al., 2017), which selects the first 505

L sentences; TextRank (Mihalcea and Ta- 506

rau, 2004), a graph-based ranking algorithm; 507

TransformerEXT ((Liu and Lapata, 2019)), 508

a transformer encoder-based extractor; and 509

BERTSUMEXT (Liu and Lapata, 2019), a 510

BERT-based extractive model. Abstractive 511
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methods include PTGEN+COV (See et al.,512

2017), which uses a pointer-generator network513

with coverage mechanisms; TransformerABS514

(Liu and Lapata, 2019), a transformer-based515

abstractive summarizer; and BERTSUMABS516

(Liu and Lapata, 2019), which builds on517

BERT for abstractive summarization. CG-518

Sum incorporates citation graphs for im-519

proved summarization, while CitationSum520

leverages BERT-based models with citation-521

aware mechanisms. For fair comparison, we522

report baseline scores directly from the CG-523

Sum and CitationSum papers, ensuring consis-524

tency in evaluation metrics and experimental525

setup. These baselines provide a strong bench-526

mark for assessing PaperFormer’s effective-527

ness in generating citation-aware, context-rich528

scientific summaries.529

Table 2 presents ROUGE F1 scores for the530

paper summarization task. PaperFormer531

achieves state-of-the-art performance, sur-532

passing CitationSum+BERT+PubMedBERT533

and all other baselines in ROUGE-1 (47.85)534

and ROUGE-2 (19.81), while also improv-535

ing on ROUGE-L. Notably, PaperFormer out-536

performs Llama-3.2-1B-Instruct Finetuned,537

demonstrating the benefit of incorporating ci-538

tation context in summarization.539

The improvements suggest that leveraging540

full-text representations and reference embed-541

dings allows PaperFormer to capture more rel-542

evant information than models relying solely543

on the abstract or selected content. This find-544

ing aligns with our hypothesis that citation-545

aware document representations contribute to546

more informative and contextually rich sum-547

maries.548

3. Review Generation:549

The review generation task results (Table 3)550

indicate that PaperFormer produces more in-551

formative and aligned reviews compared to552

the baseline models. It achieves the highest553

scores across all ROUGE metrics (ROUGE-1:554

41.11, ROUGE-2: 14.06, ROUGE-L: 23.80),555

outperforming Llama-3.2-1B-Instruct and its556

fine-tuned variant.557

Additionally, the LLM-as-a-Judge evaluation558

(Figure 1) supports these findings. Paper-559

Former’s generated reviews were preferred560

538 times over the baseline’s 480 times, with561

Metrics R-1 R-2 R-L

LEAD 28.29 5.99 24.84
TextRank 36.36 9.67 32.72
TransformerEXT 43.14 13.68 38.65
BERTSUMEXT 42.41 13.10 37.97
BERTSUMEXT+ 44.28 14.67 39.77
PTGEN+COV 42.84 13.28 37.59
Concat Nbr.Summ 43.05 13.53 37.97
TransformerABS 37.78 9.59 34.21
+Copy 41.22 13.31 37.22
BERTSUMABS 43.73 15.05 39.46
BERTSUMABS+ 43.73 15.05 39.46
Concat Nbr.Summ 43.45 14.89 39.27

CGSUM 44.28 14.75 39.76
CitationSum+BERT 44.72 15.03 40.12
+ PubMedBERT 45.01 15.18 40.59
Llama-3.2-1B-
Instruct

29.49 10.24 17.65

Llama-3.2-1B-
Instruct Finetuned

47.21 19.35 27.60

PaperFormer+Llama-
3.2-1B-Instruct

47.85 19.81 28.14

Table 2: ROUGE F1 Results on the SSN dataset for
Inductive settings on the Paper Summarization Task,
for single run. R-1, R-2, and R-L refer to ROUGE-1,
ROUGE-2, and ROUGE-L scores, respectively. Best
scores are marked as Bold.
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Type Reviews

Metrics R-1 R-2 R-L

Llama-3.2-1B-
Instruct

28.84 6.07 14.46

Llama-3.2-1B-
Instruct Finetuned

40.02 13.62 23.33

PaperFormer+Llama-
3.2-1B-Instruct

41.11 14.06 23.80

Table 3: ROUGE F1 Results on our dataset for Reviews
and Rebuttals Generation Task, for single run. R-1, R-2,
and R-L refer to ROUGE-1, ROUGE-2, and ROUGE-L
scores, respectively. Best scores are marked as Bold.

LLaMA FinetunedLLaMA-Instruct
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200
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163

2615
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nt

Paperformer + LLaMA
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Figure 2: Performance Comparison of Paperformer +
LLaMA with baseline models as LLaMa-Instruct and
LLaMa Finetuned

26 cases marked as ties. This suggests that562

reviews incorporating citation-aware represen-563

tations align more closely with expert assess-564

ments. The improvements in both ROUGE565

and LLM-based evaluations highlight the im-566

portance of citation integration for generating567

better scientific reviews and rebuttals.568

6 Conclusion and Future Work569

In this study, we introduced PaperFormer, a570

citation-network-aware Large Language Model de-571

signed to enhance the processing and analysis of572

scientific papers within their citation contexts. By573

integrating the Llama 3.2-1B model with additional574

specialized weights, PaperFormer effectively incor-575

porates citation information, enabling a more com-576

prehensive understanding of scientific literature.577

Our evaluations across three tasks—causal lan-578

guage modeling, paper summarization, and au- 579

tomated review generation—demonstrate the ef- 580

fectiveness of PaperFormer in leveraging citation 581

context to improve performance. Notably, Paper- 582

Former outperforms the standalone Llama model 583

in these tasks, highlighting the benefits of incorpo- 584

rating citation information. 585

Future work will explore scaling the model using 586

larger base LLMs to improve document understand- 587

ing and assess how performance scales with model 588

size. Beyond summarization and review genera- 589

tion, we aim to extend the model to broader scien- 590

tific NLP tasks such as citation intent classification 591

and claim verification. Architecturally, we plan 592

to move beyond the current 512-token representa- 593

tion by enabling full-text processing, leveraging 594

memory-efficient transformers or sparse attention 595

mechanisms. Instead of limiting input to 2048 596

tokens, incorporating entire documents and refer- 597

ences could improve context comprehension and 598

the quality of generated outputs. 599

By advancing the development of citation-aware 600

language models, we aim to contribute to the im- 601

provement of tools and methodologies that support 602

the scientific community in managing and under- 603

standing scientific literature more effectively. 604

7 Limitations 605

While PaperFormer demonstrates significant ad- 606

vancements in citation-aware language modeling 607

for scientific applications, several limitations re- 608

main. To maintain computational efficiency, we 609

limit the number of citation neighbors to a maxi- 610

mum of eight. While this allows for feasible pro- 611

cessing of citation graphs, it inevitably excludes 612

additional contextual references that could be infor- 613

mative, especially for highly cited papers. More- 614

over, our evaluation relies predominantly on quan- 615

titative metrics such as ROUGE scores and LLM- 616

as-a-Judge assessments. Although these provide 617

useful insights into model performance, they may 618

not capture all aspects of quality in generated sum- 619

maries or reviews—particularly the subtleties of 620

scholarly critique and discourse. More comprehen- 621

sive human evaluations may be required to fully 622

assess the practical impact and reliability of the 623

generated outputs. 624

8 Ethics Statement 625

Our model introduces the review generation task 626

primarily as a way to evaluate how well language 627
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models integrate citation information, rather than628

as a tool to replace human reviewers. While LLMs629

can surface relevant insights and highlight key ar-630

eas of interest, they are not reliable for conducting631

peer reviews due to well-documented limitations632

such as hallucinations, lack of deep domain under-633

standing, and inconsistencies in reasoning. Given634

these challenges, expert oversight remains essential635

for scientific critique. Instead of serving as an au-636

thoritative evaluator, our model should be viewed637

as a benchmark for assessing citation-aware text638

generation. To ensure responsible use, we advocate639

for transparency in model outputs and recommend640

that any automated assessments be accompanied641

by clear disclaimers outlining their limitations. Ul-642

timately, human judgment is critical in maintaining643

the rigor and integrity of the peer review process,644

with AI functioning as a means to study citation-645

aware language modeling rather than a direct sub-646

stitute for reviewers.647
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A Appendix748

A.1 Summary Generation749

Figure 4(a) shows the abstract of a paper from the750

dataset, and Figure 4(a) shows the Summary gener-751

ated by the PaperFormer for the same paper.752

A.2 Review Generation753

Figure 5 shows a sample of a review comment754

generated by the PaperFormer.755

A.3 Prompts used for LLM-as-a-Judge756

evaluation757

Figure 6(a) and 6(b) show the System and User758

Prompt, respectively, used for GPT-4o to evaluate759

the baseline and PaperFormer reviews.760
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quantum coherence plays a central role in various research areas . the $ l_1$-norm of coherence is one of the most important 
coherence measures that are easily computable , but it is not easy to find a simple interpretation . we show that the $ l_1$-norm of 
coherence is uniquely characterized by a few simple axioms , which demonstrates in a precise sense that it is the analog of negativity 
in entanglement theory and sum negativity in the resource theory of magic - state quantum computation . we also provide an 
operational interpretation of the $ l_1$-norm of coherence as the maximum entanglement , measured by the negativity , produced by 
incoherent operations acting on the system and an incoherent ancilla . to achieve this goal , we clarify the relation between the $ 
l_1$-norm of coherence and negativity for all bipartite states , which leads to an interesting generalization of maximally correlated 
states . surprisingly , all entangled states thus obtained are distillable . moreover , their entanglement cost and distillable entanglement 
can be computed explicitly for a qubit - qudit system .

(a) Abstract of a paper

1 ) we propose an axiomatic characterization of the $ l_1 $-norm of coherence, which reveals a precise analogy to the negativity in 
entanglement theory and the sum negativity in the resource theory of magic - state quantum computation. 2 ) we provide an 
operational interpretation of the $ l_1 $-norm of coherence as the maximum entanglement, measured by the negativity, created by 
incoherent operations acting on the system and an incoherent ancilla. 3 ) we clarify the relation between the $ l_1 $-norm of 
coherence and negativity for bipartite states. we also propose pairing states as a generalization of maximally correlated states and as a 
bridge for connecting coherence theory and entanglement theory. surprisingly, the asymptotic exact ppt entanglement cost of any 
pairing state is equal to the logarithmic negativity. moreover, such states are distillable whenever they are entangled, and their 
entanglement cost and distillable entanglement can be computed explicitly for a qubit - qudit system.

(b) Summary of the above paper generated by PaperFormer

Figure 3: Summary Generation
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# Review 
 
## Summary 
The paper proposes a method for simultaneously CSR and spherical mapping, which is efficient in seconds. The 
approach is based on a recurrent strategy to learn large deformations from the sphere to the white and pial 
surfaces while maintaining architectural simplicity. The method is evaluated on a dataset of infants from 0 to 12 
months, demonstrating its efficacy in improving mesh regularity and reducing geometric errors. 
 
## Soundness 
3 
 
## Presentation 
3 
 
## Contribution 
3 
 
## Strengths 
1. The proposed method is efficient in seconds, which is a significant improvement over traditional methods 
that require hours or even days for CSR. 
2. The method is evaluated on a dataset of infants from 0 to 12 months, demonstrating its efficacy in improving 
mesh regularity and reducing geometric errors. 
3. The paper is well-written and easy to follow. 
 
## Weaknesses 
1. The method is based on a recurrent strategy to learn large deformations from the sphere to the white and pial 
surfaces while maintaining architectural simplicity. However, the recurrent strategy may be computationally 
expensive and may not be suitable for large-scale datasets. 
2. The method is evaluated on a dataset of infants from 0 to 12 months, which may not be representative of the 
general population. It would be interesting to see the results on a larger dataset, such as the MNI-CAT dataset, 
which has a larger number of subjects and a more diverse range of ages. 
 
## Questions 
1. The method is based on a recurrent strategy to learn large deformations from the sphere to the white and pial 
surfaces while maintaining architectural simplicity. However, the recurrent strategy may be computationally 
expensive and may not be suitable for large-scale datasets. How does the computational cost of the method 
compare to other methods? 
2. The method is evaluated on a dataset of infants from 0 to 12 months, which may not be representative of the 
general population. It would be interesting to see the results on a larger dataset, such as the MNI-CAT dataset, 
which has a larger number of subjects and a more diverse range of ages. 
 
## Flag_for_ethics_review 
- No ethics review needed. 
 
## Rating 
6 
 
## Confidence 
3 
 
## Code_of_conduct 
Yes 

Figure 4: Sample review comment generated by PaperFormer
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You are the chair of a conference who is reviewing the quality of reviews. Please act as an impartial judge and evaluate the quality of the reviews 
provided by two reviewers comparing them with the expert reviews displayed below. You will be given a series of expert reviews, followed by 
reviewer A's answer, and reviewer B's answer. Your job is to evaluate which reviewer's answer is better. Begin your evaluation by comparing both 
reviewers' answers with the expert reviews. See how well each section of the reviews matches with the sections in the expert reviews.  Avoid any 
position biases and ensure that the order in which the responses were presented does not influence your decision. Do not allow the length of the 
responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective as possible. After providing your explanation, 
output your final verdict by strictly following this format: \"[[A]]\" if assistant A is better, \"[[B]]\" if assistant B is better, and \"[[C]]\" for a tie."

(a) System Prompt

Here are the list of expert reviews:
{expert_reviews}

Now choose which of the two reviews aligns better with the expert reviews:
[The Start of Reviewer A's Answer] Review A:
{review_a}
[The End of Reviewer A's Answer]
[The Start of Reviewer B's Answer] Review B:
{review_b}
[The End of Reviewer B's Answer]

(b) User Prompt

Figure 5: Prompts used for LLM-as-a-Judge evaluation
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