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Abstract

Ensuring the accuracy of responses provided001
by large language models (LLMs) is crucial,002
particularly in clinical settings where incorrect003
information may directly impact patient health.004
To address this challenge, we construct K-QA,005
a dataset containing 1,212 patient questions006
originating from real-world conversations held007
on a popular clinical online platform. We em-008
ploy a panel of in-house physicians to answer009
and manually decompose a subset of K-QA010
into self-contained statements. Additionally,011
we formulate two NLI-based evaluation metrics012
approximating recall and precision: (1) com-013
prehensiveness, measuring the percentage of014
essential clinical information in the generated015
answer and (2) hallucination rate, measuring016
the number of statements from the physician-017
curated response contradicted by the LLM an-018
swer. Finally, we use K-QA along with these019
metrics to evaluate several state-of-the-art mod-020
els, as well as the effect of in-context learn-021
ing and medically-oriented augmented retrieval022
schemes developed by the authors. Our find-023
ings indicate that in-context learning improves024
the comprehensiveness of the models, and aug-025
mented retrieval is effective in reducing hallu-026
cinations. We will make K-QA available to to027
the community to spur research into medically028
accurate NLP applications.1029

1 Introduction030

Recent advancements in large language models031

(LLMs) have led to a growing interest in their use032

in the medical domain in patient-facing applica-033

tions, where LLMs hold the promise of providing034

laypersons with high-quality advice at a relatively035

low cost (Singhal et al., 2022; Han et al., 2023).036

For instance, in response to the question “What’s037

good for muscular pain?”, a good patient-facing038

1We attached the dataset to this anonymized submission.
Data and code will be made publicly available.

response may include, in addition to medical infor- 039

mation (the name of a muscle relaxant), also the 040

advice “Seek medical attention if you have numb- 041

ness or tingling in limbs”. 042

However, there is a lack of benchmarks re- 043

flecting user needs and corresponding medically- 044

accurate answers to test these models under real- 045

world conditions. Most existing benchmarks as- 046

sume textbook questions with multiple-choice or 047

span-based answers (Tsatsaronis et al., 2015; Ben 048

Abacha et al., 2017; Jin et al., 2019). In contrast, 049

real-world questions, like “Is there any way I can 050

get some medicine for cold sore and ulcer that 051

is killing me?”, often include various interacting 052

medical conditions (“cold sore”, “ulcer”), use am- 053

biguous, non-medical jargon (“that is killing me”), 054

and require long-form, nuanced answers. 055

In this work, we present K-QA, a medical QA 056

benchmark containing 1,212 deidentified questions 057

asked by real users on an AI-driven clinical plat- 058

form with over 8 million unique users.2 The ques- 059

tions in K-QA were curated from a vast database 060

of patient-physician interactions, aiming to capture 061

stand-alone medical questions. These can be an- 062

swered solely based on the information provided 063

in the question, and do not require any prior knowl- 064

edge about the patient’s history or demographics. 065

The resulting corpus is diverse and challenging, 066

spanning over 100 different medical conditions (see 067

examples in Figure 1). 068

To evaluate state-of-the-art models against K- 069

QA, a team of 12 in-house medical doctors invested 070

more than 400 person hours rigorously answering 071

201 questions from the dataset in a free-text for- 072

mat. Doctors consulted credible medical sources, 073

such as UpToDate3 and PubMed4 to provide ac- 074

curate and scientifically-backed answers. Their 075

2The platform name is omitted to respect anonymity guide-
lines.

3https://www.wolterskluwer.com/en/solutions/uptodate
4https://pubmed.ncbi.nlm.nih.gov/
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Figure 1: Visualization of K-QA, with box sizes indicating the distribution of patients’ reported chief complaints
across a wide range of healthcare topics. The questions are open-ended and diverse.

answers were further reviewed by an experienced076

overseeing physician ensuring high inter-annotator077

agreement.078

To allow fine-grained evaluation, doctors decom-079

posed each answer into an average of roughly 8080

minimal semantic content units (Nenkova et al.,081

2007), resulting in over 1.5K individual statements.082

In addition, the importance of each statement was083

manually marked as either (1) Must Have, indi-084

cating that a model must include this statement in085

order to be medically accurate (e.g., providing all086

contraindications for a drug) , or (2) Nice to Have,087

indicating the statement is supplemental in nature088

(e.g., providing additional conditions where this089

drug may be helpful).090

Following recent work on evaluation of text gen-091

eration, we use the decomposed ground-truth an-092

swers in a natural language inference (NLI)-based093

evaluation of predicted answers (Honovich et al.,094

2021; Laban et al., 2022; Aharoni et al., 2023).095

Concretely, we define two complementing evalu-096

ation metrics. First, comprehensiveness, which097

is similar to recall, measures the percentage of098

ground-truth statements conveyed in the predicted099

answer. In order to excel in this metric, a model100

must cover all of the Must Have statements an-101

notated by doctors. Second, hallucination rate,102

which is similar to precision, measures how many103

of all ground-truth statements (either Must Have104

or Nice to Have) contradict the predicted answer.105

To excel in this metric models must not produce106

any medically-inaccurate statements. We find that107

recent LLMs, like GPT-4, are able to approxi-108

mate both comprehensiveness and hallucination109

rate, nearing human assessment of both metrics.110

Finally, we evaluate various state-of-the-art111

LLM-based architectures on K-QA, spanning a 112

wide range of families, including open- and closed- 113

source models, zero-shot vs. in-context learning, 114

and retrieval-augmented generation. We find that 115

all models struggle on comprehensiveness, with 116

the best performing model covering only 67.7% of 117

medically-important statements, and while hallu- 118

cinations seem to decrease with model size and 119

augmented generation, all models still provide 120

medically-dangerous advice in subtle ways which 121

are especially risky for lay users. 122

We hope that future work adopts K-QA and 123

accompanying metrics as a valuable benchmark 124

to produce medically-accurate NLP applications 125

which can be safely deployed in real-world scenar- 126

ios. 127

2 Background 128

We review existing medical NLP datasets and other 129

recent challenging benchmarks. We highlight key 130

comparisons with K-QA in Table 1. 131

Medical QA benchmarks. Several diverse 132

health-related question-answering datasets have 133

been compiled, including over biomedical scien- 134

tific literature (Tsatsaronis et al., 2015; Jin et al., 135

2019) and medical examinations (Zhang et al., 136

2018; Pal et al., 2022). The majority of these 137

datasets rely on multiple-choice or span extrac- 138

tion (Jin et al., 2022), which simplify the evaluation 139

process but do not reflect complexity of free-form 140

responses which are often needed in real-world 141

situations (Gehrmann et al., 2023). 142

In the context of consumer health questions, our 143

dataset is different from existing benchmarks like 144

MEDIQA-AnS (Savery et al., 2020), LiveMedQA 145
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Dataset Consumer
Health

Open
Domain

Patient-Physician
Interaction

Answer
Decomposition

Answer
Format

BioASQ (Tsatsaronis et al., 2015) ✗ ✗ ✗ ✗
span-based
& binary

MedQA (Jin et al., 2021) ✗ ✓ ✗ ✗
multiple
choice

LiveMedQA (Ben Abacha et al., 2017) ✓ ✗ ✗ ✓ retrieval

MedicationQA (Abacha et al., 2017) ✓ ✗ ✗ ✗ retrieval

MedQuAD (Ben Abacha et al., 2019) ✓ ✗ ✗ ✗ retrieval

MEDIQA-AnS (Savery et al., 2020) ✓ ✗ ✗ ✗ ranking

HealthQA (Singhal et al., 2023) ✓ ✓ ✗ ✗ -

K-QA (Ours) ✓ ✓ ✓ ✓
long-form
generation

Table 1: Comparison between K-QA and previous benchmarks in the field of medical question-answering.

(Ben Abacha et al., 2017) and MedicationQA (Ben146

Abacha et al., 2019) in several additional key ways.147

While these datasets source their questions from148

users searching healthcare websites via the ChiQA149

system (Demner-Fushman et al., 2020) and retrieve150

answers through keyword matching, ours originates151

from authentic patient-physician interactions, en-152

suring genuine medical inquiries. Furthermore, our153

dataset includes free-form open-domain responses154

carefully curated by medical professionals. In ad-155

dition, the answers in K-QA are segmented into156

finer atomic statements, enabling fine-grained eval-157

uation.158

Challenging LLM benchmarks. Our work joins159

a recent line of test sets which are challenging160

for state-of-the-art LLMs, thus enabling further161

development and experimentation. For example,162

the Bamboogle benchmark consists of 125 multi-163

hop questions which stump popular search en-164

gines (Press et al., 2022), while the GPQA bench-165

mark contains 445 graduate-level questions in vari-166

ous domains (Rein et al., 2023). K-QA consists of167

1,212 questions, as well as a subset of 201 answers,168

specially curated by in-house physicians.169

3 The K-QA Benchmark170

In this section, we describe curation and annotation171

the K-QA dataset, depicted in Figure 2. K-QA172

consists of two portions - a medium-scale corpus173

of diverse real-world medical inquiries written by174

patients on an online platform (Section 3.1) and a175

subset of rigorous and granular answers, annotated176

by a team of in-house medical experts (Section 3.2).177

In Section 3.3, we present an analysis of the dataset,178

illustrating its medical and linguistic diversity. 179

3.1 Curating Questions from Real-World 180

Patient-Physician Conversations 181

All of the questions in K-QA originate from de- 182

identified real-world text-based conversations in 183

English held on a proprietary online medical plat- 184

form. These conversations contain a wide variety 185

of user intents, such as billing inquiries or prescrip- 186

tion renewals, alongside a wealth of queries on 187

varied medical subjects (see Figure 1). 188

Our goal in creating K-QA is to extract from this 189

large and noisy corpus a diverse dataset of medical 190

questions which can be used to test automated mod- 191

els’ ability to provide factual and comprehensive 192

medical answers. In particular, we aim for the ex- 193

tracted questions to be as stand-alone as possible, 194

without relying on the patient’s medical record or 195

the context of the medical discourse. For example, 196

K-QA includes questions such as “How do Genital 197

herpes and HPV differ?” (adapted from Figure 1), 198

while we omit questions such as “Can this allergic 199

reaction be related to my age?” which assumes 200

prior knowledge about the patient and their previ- 201

ous symptoms. 202

To achieve this, we performed a rigorous man- 203

ual annotation, aided by a preliminary automatic 204

preprocessing step. First, we used an open-source 205

BERT-based classifier (Devlin et al., 2018), fine- 206

tuned for distinguishing questions from statements, 207

such as “sounds like hives to me”.5 Next, we ap- 208

plied regular expressions to filter questions about 209

logistics (e.g., billing or delivery instructions). This 210

5https://huggingface.co/mrsinghania/
asr-question-detection
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Figure 2: High-level description of the annotation of the K-QA dataset, starting with a physician’s considered offline
response to an actual patient query obtained from patient-physician interactions. We then use LLMs to decompose
the response into self-contained statements, subsequently reviewed and categorized by a panel of medical experts as
Must Have or Nice to Have. The example was simplified for presentation purposes.

preprocessing yielded roughly 26K questions, each211

individually assessed by a medical professional212

to identify those suitable as stand-alone questions.213

The dataset comprises diverse questions, each214

paired with the medical condition diagnosed by215

the physician at the end of their interaction with the216

patient, according to ICD-10 conventions (WHO,217

1993). For example, the question in Figure 1 is218

classified as “Dermatitis, unspecified”.219

3.2 Annotating Granular Physician Answers220

We provide comprehensive and granular answers221

for a diverse subset of K-QA questions, annotated222

in three steps by a team of 12 in-house medical223

doctors. This subset enables us to automatically224

compare different LLMs against high-quality ex-225

pert answers.226

Step 1: Long-form answer annotation. In the227

first annotation step, exemplified in Figure 2(A), six228

medical physicians were tasked with providing free-229

form responses to different sets of questions from230

K-QA, while an additional physician reviewed231

their answers and advised where needed. Overall,232

the first step required roughly 400 skilled person233

hours (at a cost of roughly 26K USD, based on aver-234

age physician hourly pay in the U.S.), during which235

201 questions from K-QA were answered. Each236

physician was granted unlimited time and access to237

reputable medical resources such as UpToDate and238

PubMed for referencing purposes. Notably, they239

were explicitly instructed to avoid using any gener- 240

ative language models or services. To best emulate 241

the requirements from a user-facing model in the 242

medical domain, annotators were further instructed 243

to write answers tailored for a lay audience seeking 244

consumer-health information. For example, note 245

how the answer in Figure 2 regarding ringworm 246

strays from medical jargon. 247

Step 2: Answer decomposition into self- 248

contained statements. Following literature on 249

the evaluation of text generation via minimal se- 250

mantic content units (Nenkova et al., 2007; Liu, 251

2022), we guided annotators to decompose answers 252

into self-contained statements. Each statement is 253

expected to capture a distinct fact and include suffi- 254

cient context for independent evaluation. Answer 255

decomposition is presented in Figure 2(B), illus- 256

trating the decomposition of a natural answer into 257

atomic statements. 258

This step was carried out by a panel of 6 medi- 259

cal doctors (distinct from the annotators in the first 260

step) who deconstructed each answer into individ- 261

ual statements. To assist in this process, the panel 262

utilized GPT-4 with a few-shot prompt suggesting 263

potential answer decompositions. The full prompt 264

is provided in Appendix E.1. The annotators could 265

amend or remove noisy statements, as well as add 266

any missing statements, which they did for 6.86% 267

of the automatically generated statements. In total, 268

this process yielded 1,589 annotated statements, 269
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averaging roughly 7.9 statements per answer. The270

completion of this phase required a total of approx-271

imately 30 hours at the cost of approximately 2K272

USD.273

Step 3: Categorizing statements as Must Have274

or Nice to Have. At the last step, we asked the275

same group of medical professionals from step 2 to276

classify each statement into one of two categories:277

(1) Must Have – facets of the answer which are cru-278

cial to convey to a patient when providing medical279

advice; or (2) Nice to Have – statements which are280

supplemental or informative, but not clinically cru-281

cial. For example, as can be seen in Figure 2(C), the282

long-form answer regarding the itchiness of ring-283

worm was decomposed into four statements, three284

of which were deemed as Must Have, while a state-285

ment which provided information about ringworm286

which is not related to its itchiness was deemed as287

Nice to Have.288

A more complex example of medically oriented289

statement decomposition is presented below. In re-290

sponse to a question about treating hypertension in291

diabetic patients, the physician recommends ACE292

inhibitors or ARBs, either alone or in combination293

with other drugs like calcium channel blockers and294

thiazides. This scenario illustrates an exclusive OR295

relation often observed in medical contexts, where296

multiple treatments are optional but not advised297

together. To address the dependency between treat-298

ment options, we use our statement classification299

into Must Have and Nice to Have to preserve the300

physician’s intention, emphasizing the importance301

of taking either ACE or ARBs and suggesting an ad-302

ditional optional treatment for each. This results in303

one Must Have statement: “A recommended treat-304

ment includes either ACE or ARBs, but not both.”,305

and two Nice to Have statements: (1) “ARBs can306

be taken alone or with other medications, such as307

calcium channel blockers and thiazides.”; and (2)308

“ACE can be taken alone or with other medications,309

such as calcium channel blockers and thiazides.”310

The full annotation guidelines and more examples311

are provided in Appendix C.1.312

This process was carried out collaboratively, fa-313

cilitating discussions within the medical group to314

collectively assess and reach consensus regard-315

ing the perceived levels of importance, amounting316

to approximately 20 person hours, at the cost of317

roughly 1.5K USD.318

The categorization into Must Have and Nice to319

Have represents a discrete approach to assigning320

Count # Words (avg.)

Questions 1,212 10.06
Answers 201 88.52
Statements

Must Have 892 14.9
Nice to Have 697 13.74

Table 2: Statistics of the K-QA benchmark.

Age Group
Sex (% of users)

Female Male

18-25 9.09 6.67
26-45 36.97 30.30
46-60 9.70 3.64
60+ 2.42 1.21

Table 3: Distribution of the users in K-QA by age group
and biological sex.

importance to statements. However, in a broader 321

context, this method can be extended to assign var- 322

ious weighted scores to each statement and each 323

metric. 324

3.3 Dataset Statistics 325

K-QA is derived from a diverse group of 1,055 326

unique users featuring 1,212 questions, including 327

201 answers meticulously curated by physicians. 328

Table 2 shows detailed statistics on statements and 329

word counts, while information on the distribution 330

of age and biological sex among users can be found 331

in Table 3. 332

The questions in our dataset address a wide array 333

of health concerns, as evidenced in Figure 1, cov- 334

ering 172 different medical conditions, according 335

to the ICD-10 system. The diversity in questions is 336

highlighted in Figure 4 in the Appendix, showing 337

the top five most prevalent medical conditions and 338

their distributions across various question types, 339

such as Be, WH-questions and other forms, as well 340

as various clinical categories (problem, treatment, 341

and test) classified by an open-source, fine-tuned 342

named entity recognition BERT-based model.6 For 343

example, a question like “Is it usually normal for 344

someone to have side effects when first starting 345

vitamins?” is labeled with both problem (“side 346

effects”) and treatment (“vitamins”). 347

6https://huggingface.co/samrawal/
bert-base-uncased_clinical-ner
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Figure 3: An example of the evaluation procedure, starting with a patient’s question and a generated answer from a
language model. Each statement is then automatically tested in an NLI framework to determine its relationship
to the generated answer. Finally, our metrics are computed, where Hall(P̂ ) counts the number of contraditions
(1), and Comp(P̂ ) is equal to 0, because none of the Must Have statements were entailed. Different robot symbols
signify different models, and the example was simplified for presentation.

4 Evaluation Metrics for K-QA348

To evaluate models against K-QA, we propose349

a natural language inference (NLI; Dagan et al.,350

2005; Bowman et al., 2015) framework, following351

recent text generation evaluation (Honovich et al.,352

2021; Laban et al., 2022; Aharoni et al., 2023).353

Our evaluation framework is inspired by354

FActScore (Min et al., 2023), a metric that mea-355

sures factual precision by computing the percent-356

age of atomic facts in a generated answer supported357

by a reliable external source. Unlike FActScore,358

which automatically generates statements and as-359

signs them equal importance, our approach in-360

volves predefined medical statements with vary-361

ing clinical significance. This modification enables362

us to extend the framework and establish a proxy363

metric for factual recall as well.364

We consider a predicted answer as a premise and365

each ground-truth statement derived from an anno-366

tated answer as an hypothesis. Intuitively, a cor-367

rectly predicted answer should entail every ground-368

truth statement. This formulation aims to quantify369

the extent to which the model’s answer captures the370

meaning of the gold answer, abstracting over the371

wording chosen by a particular expert annotator.372

As formulated below, we devise two NLI-based373

metrics: comprehensiveness and hallucination rate.374

These adapt the evaluation of text generation to the375

medical domain by taking into account K-QA’s an-376

notation of Must Have, i.e., clinically crucial facets377

of information, and Nice to Have statements, which378

are supplemental in nature. Both metrics were379

aggregated across all assessed questions, where380

higher values of the comprehensiveness metric and 381

lower values of hallucination rates indicate bet- 382

ter performance. Figure 3 provides an example 383

illustrating the complete process of evaluating a 384

generated answer and deriving these metrics. 385

Formally, let P̂ denote the model’s predicted an- 386

swer, Must Have represents the set of ground-truth 387

statements marked as crucial, Nice to Have repre- 388

sents the set of ground-truth statements marked as 389

supplemental, and S = Must Have ∪ Nice to Have 390

is the set of all statements in the gold reference 391

answer. 392

Comprehensiveness metric. This metric mea- 393

sures how many of the clinically crucial claims are 394

included in the predicted answer. 395

Comp(P̂ ) =
|{x ∈ Must_Have|P̂ entails x}|

|Must_Have|
(1) 396

I.e., similarly to recall, 0 ≤ Comp(P̂ ) ≤ 1 397

measures how many ground-truth statements were 398

conveyed in the predicted answer. We particularly 399

focus on those statements marked as crucial by 400

medical experts and do not penalize models for not 401

covering supplemental statements, as these may be 402

somewhat open-ended and arbitrary. 403

Hallucination rate. This metric measures how 404

many of the ground-truth statements contradict the 405

model’s answer. 406

Hall(P̂ ) = |{x ∈ S|P̂ contradicts x}| (2) 407

I.e., Hall(P̂ ) ∈ {0, 1, ..., |S|} penalizes an- 408

swers that contradict any of the ground-truth state- 409
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ments and hence discourages models from making410

any sort of false medical statements. Similar to411

precision, a model can trivially achieve a perfect412

hallucination score by generating an empty answer413

P̂ = ∅ since, by definition, no hypothesis contra-414

dicts an empty premise.415

Automatic evaluation. Following work on NLI-416

based evaluation, we approximate the metrics417

above via an automated NLI model. We used418

GPT-4 in conjunction with few-shot Chain-of-419

Thought (CoT; Wei et al., 2022) prompt that gen-420

erates sequential intermediary text representations.421

To assess the quality of the evaluation framework,422

we randomly selected 50 pairs of questions and423

their corresponding generated answers from the424

models described in Section 5.1. This process425

yielded 402 unique statements pertaining to the426

specified set of 50 questions.427

Three physicians received instructions on how428

to classify the logical relationship for each triplet429

(question, answer, statement) into one of three NLI430

categories. The inter-agreement among annotators431

was assessed using Fleiss’ kappa (κ; Fleiss, 1971)432

and pairwise agreement. For the three human an-433

notators, the pairwise agreement was 83.2%, and434

the κ was calculated to be 0.70, signifying mod-435

erate to substantial agreement among raters. The436

agreement with the majority vote of the annotators437

and the automated model was 83.0%, indicating438

that the model can perform at a level comparable439

to human annotators for this complex task.440

5 Evaluating State-of-the Art Models441

Following the creation of K-QA and the formula-442

tion of evaluation metrics, we turn to evaluate the443

current state of the art in this challenging task.444

5.1 Experimental Setup445

Models. We use K-QA to evaluate the medi-446

cal capabilities of 7 recent LLM-based models447

from diverse families and model sizes. Specifi-448

cally, we evaluate two 7B instruction-tuned open449

access models: Mistral (Jiang et al., 2023), and450

MedAlpaca (Han et al., 2023) which was built upon451

LLaMA (Touvron et al., 2023) and trained specif-452

ically for biomedical tasks, three recent closed453

instruction-tuned LLMs: Open AI’s GPT-3.5 and454

GPT-4 (Brown et al., 2020; OpenAI, 2023), and455

Google’s PALM-2 (Anil et al., 2023), and finally456

two recent commercial closed generation search457

engines: BARD,7 and Bing Chat.8 We use zero 458

temperature sampling for all models, except for 459

BARD and Bing Chat, which do not allow setting 460

temperature. 461

Retrieval augmented generation (RAG). We 462

note that BARD and Bing Chat differ from the 463

other 5 models in our evaluation in that they can 464

reportedly augment their prompt with content re- 465

trieved from external sources, albeit in an undis- 466

closed manner. To examine the effect that retrieved 467

content may have on the performance of the other 468

models, we implement Retrieval Augmented Gen- 469

eration approach (RAG; Lewis et al., 2020), which 470

produces responses by conditioning the language 471

model on both the input query and retrieved con- 472

tent. To achieve this, we index publicly available 473

medical documents aimed at the lay audience (such 474

as MayoClinic9 and NHS10) aiming for medical- 475

specific RAG. All the documents in this RAG are 476

publicly available, which is distinct from the pri- 477

mary sources that the physician annotators used to 478

create their answers (Figure 5). 479

Prompts. Most of our evaluations use the same 480

vanilla zero-shot prompt without prompt engineer- 481

ing which only presents the question, without any 482

additional instructions. In addition, for some mod- 483

els we also report results on another empirically 484

engineered prompt which includes three in-context 485

examples, to explore some of the effect that in con- 486

text learning (ICL) may have on performance. We 487

note however that finding optimal prompts for a 488

given task and model is an open question (Liu 489

et al., 2023), which we leave in our case as interest- 490

ing avenue for future work. 491

5.2 Results 492

The results for all models are shown in Table 4, 493

in terms of the comprehensiveness and hallucina- 494

tion rate metrics defined in Section 4. Below, we 495

highlight key observations based on these results. 496

Attaining high comprehensiveness is challeng- 497

ing even for state-of-the-art models. Across all 498

models and prompts, the comprehensiveness met- 499

ric (Comp) consistently remains below 68%. This 500

is evident even in cases where models generated 501

longer texts, as seen in the BARD model, which 502

7https://bard.google.com/
8https://www.bing.com
9https://www.mayoclinic.org/

10https://www.nhs.uk/
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Model Comp ↑ Hall ↓ %resp

MedAlpaca 7B 31.4 56.7 100
Mistral 7B 47.6 28.4 100
PALM-2 50.8 31.3 100
BARD† 62.5 28.4 95.0
Bing Chat† 57.3 25.9 99.5
GPT-3.5 56.2 27.9 100
GPT-3.5+ICL 59.5 23.4 99.5
GPT-3.5+RAG† 50.5 17.9 89.0
GPT-3.5+ICL+RAG† 62.9 15.4 96.0
GPT-4 57.5 23.9 100
GPT-4+ICL 67.7 25.4 100
GPT-4+RAG† 52.2 22.9 91.5
GPT-4+ICL+RAG† 65.2 24.4 100

Table 4: Model performance on K-QA according to the
comprehensiveness and hallucination rate metrics. ICL
represents the addition of three in-context examples, and
RAG is a medical retrieval augmented setup, as detailed
in Section 5.1. The performance of the highest scoring
model appears in bold for each metric. %resp indicates
the percentage of questions answered by each model.
†Marks models which have a retrieval component.

emitted nearly three times as many words per an-503

swer (242.1) compared to the physician’s response504

(88.36 words). This underscores the models’ dif-505

ficulty in capturing what physicians consider criti-506

cally important. Additionally, ICL improves com-507

prehensiveness by instructing the model to include508

elements beyond a direct response to the question,509

such as assuming underlying medical concerns in510

patient inquiries.511

While hallucinations seem rare, they could po-512

tentially lead to unintended and unsafe medical513

recommendations. The minimal hallucination514

rate, achieved by GPT-3.5+ICL+RAG, represents a515

contradiction of roughly 30 statements out of 1500516

annotated examples. Some of the hallucinations517

may lead to subtle yet dangerous advice. For exam-518

ple, in Figure 3, the physician’s statement asserts519

that “Combining Buspar and Zoloft may increase520

the risk of serotonin syndrome”, in contrast, the521

model claims that “there are no known major inter-522

actions between Buspar and Zoloft”. Finding cause523

of error in such cases is hard, and physicians are524

also prone to making dangerous errors. This par-525

ticular error can be attributed to a combination of526

missing information within publicly available med-527

ical sources and by the LLM assuming that their528

omission implies the drug combination is safe.529

For the GPT models in our evaluation, it seems 530

that larger models lead to improved comprehen- 531

siveness, yet the larger the GPT model, the more 532

it seems to introduce new hallucinations. In Ta- 533

ble 4, we observe that GPT-4 outperforms GPT-3.5 534

under every comparable setting. However, the im- 535

proved comprehensiveness comes at the cost of an 536

increase in the hallucination rate. 537

Domain-specific RAG reduces hallucinations. 538

Among all configurations, GPT-3.5+ICL+RAG 539

demonstrates the fewest hallucinations while main- 540

taining a comparatively good comprehensiveness 541

score. We found that the tradeoff with comprehen- 542

siveness is partly thanks to its tendency to abstain 543

from answering in certain questions, e.g., respond- 544

ing “I’m unable to help, and don’t have the ability 545

to process and understand that.” (see %resp col- 546

umn in Table 4), which may be desired over misin- 547

formation in a patient-facing application. Comput- 548

ing the metrics only over the answered questions, 549

this model receives a Comp score of 65.5% and 550

a Hall score of 16.1, which is still lower than all 551

other models, with the second-highest comprehen- 552

siveness score. However, Bing Chat and BARD, 553

which also abstain, appear to underperform com- 554

pared to their base models. This discrepancy might 555

stem from our prompts lacking task optimization 556

and their generic web retrieval, especially failing to 557

focus on consumer health inquiries in the medical 558

domain from reliable sources. 559

MedAlpaca performs poorly on K-QA. Even 560

though MedAlpaca was fine-tuned specifically for 561

the biomedical domain and intended for use as 562

medical conversational AI, it exhibites the poorest 563

results on both metrics, with an especially high hal- 564

lucination rate. These findings indicate a mismatch 565

between closed-QA (e.g., medical exams and short 566

answers) and real-world patient questions which 567

require the generation of long medical answers. 568

6 Conclusion 569

We introduce K-QA, a question-answering bench- 570

mark with real-world patients’ questions and care- 571

fully curated physician answers. We formulate 572

metrics that quantify how well a predicted answer 573

covers important information and to what extent it 574

contradicts gold answers. LLMs improve with size 575

and augmented generation, but there is still a lot of 576

room for improvement in both comprehensiveness 577

and hallucination rate. 578
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Limitations579

One of the major limitations of our evaluation ap-580

proach is its reliance on LLMs for approximating581

the entailment relation between ground-truth and582

predicted answers. While this was done in various583

recent works, it may propagate noise into the evalu-584

ation process, and yield a costly evaluation protocol.585

To mitigate this concern, we measure the agreement586

between human annotators and predicted labels,587

finding overall good agreement, while reducing588

evaluation costs an important avenue for future589

work (Perlitz et al., 2023).590

Ethics Statement591

The data in K-QA originates from deidentified real-592

world patient conversations that have been manu-593

ally reviewed to ensure there it contains no personal594

information and revolves around general medical595

questions. The answers in K-QA were manually596

written by medical doctors, who did not use any au-597

tomated writing assistance and wrote their answers598

with a general audience in mind. Our legal team599

has reviewed and approved the methodology used.600
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Figure 4: Distribution of the top 5 most prevalent medical conditions, the types of questions related to each condition,
and the frequencies of clinical entities within those questions. On the far right, the text most frequently matched
with the clinical entities is displayed.

A General Scoring Framework796

In order to expand upon the definitions pro-797

vided in 4, we define w ∈ W as the weight798

assigned to a specific statement s ∈ S for a799

given question. Additionally, we consider an NLI800

model N (premise, hypothesis) designed to clas-801

sify each pair of (premise, hypothesis) into one of802

three labels: l ∈ {entail, contradict, neutral}.803

Within this framework, we view the hypothesis804

as the statement, and the generated response (P̂ )805

as the premise, denoted as N (P̂ , s). We define806

f(N (P̂ , s), l) as a function that takes the output of807

the NLI model and a predefined logical relation,808

such as "does not contradict," and returns a boolean809

value. The formula representing this process is as810

follows:811 ∑
s∈S

w(s) · f(N (P̂ , s), l)812

This mathematical expression quantifies how well813

the generated response aligns with a predefined814

logical condition, while taking into account the815

weights assigned to individual statement. The for-816

mulation of this equation is aligned with the metrics817

presented at section 4. For Hall computation, w(s)818

is set to 1, whereas for Comp, w(s) takes the value819

of 1 if s is in Must Have and 0 if s falls within Nice820

to Have.821

B Medical Resources822

The medical annotators were instructed to use any823

reputable medical resources for referencing pur-824

poses and to ground their answers. In B, the 15825

most used medical resources by the annotators are826

displayed.827

Figure 5: The 15 most used medical resources by the
annotators during the curation of the long-form answers.

C Annotators’ Guidelines 828

C.1 Decomposition to Self-Contained 829

Statements 830

We aim to evaluate the medical accuracy of re- 831

sponses generated by language models, specifically 832

concerning stand-alone questions within medical 833

conversations initiated by users. Given the poten- 834

tial for these answers to be open-ended, the eval- 835

uation task presents inherent challenges. To ad- 836

dress this, we’ve devised a set of guidelines that 837

break down answers into two components: "Must- 838

have" statements, deemed essential for inclusion, 839

and "Nice-to-have" statements, which, while ben- 840

eficial, are not obligatory. Our objective is to for- 841

mulate statements that are concise, accurate, defini- 842

tive, and self-contained. It is imperative to ensure 843
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that the curated statements are medically correct844

and logically well-structured. The evaluation pro-845

cess is conducted independently for each statement,846

emphasizing the importance of avoiding overlap847

between statements to maintain clarity.848

Guidelines for Various Scenarios849

Below, a specific explanation is provided for differ-850

ent scenarios, accompanied by examples of good851

and bad options for decomposing an answer.852

• List of Unrelated Crucial Entities: If the an-853

swer comprises a list of entities (e.g., red flags,854

vaccines, symptoms), and each entity is indepen-855

dently significant, consider treating each entity856

as a separate and distinct statement. However,857

if the list of entities is not critical to include in858

its entirety (e.g., suggestions for weekly menu859

options), these entities should be combined into860

a single statement and categorized as Nice to861

Have. The validation for these statements should862

ensure non-contradiction with the physician’s in-863

put.864

Question Must Have -
Good

Must Have - Bad

I am a young
healthy adult, fly-
ing to Brazil next
month. What vac-
cination should I
take?

-Vaccination for
Yellow Fever is
recommended be-
fore traveling to
Brazil.
-Vaccination
for Typhoid is
recommended
before traveling
to Brazil.

Since you are
traveling to Brazil
next month, it is
recommended to
get fully vacci-
nated for several
vaccines, includ-
ing Typhoid and
yellow fever.

Why is this example considered suboptimal?865

- Single Answer Instead of Two: Instead of pre-866

senting two separate statements, the response867

combines both vaccines into a single answer.868

To enhance clarity and evaluation, it is recom-869

mended to break down such responses into dis-870

tinct and independent statements, especially871

when the mentioned vaccines are not interde-872

pendent.873

- Excessive Length: The response is too long874

and contains unnecessary information, particu-875

larly with the inclusion of prefixes like "Since876

you. . . ". The focus should be on keeping the877

information concise and relevant.878

- Overly Specific: The mention of the time-879

frame "next month" is overly specific and po-880

tentially misleading. It is crucial to provide881

information that is essential and directly re-882

lated to the question.883

• AND/OR statements: When entities have a 884

logical relationship (e.g., treatment options), ex- 885

press them in statements following their logical 886

connection rather than separating them. Entity 1 887

AND/OR Entity 2. 888

Question Must Have -
Good

Must Have - Bad

What is the best
hypertension
treatment for
patients who are
also diabetic?

Either
angiotensin-
converting
enzyme (ACE)
inhibitors OR an-
giotensin receptor
blockers (ARBs),
but not both.

-Angiotensin-
converting
enzyme (ACE)
inhibitors
-Angiotensin
receptor blockers
(ARBs)

Nice to Have -
Good

Nice to Have -
Bad

-angiotensin
receptor blockers
(ARBs) can be
taken alone or
with the follow-
ing medications
(thiazide and/or
ccb).
-angiotensin-
converting
enzyme (ACE)
can be taken
alone or with the
following medi-
cations (thiazide
and/or ccb)

Why is this example considered suboptimal? 889

- Misleading statements: The entities ACE and 890

the ARB are dependent on each other. If the 891

language model (LLM) provides an answer 892

recommending the patient take both ACE and 893

ARB, it would be medically incorrect but 894

might receive a high score in our evaluation 895

method. In such cases, as ACE and ARB are 896

distinct treatment options, we need to com- 897

bine them in a statement to emphasize that 898

only one of them can be prescribed, not both. 899

- Lack of inclusivity: Besides ACEs and ARBs, 900

the treatment plan may involve other medica- 901

tions. We want to ensure that the response 902

does not contradict the LLM’s answer. 903

Moreover, if there are additional medications that 904

can be prescribed alongside ACE or ARB, they 905

should be listed in parentheses next to thiazide 906

and/or CCB. 907

• IF Statements: Similar to AND/OR statements, 908

maintain the coherence of "IF statements" if the 909

cause is not a stand-alone factor. 910
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Nice to Have -
Good

Nice to Have -
Bad

What is the best
hypertension
treatment for
patients who are
also diabetic?

If lifestyle modifi-
cations alone are
not effective in re-
ducing blood pres-
sure, medications
may be necessary;

-Medications are
needed to reduce
the blood pres-
sure.
-Sometimes life
modifications are
not enough to
reduce the blood
pressure.

Why is this example considered suboptimal?911

- Misleading statements: Splitting the IF state-912

ment leads to misleading statements. Even if913

the "bad examples" are medically correct, we914

might deviate from the intended verification915

of the IF statement.916

• Drugs Inclusion: Include both the family drug917

name (generic) and trade name when dealing918

with drugs. For instance, "Low-risk drugs dur-919

ing pregnancy include aminosalicylates, such920

as sulfasalazine (Azulfidine) and mesalamine921

(Asacol, Pentasa).922

D Annotators’ Interface923

Figures 6 display the annotation interface used for924

human evaluation during dataset creation. In this925

interface, annotators executed the second and third926

steps (described in 3.2 & 3.2). They were pre-927

sented with the patient question, the free-form an-928

swer written by the physician, and the suggested929

decomposition of statements provided by GPT-4.930

Annotators were tasked with confirming, modify-931

ing, or removing the suggested decomposition to932

ensure relevance and self-containment. Addition-933

ally, they categorized the statement into one of the934

categories: Must Have, Nice to Have, or deemed it935

irrelevant.936
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Figure 6: An example of the annotator’s interface.
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E Prompt Templates937

E.1 Decomposition Free-Form to Statements938

# OVERALL INSTRUCTIONS
You are an expert in understanding logical relationships. This is a Semantic Content Unit (SCU) extraction task. Given a pair of
Question and Answer, your goal is to create a list of self-contained and concise claims. Each claim should be able to stand alone
and be independent of other claims. Your claims should encompass all the information present in the answer.

# TASK INSTRUCTIONS
- List of Possible Causes: For scenarios involving multiple entities like red flags, vaccines, symptoms, etc., generate separate
claims for each entity. This increases the number of claims.
- OR Claims: When medical entities are presented in an "OR" context, treat them as distinct claims.
- IF Claims: When an "if statement" is present, preserve the "if statement" context while creating the claim.
- XOR Claims: When entities have an XOR logical relationship (e.g., treatment options), create separate claims for each option.

# EXAMPLE CLAIM FORMAT - List Format: "Possible cause for [CONDITION] in [DEMOGRAPHIC] can be [ENTITY]."
- OR Format: "Possible causes include: [ENTITY X], [ENTITY Y], and [ENTITY Z]."
- OR Format: "The [CONTEXT] of treatments such as [TREATMENT X], [TREATMENT Y], and [TREATMENT Z], is not well established." - IF
Format: "[CONTEXT], please seek medical attention if [CONDITIONS]."
- XOR Format: "Either take [TREATMENT X] or [TREATMENT Y], but not both."
—–
{format_instructions}
——

# TASK EXAMPLE
Question: I am a 33-year-old female with right lower abdominal pain, what could it be? Answer: Possible causes for right lower
abdominal pain in a young female are Appendicitis, Inflammatory bowel disease, Diverticulitis, Kidney stone, urinary tract infection,
Ovarian cyst or torsion, Ectopic pregnancy, Pelvic inflammatory disease, endometriosis. Please seek medical attention if the pain
is sudden and severe, does not go away, or gets worse, is accompanied by fever, nausea and vomiting, or if you have noticed blood
in urine or in stool.
Claims: [ Possible cause for right lower abdominal pain in a young female: Appendicitis, Possible cause for right lower abdominal
pain in a young female: Ovarian cyst or torsion, Possible cause for right lower abdominal pain in a young female: Ectopic pregnancy,
Possible cause for right lower abdominal pain in a young female: Pelvic inflammatory disease, Possible cause for right lower
abdominal pain in a young female: Kidney stone, Possible cause for right lower abdominal pain in a young female: Urinary tract
infection, Possible cause for right lower abdominal pain in a young female: Diverticulitis, Possible cause for right lower abdominal
pain in a young female: Inflammatory bowel disease, Possible cause for right lower abdominal pain in a young female: Endometriosis,
Please seek medical attention if the pain is sudden and severe, Please seek medical attention if the pain is accompanied by fever,
Please seek medical attention if the pain is accompanied by nausea and vomiting, Please seek medical attention if the pain is
accompanied by blood in urine, Please seek medical attention if the pain is accompanied by blood in stool, Possible cause for right
lower abdominal pain in a young female: Emotional stress ]

# TASK EXAMPLE
Question: So what does the non reactive mean for the hep a igm Answer: Hep A IgM refers to a specific type of antibody called
Immunoglobulin M (IgM) against the virus hepatitis A. When infected with hepatitis A, these antibodies are detectable at symptom
onset and remain detectable for approximately three to six months. These antibodies might also be detectable in the first month
after hepatitis A vaccination. A negative or non-reactive result means no IgM antibodies against hepatitis A found in your serum,
meaning the absence of an acute or recent hepatitis A virus infection.
Claims: [ A negative or non-reactive result means that there were no IgM antibodies against hepatitis A found in your serum, The
absence of IgM antibodies against hepatitis A in your serum indicates the absence of an acute or recent hepatitis A virus infection,
Hep A IgM refers to a specific type of antibodies called Immunoglobulin M (IgM) against the virus hepatitis A, These antibodies
might also be detectable in the first month after hepatitis A vaccination, These antibodies remain detectable for approximately
three to six months after infection, When infected with hepatitis A, these antibodies are detectable at the time of symptom onset ]

# TASK EXAMPLE
Question: What medications are contraindicated for a pregnant woman with ulcerative colitis? Answer: methotrexate (Otrexup, Rasuvo,
RediTrex) and thalidomide (Contergan, Thalomid) are both considered contraindicated for treatment of UC in pregnancy. possible
treatment for UC during pregnancy include low-risk drugs such as aminosalicylates (sulfasalazine and mesalamine), immunomodulators
(azathioprine, cyclosporine A ,6-mercaptopurine) and corticosteroids. Biological agents such as Infliximabl, Adalimumab, Vedolizumab
and Ustekinumab is generally avoided during pregnancy as their safety in pregnancy is not well established yet.
Claims: [ Methotrexate (Otrexup, Rasuvo, RediTrex) is contraindicated for treatment of ulcerative colitis in pregnancy, Thalidomide
(Contergan, Thalomid) is contraindicated for treatment of ulcerative colitis in pregnancy, Aminosalicylates (sulfasalazine and
mesalamine) are considered low-risk drugs for treatment of ulcerative colitis during pregnancy, Immunomodulators (azathioprine,
cyclosporine A, 6-mercaptopurine) are considered low-risk drugs for treatment of ulcerative colitis during pregnancy, Corticosteroids
are considered low-risk drugs for treatment of ulcerative colitis during pregnancy, Treatment for ulcerative colitis during pregnancy
with biological agents such as Adalimumab is generally avoided during pregnancy as their safety in pregnancy is not well established
yet, Treatment for ulcerative colitis during pregnancy with biological agents such as Vedolizumab is generally avoided during
pregnancy as their safety in pregnancy is not well established yet, Treatment for ulcerative colitis during pregnancy with biological
agents such as Infliximab is generally avoided during pregnancy as their safety in pregnancy is not well established yet, Treatment
for ulcerative colitis during pregnancy with biological agents such as Ustekinumab is generally avoided during pregnancy as their
safety in pregnancy is not well established yet, ]

# YOUR TASK
Question: {question}
Answer: {answer}
Claims:
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E.2 Automatic Evaluation940

# OVERALL INSTRUCTIONS
- You have a deep understanding of logical relationships, such as entailment and contradiction, to evaluate given triplets of
(question, premise, hypothesis).

# TASK INSTRUCTIONS
Your goal is to determine whether the Premise effectively contradicts the corresponding Hypothesis. Carefully analyze each triplet,
focusing on details. - If the premise and the hypothesis are unrelated or lack sufficient evidence to ascertain their truthfulness,
label your answer as False. - be vigilant in identifying cases where the premise doesn’t rule out the possibility of an entity (e.g.,
vaccine, symptom) appearing in the hypothesis. In such cases, classify the answer as False. - Approach each question methodically,
considering the step-by-step process outlined below.

# INPUT DATA
Question: What does trich test for? Let’s think step by step.
Premise: The term "trich test" can refer to two different medical tests, depending on the context. Here are the two possibilities:
Trichomoniasis Test: Trichomoniasis is a sexually transmitted infection (STI) caused by the parasite Trichomonas vaginalis. The
trichomoniasis test, also known as a trich test or trichomonas test, is used to detect the presence of this parasite in the body.
The test is typically performed on a sample of vaginal discharge in women or urine in men. Trichogram: A trichogram is a diagnostic
test used to evaluate hair loss and assess the health and condition of hair follicles. It involves plucking a small number of hairs
from the scalp and examining them under a microscope. It’s important to note that without additional context, it’s difficult to
determine which specific test you are referring to. Hypothesis: Trichamoniasis- a parasitic infection that can cause your symptoms.
Answer: According to the premise "trich test" refer to two different medical tests. A Trichamoniasis test is one of them, which is
used to detect this parasite’s presence. As stated in the hypothesis, the trich test is used to diagnose parasitic infections. Ths
premise entails the hypothesis. The answer is False.
###
Question: Can diabetics eat sweets? Let’s think step by step.
Premise: Individuals with diabetes are recommended to limit their consumption of sweets to one or two times per week. It is also
suggested being selective with desserts and to focus on foods with a low glycemic index, such as high fiber foods like whole grains
and legumes, as well as certain lower sugar fruits like berries, melons, and apples.
Hypothesis: It is recommended that diabetics avoid sweets.
Answer: The premise suggests that diabetics can eat sweets but limit their consumption. According to the hypothesis diabetics
should avoid sweets. Diabetics are allowed to consume sweets according to the premise, but they are prohibited according to the
hypothesis. There is a contradiction between the premise and the hypothesis. The answer is True.
###
Question: 25 yo female with right lower abdominal pain, what might be causing it? Let’s think step by step.
Premise: Right lower abdominal pain in a 25-year-old female could be caused by a variety of medical conditions.
Some potential causes include: Ovarian cyst: a fluid-filled sac on the ovary - Ectopic pregnancy: a pregnancy that occurs outside
the uterus.
Hypothesis: possible cause for right lower abdominal pain in a young female can be Appendicitis.
Answer: The premise lists several potential causes of right lower abdominal pain in a 25-year-old female, not including appendicitis.
The hypothesis states that Appendicitis could be a cause of right lower abdominal pain in a young female. There is no direct
contradiction between the premise and the hypothesis, as the premise does not exclude the possibility of appendicitis as the cause
of the pain. The answer is False.
###
Question: Can a headache last longer than a few days? Let’s think step by step.
Premise: Yes, it is possible. If you are experiencing a headache that lasts longer than a few days, it is important to see a doctor
to get the appropriate treatment.
This will help to relieve the pain and prevent any further complications.
Hypothesis: It is not a cause for concern if a headache lasts longer than a few days.
Answer: This premise acknowledges that a headache can last for several days, but emphasizes that seeing a doctor to prevent further
complications is important. According to this hypothesis, headaches lasting longer than a few days are not cause of concern. There
is a contradiction between the premise and hypothesis due to the premise emphasizing the importance of seeking medical consultation,
while the hypothesis posits that there is no cause for concern. The answer is True.
###

Question: {question} Let’s think step by step.
Premise: {llm_answer}
Hypothesis: {physician_answer}
Answer:
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E.3 Question-Answering942

vanilla prompt943

Question: {question}
Answer:

944

vanilla prompt for RAG945

# TASK:
Answering question.

# INSTRUCTIONS:
- Use ONLY our verified sources to answer the question.
- If the answer is not in our sources, answer ONLY "I don’t know".

# VERIFIED SOURCES
Our verified sources: {context}

# INPUT
Question: {question}

# OUTPUT
Answer:

946

engineered prompt947

# TASK:
You are a medical expert and your task is to write a helpful human-like text and answer to the point.

# INSTRUCTIONS:
- Identify and address the patient’s focus of interest, but include relevant information even if the patient didn’t directly ask it.
- If relevant, provide information about specific cases, including children, pregnant women, allergies, or chronic conditions.
- If you don’t know the answer, answer ONLY ’I don’t know’.
- If the answer contains enumeration of factors/symptoms/conditions use bullet points to organize the information.

# EXAMPLES:
Question: Is it safe to take Macrobid?
Answer: Macrobid is generally considered safe to take when prescribed by a doctor and used according to their instructions.
Rationale: The answer is good, but it is missing important information regarding special cases, such as pregnant women, kids and
comorbidities.
A better answer would include that Macrobid is not recommended for use in the last 2 to 4 weeks of pregnancy
###
Question: Ok Do I need any antibiotics or something for yeast infection?
Answer: Over-the-counter antifungal creams or suppositories applied internally to the vagina can effectively treat vaginal yeast
infections, while a single oral dose of prescription fluconazole (Diflucan) may also be an option.
Rationale: the answer is good however it does not include relevant explanation about the condition such as Yeast infections are
commonly caused by fungi, particularly Candida albicans, which is a natural inhabitant of the body but can cause infections in
different areas such as the skin, mouth, and vagina. In addition, it assumes the patient is asking about vaginal yeast infection
and excludes information about other possible infections caused by yeast.
###
Question: the vomiting, tight abdomen pain and burning pain may just be result of pcos?
Vomiting and tight abdominal pain are not common clinical presentations of PCOS. Vomiting and abdominal pain are nonspecific symptoms
which could be an indication for a variety of illnesses. In case of this presentation, you should be evaluated by a physician, and
treated accordingly.
Rationale: the answer is good, but it does not emphasize enough that the patient’s symptoms are most likely caused by something
else and what is the differential diagnosis in this case.

# INPUT
Question: {question}
Answer:
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engineered prompt for RAG949

# TASK:
You are a medical expert whose task is to provide a helpful, concise, human-like response to a patient’s question based on verified
medical sources.

# INSTRUCTIONS:
- Use our verified sources to answer the question at the end.
- If the answer is not in our sources, answer ONLY ’I don’t know’.
- It is important to assume that there may be a medical concern underlying the patient’s questions.
- If relevant, provide information about specific cases, including children, pregnant women, allergies, or chronic conditions.
- If the answer contains enumeration of factors/symptoms/conditions use bullet points to organize the information.
- Avoid repetition of details.

# EXAMPLES
Question: Is it safe to take Macrobid?
Answer: Macrobid is generally considered safe to take when prescribed by a doctor and used according to their instructions.
Rationale: The answer is good, but it is missing important information regarding special cases, such as pregnant women, kids and
comorbidities.
A better answer would include that Macrobid is not recommended for use in the last 2 to 4 weeks of pregnancy
###
Question: I had my gallbladder removed in 2015, so that rules out gallstones, right?
Answer: Yes, as gallstones are stones that form inside the gallbladder, if the gallbladder is removed, gallstones cannot be the
cause of future symptoms.
Rationale: The answer is correct however it does not provide the patient with an important clinical tie as even without a gallbladder,
stones can develop anywhere in the biliary system and cause similar symptoms to gallstone disease.
###
Question: the vomiting, tight abdomen pain and burning pain may just be result of pcos?
Answer: Polycystic ovary syndrome (PCOS) is an endocrine (hormonal) insufficiency which is characterized by polycystic ovaries
and has a variety of effects including anovulation and irregular menstrual cycles which in turn could causes fertility issues,
hyperandrogenism (high levels of androgens causing coarse body hair growth in a male pattern and acne) and insulin resistance causing
type 2 diabetes mellitus, obesity, and hypertension.
Vomiting and tight abdominal pain are not common clinical presentations of PCOS. Vomiting and abdominal pain are nonspecific symptoms
which could be an indication for a variety of illnesses. In case of this presentation, you should be evaluated by a physician, and
treated accordingly.
Rationale: The answer is good, but it does not emphasize enough that the patient’s symptoms are most likely caused by something
else and what is the differential diagnosis in this case.

# CONTEXT
Our verified sources: {context}

# INPUT
Question: {question}
Answer:
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