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Abstract

Generative models trained at scale can now produce text, video, and more recently,
scientific data such as crystal structures. In applications of generative approaches
to materials science, and in particular to crystal structures, the guidance from
the domain expert in the form of high-level instructions can be essential for an
automated system to output candidate crystals that are viable for downstream
research. In this work, we formulate end-to-end language-to-structure generation
as a multi-objective optimization problem, and propose Generative Hierarchical
Materials Search (GenMS) for controllable generation of crystal structures. GenMS
consists of (1) a language model that takes high-level natural language as input and
generates intermediate textual information about a crystal (e.g., chemical formulae),
and (2) a diffusion model that takes intermediate information as input and generates
low-level continuous value crystal structures. GenMS additionally uses a graph
neural network to predict properties (e.g., formation energy) from the generated
crystal structures. During inference, GenMS leverages all three components to
conduct a forward tree search over the space of possible structures. Experiments
show that GenMS outperforms other alternatives of directly using language models
to generate structures both in satisfying user request and in generating low-energy
structures. We confirm that GenMS is able to generate common crystal structures
such as double perovskites, or spinels, solely from natural language input, and
hence can form the foundation for more complex structure generation in near
future.

1 Introduction

Modern technologies increasingly rely on the development of materials, such as semiconductors [1],
solar cells [2], and lithium batteries [3]. Large-scale generative models, trained on expansive internet
data, exhibit intriguing generalization capabilities. For example, these models can synthesize a highly
realistic image of “an astronaut riding a horse” by merging two distant concepts [4]. This raises a
compelling question: can the generalization capabilities of large generative models, pretrained on
existing materials science knowledge, be harnessed to combine knowledge from existing materials
systems to propose candidate crystals?

Previous research has demonstrated that generative models can output crystal structures that are not
in the the training data [5, 6, 7]. However, these works typically require either a vast number of
unconditional samples to generate an unknown material [5, 8] or a chemical formula provided during
inference [6, 9]. It is difficult for end users to come up with new chemical formulae, as it is hard to
know which compositions will result in what material properties. Therefore, it is highly desirable to
develop an interface that allows users to describe the desired characteristics of crystal structures —
such as properties, compositions, space groups, and geometric characteristics — in natural language.
For example, a user might specify “a stable chalcogenide with atom ratio 1:1:2 that is not on ICSD.”
Ideally, a model should automatically interpret these high-level language instructions to search for,
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Figure 1: Overview of GenMS. GenMS takes a high-level language instruction as input, retrieves
relevant information from the internet, and samples from a high-level LLM (πhi) to generate candidate
formulae that satisfy user requirement. GenMS then samples from a low-level diffusion model (πlo)
to generate structures conditioned on candidate formulae. Sampled structures then go through a
property prediction module for selection.

generate, and validate a wide range of potential structures, ultimately producing one that best meets
the user’s specifications.

However, developing an end-to-end language-to-structure generative model presents several chal-
lenges, for which we make a few key observations. First, there are no existing labeled datasets that
map language descriptions directly to crystal structures. Nevertheless, we observe that there is a
wealth of language-to-formula data available online, including Wikipedia articles, research papers,
and textbooks. This data can be complemented by formula-to-structure information from specialized
materials databases such as the Materials Project [10], ICSD [11], OQMD [12], etc. Second, the
task of converting language into structures is inherently multimodal, requiring the transformation
of discrete linguistic inputs to continuous structural outputs. Nevertheless, it has been shown that
semantic-level autoregressive models combined with low-level (pixel-level) diffusion models are
effective for cross-modal generation, such as in text-to-video applications [13, 14]. Lastly, user
descriptions of desired crystal structures can often be vague — users may not articulate all relevant
details about the crystal they wish to generate. We observe that one can leverage generative models
to infer missing information, and rely on additional search and selection mechanisms to identify
structures that best satisfy a user’s requirement.

Based on these observations, we propose Generative Hierarchical Materials Search (GenMS) for
end-to-end language-to-structure generation. GenMS consists of (1) a large language model (LLM)
pretrained on high-level materials science knowledge from the internet, (2) a diffusion model trained
on low-level crystal structure databases, and (3) a graph neural network (GNN) for property prediction.
To improve the efficiency of (2), GenMS proposes a compact representation of crystal structures
for diffusion models. During inference, GenMS prompts the LLM to generate candidate chemical
formulae according to user specification, samples structures from the diffusion model, and uses the
GNN to predict the properties of the sampled structures. To sample structures that best satisfy user
requirements during inference, we formulate language-to-structure as a multi-objective optimization
problem, where user specifications are transformed into objectives that can be optimized at both the
formula and structure level.

We first evaluate GenMS’s ability to generate crystal structures from language instructions, and
find that GenMS can successfully generate structures that satisfy user requests more than 80%
of the time for three major families of structures, while proposing structures with low formation
energies, as verified by DFT calculations. In contrast, using pretrained LLMs to directly generate
crystal structures from user instructions in a zero-shot manner often results in close to a 0% success
rate. Qualitative evaluations show that GenMS is able to generate complex structures, such as
layered structures, double perovskites, and spinels, solely from natural language. We next study
the effect of each individual component of GenMS. Here we find that language instructions have
a significant impact on the structures generated, that the novel compact representation of crystals
proposed by GenMS improves the DFT convergence rate of diffusion generated crystal structures by
50% over previous work, and that using a pretrained GNN to select samples leads to lower energy
structures more than 80% of the time. Given such experimental evidence, we believe the development
of language-to-structure models are promising for enabling users to find viable crystal structure
candidates, complementing existing databases in utility
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2 Generative Hierarchical Materials Search

We begin by formulating the problem of generating crystal structures from high-level language as
a multi-objective optimization task. Given this formulation, we then propose a hierarchical, multi-
modal tree search algorithm that leverages language models, diffusion models, and graph neural
networks as submodules. Lastly, we discuss the specific design choices for each of the submodules.

2.1 Language to structure as a multi-objective optimization

Given some high-level language description g ∈ G of desired structures, we want to learn a conditional
crystal structure generator π(·|g) : G 7→ ∆(X )2 that can be used to sample crystal structures x ∈ X
conditioned on language. One option is to parametrize π with a pretrained LLM. However, pretrained
LLMs alone are not able to predict sufficiently accurate crystal structures, due to the lack of low-level
structural information about crystals (e.g., 3D atom coordinates) in the pretraining data.

If we had access to a paired language-to-structure dataset, D = {gi, xi}Ni=1, π could be trained
using a maximum likelihood objective. However, materials data naturally exist at different levels of
abstraction and are segregated into different sources: high-level symbolic knowledge is documented
in sources like Wikipedia articles, research papers, and textbooks, whereas detailed low-level crystal
information, including continuous-valued atom positions, is stored in specialized crystal databases
like the Materials Project [10] and ICSD [11]. Even though a direct language-to-structure dataset D
remains unavailable, the pretraining data for LLMs, including Wikipedia articles, research papers, and
textbooks, can be viewed as a high-level symbolic dataset Dhi = {gi, zi}mi=1, where z ∈ Z denotes
symbolic textual information such as chemical formulae. Meanwhile, many crystal databases already
feature paired data, Dlo = {zi, xi}ni=1, linking chemical formulae to detailed crystal structures.

Given this observation, we propose to factorize the crystal generator as π = πhi ◦ πlo, where
πhi : G 7→ ∆(Z) and πlo : Z 7→ ∆(X ), so that πhi and πlo can be trained using different datasets
Dhi and Dlo. Furthermore, we consider two heuristic functions, Rhi(g, z) : G × Z 7→ R and
Rlo(z, x) : Z × X 7→ R, where the high-level heuristic function Rhi can be used to select formulae
that satisfy the language input at a high level, and the low-level heuristic function Rlo can be used to
select structures that are both valid and exhibit desirable properties such as low formation energy.
To this end, we propose to search for crystal structure given language input by finding a chemical
formula / space group z with a corresponding crystal structure x that jointly optimize

z∗, x∗ = arg max
z,x∼πhi,πlo

Ez∼πhi,x∼πlo(z)[λhi ·Rhi(g, z) + λlo ·Rlo(z, x)], (1)

where λhi and λlo are hyperparameters to control how much weight to put on high and low-level
heuristics. Note that Rhi and Rlo can also be combinations of multiple objectives. For instance, Rhi
can be a weighted sum of instruction following and simplicity, where Rlo can be a weighted sum of
properties such as band gap, conductivity, and formation energy.

2.2 Searching through language and structure

Given the objective in Equation 1, it is clear that a pretrained LLM (even with finetuning) is insufficient
to optimize for the best structure x∗. Instead, we propose to first sample a set of intermediate chemical
formulae from a pretrained LLM πhi(g) conditioned on language input g. We then use the high-level
heuristic function Rhi to prune and rank the intermediate formulae. In practice, Rhi is a combination
of (i) a regular expression checker (to ensure sampled formulae are valid chemical formulae), (ii)
a uniqueness checker against formulae from existing crystal datasets such as Materials Project and
ICSD, and (iii) a formula compliance checker to ensure the sampled formulae are compatible with
user request (e.g., atom ratio 113 for perovskites, 227 for pyrochlore, and 124 for spinel). For
formulae that pass these checks, we prompt a pretrained LLM as Rhi to rank the formulae by how
likely they are to comply with the user request g. We then select the top W ranked formulae to
generate L crystal structures each using πlo parametrized by a diffusion model, and use a graph neural
network Rlo to rank the W × L structures by their predicted formation energy. Note that additional
checkers can be integrated in Rlo, such as structural and compositional validity defined in [5]. We
illustrate the overall search procedure in Algorithm 1.

2We use ∆(·) to denote a probability simplex function.
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Algorithm 1 Generative Hierarchical Materials Search
1: Input: Language input g
2: Functions: High-level language policy πhi(z|g), high-level heuristic function Rhi(g, z), low-level diffusion

policy πlo(x|z), low-level heuristic function Rlo(z, x).
3: Hyperparameters: High-level language branching factor H , low-level structure branching factor L, max

width for formulae W .
4: plans← [ [g] ∀ i ∈ {1 . . . H}] # Initialize H different plans starting with language input.
5: for h = 1 . . . H do
6: g ← plans[h][−1] # Get the high-level language specification from the tree.
7: {zi}Hi=1 ← πhi(g) # Generate H different intermediate formulae.
8: z∗ = argmax({g, zi}Hi=1, Rhi)
9: plans[h].append(z∗) # Add formula with the best heuristic value to plan.

10: end for
11: plans← sort(plans, Rhi) # Sort formulae based on heuristic.
12: for w = 1 . . .W do
13: z ← plans[w][−1] # Get the best intermediate formula from the tree.
14: {xi}Li=1 ← πlo(z) # Generate L low-level structures.
15: x∗ = argmax({z, xi}Hi=1, Rlo)
16: plans[w].append(x∗) # Add structure with the best heuristic value to plan.
17: end for
18: return plans[0][0] # Return the best structure.

Alternative search strategies. The search algorithm described above, Algorithm 1, follows the
best-first search strategy, i.e., intermediate formulae and final structures are sorted and searched over
based on the preference of a heuristic function. Alternative search strategies such as breadth-first
or depth-first can also be employed. The most suitable search strategy depends on the downstream
application and computational resources available. For instance, if large-scale density function theory
(DFT) calculations are available downstream, we can employ breadth-first search to devise more
diverse composition.

Prevent heuristic exploitation. One concern of using a heuristic GNN to select structures with
the lowest formation energy is that the GNN might exploit irregularities in the predicted structures,
especially when a predicted structure lies outside of the training manifold of the energy GNN. To
mitigate this issue, we use the GNN pretrained by [15] on DFT energies and forces of unrelaxed
structures (hence the GNN has seen more irregular structures prior to relaxation.) Furthermore, we
discard sampled structures from πlo if they result in energy predictions from Rlo that lie outside of a
threshold range.

2.3 Choices of parametrization for the submodules

Since controllable crystal structure generation from language input is multimodal by nature, there
are various design choices for the parametrization of the submodules in Equation 1, namely the
generators πhi, πlo and the heuristic functions Rhi, Rlo. In this section, we discuss the parametrization
choices we have found to be the most effective.

Retrieval augmentation and long-context deduplication. One important recent advance in LLMs
is increased context length [16]. The factorization π = πhi ◦ πlo provides a natural way to integrate
additional context in πhi via long-conext generation. Specifically, we further factorize πhi into
πhi = πretrival

hi ◦ πRAG
hi , where πretrival

hi (·|g) is a deterministic retrieval function that uses the Wikipedia
API to retrieve textual information related to language input g, while πRAG

hi is a retrieval augmented
generative (RAG) model that proposes chemical formulae and space groups conditioned on the
information retrieved from the internet. Another use case for long-context LLMs is to further
encourage the generation of new compositions by providing the formulae for all known crystals in the
context, then asking πhi to produce a formula that is not in the context. As we will see in Section 3.2,
this drastically improves the efficiency of the search, as a large subset of the search space with known
crystals can be eliminated.

Compact crystal representation. In order to support efficient tree search at inference time, we
need to ensure that sampling from both πhi and πlo are efficient. Previous work on diffusion models
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Figure 2: Diffusion architecture with compact crystal representation. The diffusion model in
GenMS represents crystal structures by the x, y, z location of each atom plus the atom number a
represented as a continuous value. Each atom undergoes blocks consisting of multi-layer perceptrons
followed by order-invariant self-attention. The MLP and self-attention blocks are repeated k times
where each repetition increases the dimension of the hidden units. The concatenation of skip
connections are employed as in other U-Net architectures.

for crystal structure generation has leveraged sparse data structures, such as voxel images [17, 18, 19],
graphs [5], and periodic table shaped tensors [6]. These existing representations of crystals incur
computational overhead due to sparsity (voxel images, padded tensors) or quadratic complexity as the
number of atoms in the system increases (graphs). Instead, we propose a new compact representation
of crystal structures, where each crystal x ∈ X ⊂ RA×4 is represented by a A × 4 tensor, with A
being the number of atoms in the crystal, and the inner 4 dimensions representing the x, y, z location
of an atom along with its atom number. Here we directly represent the atom number as a continuous
value normalized to the range of the input in the diffusion model to further improve inference speed,
as opposed to representing the atom number using a one-hot vector. In addition, we use another
2 × 3 vector to represent the lattice structure (i.e., angles and lengths of the unit cell). Figure 2
illustrates the architecture for the diffusion model with compact crystal representations, where each
atom undergoes multi-layer perceptron (MLP) followed by order-invariant self-attention (without
positional encoding) across atoms. Different from typical U-Net architecture for image generation,
there is no downsampling or upsampling passes that change the input resolution. Nevertheless, we
follow the concatenation of skip connections commonly used in U-Net architectures [20]. Additional
details and hyperparameters for the diffusion model can be found in Appendix A.3.

3 Experimental Evaluation

We now evaluate the ability of GenMS to generate crystal structures from high-level language
descriptions. First, we evaluate the success of end-to-end generation in Section 3.1. We then
investigate the individual components of GenMS in Section 3.2. See details of experimental setups in
Appendix A.

3.1 End-to-end evaluation

Baselines and metrics. We aim to evaluate GenMS’s ability to generate unique, valid, and po-
tentially stable crystal structures from well-known crystal families that satisfy high-level language
specifications. We consider few-shot prompting of LLMs to generate crystal information files (CIF)
as a baseline. Specifically, we give the Gemini long context model [16] a number of CIF files from a
particular crystal family, as specified by language input as prompt, with the number of CIF files rang-
ing from 1, 5, 25 to as many as can fit in the context. We ask the LLM to generate 100 samples given
each language instruction. See additional details of baselines in Appendix A.2. We do not compare to
finetuning LLMs to generate CIF files in this section, as there are no high-level language to low-level
crystal structure datasets available for finetuning such an instruction following LLM. Nevertheless,
we will compare the diffusion model in GenMS to formula-conditioned structure generation using
finetuned LLM in Section 3.2. We consider language input that directs the model to generate unique
and stable crystals from a particular crystal family (perovskite, pyrochlore, and spinel). We consider
the following metrics for evaluation: (i) CIF validity, which measures whether the generated CIF
file can be properly parsed by pymatgen parser [21]. (ii) Structural and composition validity, which
verify atom distances and charge balances using SMACT [22], following [5]. (iii) Formation energy
per atom (Ef ) in the unit of eV/atom, which measures the stability of predicted structures using a
pretrained GNN. We further conduct DFT calculations to compute Ef (see details in Appendix A.4)
for structures predicted by GenMS. (iv) Uniqueness, which measures the percentage of generated
formulae that do not exist in Materials Project [10] or ICSD [11]. Finally, (v) the match rate, which
measures the percentage of generated structures that can be matched (according to the pymatgen
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Family Metric
Prompting CIF

GenMS
1 shot 5 shot 25 shot Max

Perovskites

CIF validity ↑ 0.94 1.00 0.98 0.88 1.00
Structural validity ↑ 0.04 0.28 0.66 0.22 1.00
Composition validity ↑ 0.07 0.17 0.45 0.00 0.85
Ef (GNN/DFT) ↓ N/A -0.19 0.28 0.53 -0.47/-1.32
Uniqueness ↑ 0.07 0.29 0.68 0.16 0.90
Match rate ↑ 0.00 0.09 0.36 0.19 0.93

Pyrochlore

CIF validity↑ 0.40 0.60 0.64 0.88 1.00
Structural validity↑ 0.36 0.36 0.28 0.23 0.95
Composition validity↑ 0.00 0.22 0.18 0.00 0.89
Ef (GNN/DFT)↓ 1.28 1.19 0.63 -1.22 -1.37/-2.56
Uniqueness↑ 0.36 0.38 0.45 0.08 0.49
Match rate ↑ 0.00 0.00 0.04 0.00 0.86

Spinel

CIF validity 0.73 0.96 0.97 0.96 1.00
Structural validity↑ 0.47 0.61 0.71 1.00 1.00
Composition validity↑ 0.29 0.92 0.92 1.00 1.00
Ef (GNN/DFT)↓ 1.09 -0.85 -0.97 -1.37 -1.38/-1.77
Uniqueness↑ 0.48 0.13 0.51 0.08 0.44
Match rate ↑ 0.00 0.12 0.18 0.08 0.89

Table 1: End-to-end evaluation of generating crystal structure from natural language. GenMS
significantly outperforms LLM prompting baselines in producing unique and low-energy (predicted
by GNN) structures that satisfy user request. We further conduct DFT calculation to compute Ef
(formation energy in eV/atom) averaged across structures generated by GenMS. Values before “/” in
the row “(GNN/DFT)” represent GNN predicted Ef , and after “/” represent DFT computed Ef . We
report Ef from GNN prior to relaxation, and Ef from DFT post relaxation. DFT calculations for
baselines are eliminated as many structures from the baselines do not follow user instruction. N/A
represents Ef predicted by GNN falling outside of the reasonable range.

structure matcher) to one of the structures of the corresponding family in Materials Project. More
details of these metrics can be found in Appendix A.1.

Results on specifying crystal family. The evaluation of GenMS and baselines are shown in Ta-
ble 1. Since GenMS does not rely on an LLM to directly generate CIF files, the compact crystal
representation (described in Section 2.3) always results in structures that can be parsed by pymatgen
(100% CIF validity). In addition, structures generated by GenMS have a much higher validity and
match rate compared to those generated by the baselines. GenMS struggles slightly with uniqueness,
as less than half of the generated formulae for pyrochlore and spinel are unique with respect to MP
and ICSD. Structures produced by GenMS have lower average Ef . Increasing the number of CIF files
in the context generally improves the performance of the baselines (1, 5, and 25-shot), but including
too many files in the context can hurt performance (Prompting CIF Max).

Qualitative evaluation. In addition to the three families of structures evaluated above, we qualita-
tively evaluated GenMS’s ability to generate structures that satisfy ad hoc user requests, such as “a
layered material”, “an elpasolite”, and so on. GenMS can consistently produce structures that satisfy
user request as shown in Figure 3, and have plausible initial geometries. Interestingly, we observe
that GenMS can understand semantic-level request, suggesting more “fluoride” like chemistries when
asked for “elpasolite”, which is reasonable as elpasolite is associated with the mineral K2NaAlF6.

Effect of search. Next, we aimed to understand the effect of search in GenMS, especially in
producing low-energy structures. For each of the family of crystals in Table 1, we analyzed the effect
of the language and structure branching factors (H and L in Algorithm 1). Only crystals that match
input specification were considered for energy computation. We found that increasing the branching
factor of both language and structure enables GenMS to generate structures with lower formation
energies (at a higher inference cost).
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Cl perovskite Double perovskitePryochlore Spinel

Figure 3: Qualitative evaluation. We test GenMS on a set of ad hoc language inputs to generate
plausible examples from well-known crystal families. GenMS is able to search for the corresponding
structures that satisfy user requests and have plausible initial geometries. Visualization provided by
VESTA [23].

Perovskite Pyrochlore Spinel

Language Structure Ef Language Structure Ef Language Structure Ef

branch (H) branch (L) (DFT) branch (H) branch (L) (DFT) branch (H) branch (L) (DFT)

1 1 -0.55 1 1 -2.40 1 1 -1.67
1 100 -0.79 1 100 -2.51 1 100 -1.74

25 1 -2.76 25 1 -3.02 25 1 -1.82
25 100 -2.91 25 100 -3.24 25 100 -1.95

Table 2: Ef (computed by DFT) vs. branching factor. GenMS can generate structures with lower
formation energy (computed by DFT) at the cost of slower inference when language and structure
branching factors are increased.

3.2 Evaluating individual components of GenMS

Next, we evaluate the individual component of GenMS, including the effect of using language to
narrow down the search space, the choice of the compact representation of crystal structures, and
finally the best-of-N sampling strategy for choosing the crystal structures with low formation energy.

Effect of language. We want to understand whether GenMS can provide effective control over
formulae proposed by the LLM at the semantic-level through natural language. In Table 3, we first
show that requesting a particular element to be in the formula always results in formulas with that
particular element being proposed by the pretrained LLM πhi. We then show that when a user requests
for metal, the model is 4 times more likely to generate formulae for metal. The model also respects a
user’s request for the generated formulae to be unique (with respect to either a user provided list of
known formulae in the context of the LLM, or the name of some crystal database).

Next, we study the effect of retrieval augmented generation (RAG). We use GenMS with and without
RAG to propose 25 formulae for each of the three major crystal families from Section 3.1 and
generates 4 structures per formula using the diffusion model. We report the rate of valid formulae
proposed by the LLM and the structures that can be matched with existing structures from the
corresponding family in Table 4. RAG improves both the rate of valid formulae and matched
structures.

Element Metal Unique Unique
constraint only (custom list) (Materials Project)

Not asking N/A 0.25 0.24 0.16
Asking 1.00 1.00 0.88 0.96

Table 3: Effect of language. Asking for a specific element
from the periodic table results in formulae that always con-
tain that element. Asking for metal and formulae unique
with respect to some existing formula sets result in formu-
lae that are more likely to satisfy user requests.

Valid Match
formula rate

Without RAG 0.97 0.72
With RAG 1.00 0.89

Table 4: Effect of RAG. Using retrieval
augmented generation improves the per-
centage of valid formulae and matched
structures. See details for the structure
matcher used in Appendix A.1.
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UniMat [6] GenMS

DFT converge 0.62 0.93
Mean Ef -0.40 ± 0.06 -0.49 ± 0.03

Table 5: DFT evaluation of GenMS vs Uni-
Mat. Structures proposed by GenMS result in
much high DFT convergence rate and lower
average Ef than structures proposed by Uni-
Mat. Error bars reflect standard error.

Small LLM [9] Large LLM GenMS

Success 0.86 0.87 0.93
Match (unseen) 0.26 0.37 0.48

Table 6: Comparison to finetuned LLMs.
GenMS’s diffusion model with compact represen-
tations achieves high success rate of generating valid
crystals, as well as a high matching rate to holdout
structures compared to CrystalLM [9].

En
er

gy
 d

iff

Composition Composition

Ef best-of-10 < Ef single
Ef best-of-10 > Ef single

Ef best-of-10 < Ef single
Ef best-of-10 > Ef single

Formation energy difference (GNN) Formation energy difference (DFT)

Figure 4: Formation energy between Best-of-N and a single sample. Both according to energy
predicted by GNN and calculated by DFT, best-of-N with N = 10 leads to improvements in energy
compared to single samples for 80% of 1,000 compositions considered.

Compact crystal representation. We now evaluate the diffusion model πlo trained using the com-
pact representation of crystals structures described in Section 2.3. We compare diffusion model with
compact crystal representation against two prior work for generating crystal structures conditioned
on composition. UniMat [6] proposed a periodic table representation of crystals which requires a
large amount of paddings to handle atoms that do not exist in the structure. CrystalLM [9] proposes
to finetune an LLM to directly generate CIF files from input compositions. In Table 5, we report
the DFT convergence rate and DFT calculated Ef on a set of holdout structures following [6]. We
observe that the compact crystal representation results in both higher convergence rate and lower Ef
than the sparse representation in [6]. To compare GenMS’s diffusion model against finetuning LLMs
to generate CIF files directly, we follow the experimental setting of CrystaLLM where we train a
composition conditioned diffusion model on a combination of Materials Project [10], OQMD [24],
and NOMAD [25], and test the success rate of generating matching structures for unseen composi-
tions following [9]. In Table 6, we see that GenMS has significantly higher rate in producing a valid
crystal and a crystal that can be matched to the test set in [9].

Best-of-N structure sampling. To better understand the effect of high structure branching factor in
Algorithm 1 across different compositions, we measure the difference in the formation energy, using
a holdout test set of 1,000 compositions, between using the energy prediction GNN to select the best
of 10 samples compared to only predicting a single structure. The energy difference with and without
best-of-N sampling is shown in Figure 4. Using best-of-N with N = 10 results in improved energy
for over 80% of structures (as also verified by DFT calculations). We found the energy prediction
GNN to be a good indicator of the true energy of the crystal structures, i.e., the GNN predicted energy
difference (left) and the DFT calculated energy difference (right) are very similar in Figure 4.

4 Related work

Hierarchical and latent image and video generation. Image and video generative models have
exhibited an impressive ability to synthesize photorealistic images or videos when given text de-
scription as input. Many of the state-of-the-art models adopt a hierarchical modeling approach that
inspired the design of with GenMS. For example, latent diffusion models [26, 27] contains (1) a
language model that converts text to high-level text embeddings, (2) a diffusion model takes the text
embeddings as input and output latents in a compressed latent space, and (3) a feed forward decoder
network [26] or a diffusion decoder [28, 14] that given the generated latents generates full-resolution
signals in the pixel space. Cascaded diffusion models [29, 30, 31] instead proposed to generate
signals at the lowest resolution with a standard diffusion model, followed by a few super-resolution
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models that successively upsample signals and add high-resolution details. Similar to GenMS, by
breaking down complicated image or video generation into a hierarchy of less challenging problems,
these models can generate high quality samples more efficiently and effectively.

Generative models for crystal structures. A number of works [9, 8, 32] have proposed to train or
fine-tune language models to generate output files containing crystal information or low-level atom
positions. However, it remains expensive and challenging to train and generate detailed structural
information with LLMs. On the other hand, diffusion models, as a powerful class of generative
model in vision, have been applied to generate crystal structures [5, 7, 6]. However these methods
either reply on training with a large set of unconditional samples and brute-force sampling for
new materials not in the training set, or necessitate predetermined compositions as conditioning
information during inference. Handling of candidate structure generation requires a model capable
of independent reasoning about chemical compositions based on high-level user specifications and
structure optimization, as done in GenMS.

Hierarchical search and planning. The problem of learning to generate low-level continuous
output from high-level language instructions, while employing intermediate search and planning steps,
has been studied in other domains such as continuous control [33], self-driving [34], and robotics [35].
While some works have focused on purely using LLMs to search and plan through complex output
spaces [36, 37], other research has shown that solely relying on LLMs to search and plan can fail short
due to the lack of low-level information (e.g., locations, precise motions) captured in the model [38].
Recently, video generation models have been applied to provide additional details about the physical
world so that low-level control actions can be extracted more accurately [39, 40, 41, 42]. GenMS
follows a similar approach but focuses on generating crstyal structures, using diffusion models on top
of LLMs to provide additional details about crystal structure, enabling high-level plans (i.e., symbolic
chemical formulae) to be verified at a low-level (i.e., crystal structures with precise atom locations).

Large language models for science. Recently, there has been a surge of interest in applying large
langauge models in domains of science, such as physics [43], biology [44], chemistry [45, 46],
and materials science [47]. In these settings, LLMs generally serve as a conversational [44] or
educational [48] tool, where LLMs output natural language to be consumed by human users (e.g.,
an answer to a scientic question asking about the property of some existing crystal structure). On
the other hand, we are interested in the ability of a pretrained LLM to propose intermediate textual
information such as chemical formulae for interesting crystal structures. Closest to our work are
[49, 50] which leverage an LLM to generate SMILES or other chemical strings for molecular design.
Nevertheless, we are interested in generating not just the formulae, but the actual crystal structures
with continuous-valued atom locations, as many materials property can only be calculated and verified
once the full structure available.

5 Conclusion and future work

We have introduced GenMS, an initial attempt at enabling end-to-end generation of candidate crystal
structures that look physically viable and satisfy instructions expressed in natural language. GenMS
can generate examples from families such as pyrochlores and spinels purely from natural language
prompts. We hope the design principles of GenMS will initiate broad interest in exploiting language
as a natural interface for flexible design and generation of crystal structures that meet user-specified
criteria, and enable the domain experts to work more efficiently. GenMS has a few limitations that
call for future work:

• Generating complex structures. While GenMS is able to generate simple structures such as
those shown in Figure 3, we found that GenMS is less effective in generating complex structures
such as Mxenes and Kagome lattices. Controllable generation of highly complex crystal structures
is an interesting area of future work.

• Impact on experimental exploration. While we have shown that GenMS is effective in gen-
erating crystal structures that are not in public databases and that satisfy user requirements, its
effectiveness in suggesting specific materials with target properties (e.g., battery electrodes or
electrolytes, semiconductors, superconductors etc.) requires further experimental verification.
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• Synthesizability. While the goal of GenMS is to provide an end-to-end generative framework
from natural language instructions to realistic crystal structures, synthesizability of the generated
crystals is not currently part of the pipeline. We foresee development in multimodal models and
integration of other computational tools from materials science to allow predicted structures to be
assessed for synthesizability.

• Extension to other chemical systems. We have shown that GenMS can effectively generate
crystal structures from natural language. We note that GenMS can also potentially be extended to
generating molecules and protein structures from natural language (e.g. “generate a protein with
an alpha-helix”). We leave these explorations for future work.
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Appendix
A Experiment details

In this section, we provide additional experimental details, including metrics used for evaluation,
baselines, architecture and training of the diffusion model with the compact crystal representation,
and details of the setup for the DFT calculations.

A.1 Details of evaluation metrics

Structure and composition validity. The structure and composition validity metrics follow [5].
The structure validity determins that a structure is valid as long as the shortest distance between any
pair of atoms is larger than 0.5 Å [19]. The composition is valid if the overall charge is neutral as
computed by SMACT [22].

Uniqueness. We determine a generated formula is unique if the reduced form of the formula does
not exist in either Materials Project [10] or ICSD [11]. For instance, if ICSD contains formula in the
form of AB2, we consider A2B4 generated by the model as a duplicate (thus not unique) structure.

Match rate. To compute the match rate, we use the StructureMatcher module from pymatgen’s
analysis package. We set the hyperparameters of the matcher following [9], specifically with
stol = 0.5, ltol = 0.3, angle_tol = 10. For each family of crystals in perovskite, pyrochlore,
and spinel, we first curate the reference set by downloading CIF files from Materials Project [10] that
is likely to belong to each family based on formula and space group. We then use fit_anonymous
method of the matcher to compare each generated structure to the structures in the reference set. A
generated structure is considered matched if fit_anonymous returns true for at least one reference
structure of the corresponding family. Note that this approach might result in false positive matches.
For example, when we selected the reference set for pyrochlore, we downloaded CIF files Material
Project that have composition A2B2O7. However, not all A2B2O7 are pyrochlore, so generated
structures may still not be a pyrochlore despite being matched to one of the reference structures.

A.2 Details of baselines

We use the following prompts in Table 7 to generate the CIF files for the end-to-end prompting
baseline or to generate the chemical formulae for GenMS.

Method Prompt

Prompt CIF (baseline) “I want you to generate another crystal information (CIF) files for a stable and
potentially realistic material that belongs to {category}. [(Optional) Here are
some information about {category} from Wikipedia.] Below are some examples
of CIF files from this category: {example1, example2, ...} Please generate one
more file for a crystal that is not in existing materials databases like Materials
Project and ICSD. Please make sure the CIF file is valid. Just generate the file
and do not say anything else.”

Prompt formula (GenMS) [(Optional) Here are some information about {category} from Wikipedia.] Please
give me a list of chemical formulae for a hypothetical material for {category}.
I want the formula to be stable, and potentially realistic and do not exist in
dataset like Materials Project or ICSD. Please just give the formula and do not
say anything else."

Table 7: LLM prompts for baseline and GenMS.

A.3 Compute, architecture, and training

We repurpose the 3D U-Net architecture [51, 52] into modeling atoms within a crystal structure by
their x, y, z locations concatenated with atom number (number of protons) a. As a result, we can
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represent each crystal structure using an Ax4 matrix where A is the total number of atoms in the
structure, and the dimension with size 4 represents the x, y, z location and atom number of each atom.
We repurpose the spatial downsampling and upsampling passes from typical U-Net for images or
videos, and keep the resolution (number of points) the same, but still employ residual network with
concatenating skip connections (see Figure 2 from the main text). Below we show the architecture
and hyperparameters used in the diffusion model for crystals with compact representation.

Hyperparameter Value
Learning rate 5e-5
Optimizer Adam (β1 = 0.9, β2 = 0.99)
Base hidden dimension 256
Hidden dimension multipliers 1, 2, 4
Number of mlp and self-attention blocks 9
Batch size 512
EMA 0.9999
Weight decay 0.0
Prediction target ε
Attention head dimension 64
Dropout 0.1
Training hardware 64 TPU-v4 chips
Diffusion noise schedule cosine
Noise schedule log SNR range [-20, 20]
Training steps 200000
Sampling timesteps 256
Sampling log-variance interpolation γ = 0.1

Table 8: Hyperparameters for training the diffusion model in GenMS.

A.4 Details of DFT calculations

In all our density functional theory (DFT) calculations, we employ the Vienna ab initio simulation
package (VASP) [53, 54] with the Perdew-Burke-Ernzerhof (PBE) [55] functional and projector-
augmented wave (PAW) potentials [56, 57]. Our computational settings align with those used in the
Materials Project, as implemented in pymatgen [21] and atomate [58]. These settings include the
application of the Hubbard U parameter to selected transition metals in DFT+U calculations, a plane-
wave basis cutoff of 520 eV, specific magnetization settings, and the use of PBE pseudopotentials.
However, we opt for updated versions of potentials for Li, Na, Mg, Ge, and Ga, maintaining
the same valence electron count. For structural optimization, our protocol involves a two-stage
relaxation of all geometric parameters, followed by a final static computation. We utilize the
custodian package [21] to manage any issues with VASP and to make necessary adjustments to
the simulations. Additionally, we generate gamma-centered k-points for hexagonal cells, deviating
from the conventional Monkhorst-Pack scheme. We initialize our simulations with ferromagnetic
spin, observing that attempts to explore alternative spin configurations were computationally too
demanding. In our ab initio molecular dynamics (AIMD) simulations, we disable spin polarization
and employ the NVT ensemble with a 2 fs timestep. For systems containing hydrogen, we reduce the
timestep to 0.5 fs to ensure accuracy.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We provided thorough experiments and explanations of the algorithms to jusify
the claim.
Guidelines:
• The answer NA means that the abstract and introduction do not include the claims

made in the paper.
• The abstract and/or introduction should clearly state the claims made, including the

contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discussed that in the conclusion section and we pointed out four major
limitations.
Guidelines:
• The answer NA means that the paper has no limitation while the answer No means that

the paper has limitations, but those are not discussed in the paper.
• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: We do not introduce new theoretical result.
Guidelines:
• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We use public LLMs, and the prompts are all included in the appendix. For
our work we have provided enough details for reimplementation, and we will work on open
sourcing as well.
Guidelines:
• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
• If the contribution is a dataset and/or model, the authors should describe the steps taken

to make their results reproducible or verifiable.
• Depending on the contribution, reproducibility can be accomplished in various ways.

For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: The data and prompts are all public and we have provided the information. We
are working on open sourcing the code after going through the internal approval process.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
• The authors should provide instructions on data access and preparation, including how

to access the raw data, preprocessed data, intermediate data, and generated data, etc.
• The authors should provide scripts to reproduce all experimental results for the new

proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
• Providing as much information as possible in supplemental material (appended to the

paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have provided the information in the appendix and main paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We provided the variance of the results in almost all tables when applicable.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We report this in our experiment section.
Guidelines:
• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have checked.
Guidelines:
• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This work is exploratory and is at a too early of a stage to have broad impacts.
Guidelines:
• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: No risk as far as we can see.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have properly cited the models (Gemini) we used in the paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: No new assets.
Guidelines:
• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Not involved.
Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: no crowdsourcing nor research
Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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