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Abstract
With the vast expansion of content on social001
media platforms, analyzing and comprehending002
online discourse has become increasingly com-003
plex. This paper introduces LLMTaxo, a novel004
framework leveraging large language models005
for the automated construction of taxonomy of006
factual claims from social media by generat-007
ing topics from multi-level granularities. This008
approach aids stakeholders in more effectively009
navigating the social media landscapes. We010
implement this framework with different mod-011
els across three distinct datasets and introduce012
specially designed taxonomy evaluation met-013
rics for a comprehensive assessment. With the014
evaluations from both human evaluators and015
GPT-4, the results indicate that LLMTaxo ef-016
fectively categorizes factual claims from social017
media, and reveals that certain models perform018
better on specific datasets.019

1 Introduction020

Misinformation, also known as false or misleading021

information (Wu et al., 2019), has the potential to022

sway public perception, cause confusion, and influ-023

ence people’s decision-making processes (Del Vi-024

cario et al., 2016; Muhammed T and Mathew,025

2022). Social media platforms, in particular, facil-026

itate the rapid sharing of vast amounts of content,027

blending accurate information with falsehoods (All-028

cott et al., 2019). Social media’s global reach and029

ease of use have transformed how millions of users030

exchange opinions, news, and factual claims in031

real-time, making it fertile ground for misinforma-032

tion (Aïmeur et al., 2023). Factual claims, which033

are assertions that can be verified as either true or034

false, are a common vehicle for misinformation (Ni035

et al., 2024). These claims, whether accurate or036

not, have a profound societal impact, as the public037

tends to believe a factual claim is true regardless of038

its truthfulness (Moravec et al., 2018; Ognyanova039

et al., 2020; Xiao et al., 2021; Zhu et al., 2022;040

Zhang et al., 2024a).041

The dynamic nature of social media often leads 042

to repetitive or reformulated claims, complicating 043

the identification and validation of factual con- 044

tent (Zhou et al., 2015), making it difficult for 045

non-technical individuals and researchers from 046

different fields to navigate the vast amounts of 047

data (Suarez-Lledo and Alvarez-Galvez, 2021; 048

Hook and Verdeja, 2022; Muhammed T and 049

Mathew, 2022). Therefore, there is an urgent need 050

for scalable, automated tools to organize and ana- 051

lyze factual claims in a systematic way, enabling 052

stakeholders such as researchers, fact-checkers, and 053

policymakers to better navigate this information 054

landscape. For example, Tambini (2017) catego- 055

rized fake news into different types to describe a 056

range of fake news phenomena. Kumar and Shah 057

(2018) constructed taxonomies for false informa- 058

tion on social media platforms based on different 059

characteristics, such as with the intention to de- 060

ceive or not and opinion-based or fact-based. Zhao 061

and Tsang (2022) proposed a taxonomy of misin- 062

formation on social media based on falsity level 063

and evidence type. In this paper, we present a 064

novel framework, LLMTaxo, for the automated con- 065

struction of a taxonomy of factual claims on social 066

media by using large language models (LLMs) to 067

generate multi-level topics for each claim. 068

A taxonomy for organizing information assets 069

starts with broad categories and branches into in- 070

creasingly specific subcategories. In this way, fac- 071

tual claims can be categorized into meaningful cat- 072

egories, allowing for the identification of distinct 073

claims, reduction of redundancy, and exploration 074

of information at multiple levels of granularity. For 075

example, broad categories can group COVID-19 076

vaccine-related claims into overarching topics such 077

as public health, while more detailed categories can 078

address specific claims about vaccine safety. Such 079

structured organization enhances fact-checking and 080

research workflows, and offers a clearer understand- 081

ing of the themes and patterns in factual claims. 082
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Our framework, LLMTaxo, clusters semantically083

similar factual claims, identifies distinct ones, and084

generates topics at multi-granularities, thus orga-085

nizing claims into a hierarchical taxonomy with086

broad, medium, and detailed topics. The LLMs087

have rich background knowledge that is not only088

applicable now but also in the future while the on-089

line content changes over time. By leveraging the090

advanced capabilities of LLMs and few-shot learn-091

ing, the framework minimizes human involvement092

and automates the time-intensive task of catego-093

rizing claims while maintaining adaptability to the094

evolving nature of social media discourse.095

We addressed multiple challenges presented in096

developing LLMTaxo. One key challenge lies in the097

semantic variability of claims, where similar ideas098

are conveyed differently. LLMTaxo addresses this099

by clustering and identifying distinct claims. An-100

other challenge is the scalability and applicability101

of the framework across diverse datasets and do-102

mains. To tackle this, we incorporate few-short in-103

context learning for LLMs, enabling them to be eas-104

ily adapted to large datasets and various domains.105

To demonstrate the generalizability of LLMTaxo, we106

evaluated it using carefully designed metrics across107

three distinct datasets from different topics and data108

sources, including posts from X (formerly Twitter)109

and Facebook, covering topics such as COVID-19110

vaccines, climate change, and cybersecurity.111

The evaluation results demonstrate the effective-112

ness of LLMTaxo in enhancing our understanding113

of the social media landscape. By identifying dis-114

tinct factual claims, the framework significantly115

reduces redundancy. The hierarchical taxonomy116

produced by LLMTaxo enables a multi-level analy-117

sis of claims, allowing for exploration at varying118

levels of detail. Furthermore, the framework ex-119

hibits strong performance across diverse datasets,120

showcasing its adaptability and potential for broad121

application. The datasets and codebase are avail-122

able at https://anonymous.4open.science/r/123

LLMTaxo-2595.124

This paper presents several key contributions:125

• We introduce the first taxonomy of factual126

claims on social media constructed using LLMs.127

This resource can be directly integrated into fact-128

checking workflow and various research fields.129

• We are the first to utilize LLMs for generating130

topics at multiple granularities.131

• We develop a set of evaluation metrics for tax-132

onomy and claim-topic pairs to comprehensively133

assess the quality of taxonomy.134

• We evaluate our taxonomies across three di- 135

verse datasets. The results demonstrate LLMTaxo’s 136

adaptability to different domains while maintaining 137

accuracy in constructing meaningful taxonomies. 138

2 Related Work 139

Taxonomy Construction. Although taxonomy 140

construction has been extensively studied, the def- 141

initions of specific problems vary. Generally, tax- 142

onomies are hierarchically structured classifica- 143

tions of concepts, terms, and entities that help 144

users organize, retrieve, and navigate informa- 145

tion (Carrion et al., 2019; Yang, 2012). Generic 146

taxonomy construction tasks typically involve short 147

concept terms or entity names, often represented 148

as hypernym-hyponym pairs (Zhang et al., 2018; 149

Huang et al., 2020). 150

Constructing taxonomies from broader, less for- 151

matted content, such as social media posts, differs 152

from traditional taxonomy construction. The inher- 153

ent variability of such content makes it challenging 154

to establish a precise taxonomy. Several studies 155

have attempted to address this problem. Durham 156

et al. (2023) explored automatic taxonomy genera- 157

tion from disaster-related tweets using topic mod- 158

eling techniques (Blei et al., 2003; Dumais, 2004). 159

Najem and Hadi (2021) proposed semi-automatic 160

ontology construction of tweets based on seman- 161

tic feature extraction using WordNet and Babel- 162

Net (Miller, 1995; Navigli and Ponzetto, 2010). 163

The rise of LLMs has significantly advanced 164

many natural language processing tasks, but lim- 165

ited effort has been devoted to taxonomy construc- 166

tion. Chen et al. (2020) employed pretrained lan- 167

guage models to construct taxonomic trees, while 168

Chen et al. (2023) compared prompting and fine- 169

tuning approaches for hypernym taxonomy con- 170

struction. Additionally, Shah et al. (2023); Wan 171

et al. (2024) introduced end-to-end pipelines that 172

integrate LLMs to generate, refine, and apply labels 173

for user intent analysis in log data. 174

Topic Generation. LLMs have emerged as a 175

promising alternative to traditional topic generation 176

approaches. They can generate topics from a given 177

set of documents without requiring predefined la- 178

bels or training data (Sarkar et al., 2023). This ca- 179

pability allows for more flexible and context-aware 180

topic extraction. For instance, Mu et al. (2024) 181

introduced a framework that prompts LLMs to gen- 182

erate topics and adhere to human guidelines for 183

refining and merging topics. Recent research has 184
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also explored different LLM-based topic model-185

ing techniques. For example, BERTopic (Grooten-186

dorst, 2022) has shown superior performance in187

terms of diversity and coherence across multiple188

datasets (Jung et al., 2024). Yet, to the best of our189

knowledge, no existing work has generated topics190

from multi-granularities.191

3 Methodology192

Analyzing social media data presents numerous193

challenges, including the overwhelming volume194

of content with high repetition and the substantial195

human effort required to explore the data. Our196

LLMTaxo framework is designed to systematize the197

chaotic nature of social media through the auto-198

mated construction of a taxonomy of factual claims.199

This taxonomy serves as a hierarchical classifica-200

tion system, enhancing the accessibility and nav-201

igability of information for users by categorizing202

claims into broad, medium, and detailed topics.203

The LLMTaxo framework initially identifies factual204

claims from social media posts, subsequently clus-205

ters similar claims to discern and select distinct206

ones, thereby reducing redundancy. It then lever-207

ages LLMs to generate topics for each distinct208

claim at multiple levels of granularity, ultimately209

constructing a structured taxonomy. This struc-210

tured taxonomy provides an organized way to man-211

age and explore factual claims from social me-212

dia platforms. The overview of our framework is213

shown in Figure 1. In this section, we first explain214

how we utilize LLMs to develop a taxonomy. We215

then describe the techniques employed for detect-216

ing factual claims and the methods used to identify217

and select distinct claims.218

3.1 Taxonomy Construction219

The primary goal of this study is to construct a220

hierarchical taxonomy. The hierarchical design is221

informed by the prototype theory (Geeraerts, 2006),222

which guides cognitive categorization. Formally,223

a hierarchical taxonomy T = (Tb, Tm, Td, fm, fd),224

that organizes a collection of factual claims C =225

{c1, c2, ..., cn} into topics at multiple levels of gran-226

ularity, ranging from broader to more fine-grained.227

Here, fm and fd define the hierarchical relation-228

ships between topics, where fm : Tm → Tb maps229

each medium topic to its corresponding broad topic,230

and fd : Td → Tm maps each detailed topic to its231

respective medium topic. Specifically, the taxon-232

omy was constructed using a three-tiered structure233

consisting of broad topic tb ∈ Tb (representing the 234

general theme), medium topic tm ∈ Tm (reflect- 235

ing intermediate distinctions), and detailed topic 236

td ∈ Td (highlighting finer aspects) for each claim. 237

Each claim c ∈ C is assigned topics at three lev- 238

els: ϕ(c) = (tb, tm, td), where ϕ is a function that 239

maps each claim c to a tuple containing its broad, 240

medium, and detailed topics. For example, con- 241

sider a factual claim c with ϕ(c) = (tb, tm, td) re- 242

lated to COVID-19 vaccine: “Myocarditis is up 243

TEN times due to the Covid Vaccine...” The broad 244

topic tb is Vaccine Safety and Effectiveness, the 245

medium topic tm is Vaccine Side Effects, and the de- 246

tailed topic td is Myocarditis Side Effect, as shown 247

on the right side of Figure 1. The hierarchical struc- 248

ture ensures that the taxonomy captures both high- 249

level themes and more nuanced distinctions across 250

factual claims. To automate the taxonomy con- 251

struction process, we create learning examples that 252

contain both factual claims and their corresponding 253

topics. The topics from the learning examples form 254

a seed taxonomy, which serves as a foundation 255

for LLM-based expansion. We prompt the LLMs 256

with both the learning examples and the seed tax- 257

onomy to generate topics for each distinct factual 258

claim. After generating topics for all claims, we 259

consolidate them to construct a refined taxonomy, 260

as shown in Figure 1. 261

3.1.1 Learning Examples and Seed Taxonomy 262

While LLMs possess broad general knowledge, 263

they are not inherently equipped to generate hi- 264

erarchical topics for factual claims across differ- 265

ent granularities specific to our needs. Our ini- 266

tial experiments indicated that LLMs often pro- 267

duce inconsistent topics for similar claims, leading 268

to an unwieldy number of categories that hinder 269

comprehension, as further detailed in Section 4.4. 270

To mitigate this issue, we propose to incorporate 271

a seed taxonomy S derived from a set of sam- 272

ple factual claims. This initial taxonomy aids 273

the LLMs by providing a foundation to expand 274

upon. We manually create k learning examples 275

L = {(c1, tb1 , tm1 , td1), ..., (ck, tbk , tmk
, tdk)}, 276

representing claims with their respective topics 277

at each level of granularity. The topics from 278

the k claims form the seed taxonomy, denoted 279

as S = {(tb1 , tm1 , td1), ..., (tbk , tmk
, tdk)}. These 280

learning examples and the seed taxonomy facilitate 281

few-shot in-context learning, helping to stabilize 282

the variation and number of topics generated. The 283

size k of learning examples varies across datasets. 284
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Figure 1: The LLMTaxo framework.

To compile the learning examples and the seed285

taxonomy, we randomly select a subset R ⊂ C con-286

taining m distinct claims for annotation. Recogniz-287

ing that direct human annotation is labor-intensive288

and the annotation requires high accuracy and con-289

sistency, we employ GPT-3.5 (Brown et al., 2020)290

to assist in topic annotation for these claims.291

Each claim ci ∈ R is processed by the LLMs,292

which is prompted to generate topics at three levels293

of granularity. After evaluating the LLM-generated294

topics, we refine and annotate each claim ci with295

(tbi , tmi , tdi). The LLM-guided process reduces296

manual effort and allows for tailored annotations297

based on specific requirements, which is adaptable298

across various domains. Below is an example of299

the prompt used for the COVID-19 vaccine dataset:300

You will be given a tweet related to301

COVID-19 vaccine. Please generate topics for302

the tweet from different granularities such as303

broad topic, medium topic, and detailed topic.304

Each generated topic should be no more than305

eight words and you should try to minimize the306

number of topics generated.307

To achieve consistency and minimize topic vari-308

ation, we restrict the number of topics and assign309

identical topics to claims within the same category.310

Note that no all factual claims have three-level top-311

ics, as some may be too brief or ambiguous to be312

categorized distinctly into broad, medium, and de-313

tailed topics. In such cases, the claim may align314

with only one or two topic levels. Upon annotat-315

ing all m claims, we reviewed the most frequently316

occurring broad topics and established representa-317

tive sets. The topics from the final set of k factual318

claims form the seed taxonomy S. The k claim-319

topic pairs are used as learning examples L. The320

seed taxonomy and the learning examples guide 321

the LLMs to generalize the task of topic generation 322

across a diverse range of claims while ensuring 323

consistent and structured outputs. 324

3.1.2 Multi-level Topic Generation 325

To automate the taxonomy construction process 326

and minimize the human effort, we employed 327

LLMs to generate (tb, tm, td) for each factual claim 328

c ∈ C. The learning examples L and the seed tax- 329

onomy S are utilized as part of the prompt for the 330

LLMs. Specifically, the prompt consists of li ∈ L, 331

the seed taxonomy S, the instruction and ques- 332

tions that ask LLMs to produce the broad, medium, 333

and detailed topics for ci, and the answer to the 334

question (i.e., corresponding (tbi , tmi , tdi) of ci). 335

After the LLMs learn from the k examples, it is 336

provided with a new claim cj and asked to gen- 337

erate new topics (tbj , tmj , tdj ) for cj . Due to the 338

limited context length of the LLMs, one prompt 339

generates (tbj , tmj , tdj ) for only one cj . This gen- 340

eration process is iterated until finishing generat- 341

ing (tbj , tmj , tdj ) for all cj ∈ C. All the LLM- 342

generated (tbj , tmj , tdj ) form Tb, Tm, and Td. The 343

prompt is detailed in Figure 2 in Appendix A. 344

3.1.3 Topics Consolidation 345

After the LLMs generate the topics for each claim, 346

we consolidate the results to build the taxonomy. 347

Medium topics that align with the same broad topic 348

are treated as child nodes of that broad topic, and 349

detailed topics are similarly considered child nodes 350

of their respective medium topics. Formally, we 351

employ two functions: fm : Tm → Tb, which 352

maps each medium topic to a broad topic, and 353

fd : Td → Tm, which maps each detailed topic to 354

a medium topic. Therefore, every medium topic is 355
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associated with a broad topic: ∀tm ∈ Tm, ∃tb ∈356

Tb such that fm (tm) = tb; similarly, every de-357

tailed topic is associated with a medium topic:358

∀td ∈ Td, ∃tm ∈ Tm such that fd (td) = tm.359

For instance, consider two claims c1 and c2 with360

ϕ(c1)=(Vaccine Safety and Effectiveness, Vaccine361

aSide Effects, t(1)d ) and ϕ(c2)=(“Vaccine Safety and362

Effectiveness,” “Vaccine Injury,” t(2)d ). By applying363

fm, we get fm(“Vaccine Side Effects”)=“Vaccine364

Safety and Effectiveness” and fm(“Vaccine In-365

jury”)=“Vaccine Safety and Effectiveness.” This366

establishes that “Vaccine Side Effects” and “Vac-367

cine Injury” are child nodes of “Vaccine Safety and368

Effectiveness.” In this way, we establish a hierarchi-369

cal structure of topics. This structure ensures that370

related topics are appropriately grouped, forming371

the final taxonomy T .372

3.2 Claim Detection373

Social media data contains a wide range of content,374

including personal opinions, personal experiences,375

and entertainment. Prior to taxonomy construction,376

we apply claim detection to identify social media377

posts that are more likely to contain factual claims,378

which could potentially carry misinformation. We379

employed a pioneering model, ClaimBuster (Has-380

san et al., 2017), for detecting check-worthy factual381

claims. This model assigns a score to each sen-382

tence or paragraph, indicating the likelihood of it383

being a check-worthy factual claim. A higher score384

suggests a greater likelihood of check-worthiness.385

We set a threshold of 0.5 as it effectively balances386

precision and recall in identifying check-worthy387

claims. Posts that scored above this threshold were388

retained for further steps of LLMTaxo. This ap-389

proach reduced the dataset to a more manageable390

subset (see Section 4.1 for details). It also ensures391

that the retained posts are more likely to contain392

check-worthy factual information relevant to our393

taxonomy construction.394

3.3 Identifying Distinct Claims395

Many factual claims on social media platforms are396

frequently repeated or rephrased. For example, the397

posts “BREAKING: Pentagon rescinds COVID-19398

vaccine mandate” and “The Pentagon officially re-399

scinds COVID-19 vaccine mandate” convey the400

same factual claim but are phrased slightly differ-401

ently. To reduce redundancy and focus on unique402

claims, we applied clustering to group identical403

or nearly identical factual claims. We used HDB-404

SCAN (Campello et al., 2013) due to its ability to 405

handle noise and detect outliers, which is particu- 406

larly useful given that many posts do not closely re- 407

semble others and should form individual clusters. 408

To capture the semantic meaning of each claim, 409

we employed Sentence-BERT (Reimers, 2019) to 410

generate dense vector representations. After clus- 411

tering, we identified distinct claims by selecting 412

the first post from each cluster while excluding the 413

outlier cluster. Each cluster represents a distinct 414

factual claim, and the identified claims C form the 415

foundation for taxonomy construction. The outliers 416

represent infrequently discussed content, whereas 417

we only focus on content that appears multiple 418

times. Repeated exposure to information increases 419

belief in its accuracy (Pennycook et al., 2018), un- 420

derscoring the significance of identifying widely 421

circulated claims. 422

4 Experiments 423

4.1 Datasets 424

To evaluate our method, we conducted experiments 425

on three social media datasets, each covering a spe- 426

cific topic: COVID-19 Vaccine, Climate Change, 427

and Cybersecurity, denoted as CV, CC and CS, re- 428

spectively. These datasets were collected from two 429

social media platforms to ensure diversity in the 430

content and structural characteristics of the posts. 431

COVID-19 Vaccine (CV). We collected tweets 432

related to the COVID-19 vaccine using Wild- 433

fire (Zhang et al., 2024b). For this dataset, we 434

targeted tweets containing various keyword vari- 435

ations related to the COVID-19 vaccine, such as 436

covid19 vaccination, covid-19 vaccine, and covid 437

vax. The data collection period spanned from Jan- 438

uary 1, 2023 to April 25, 2023, resulting in a total 439

of 384,676 tweets. After applying claim detec- 440

tion aforementioned in Section 3.2, 232,368 tweets 441

were retained for distinct claim identification. 442

Climate Change (CC). For the climate change 443

dataset, we utilized CrowdTangle (CrowdTangle, 444

2024)—a now-discontinued tool as of August 445

2024—to collect Facebook posts related to climate 446

change. We retrieved posts containing the keyword 447

climate change between January 1, 2024, and May 448

7, 2024, yielding a total of 229,913 posts. After 449

applying claim detection, we retained 89,412 posts. 450

Cybersecurity (CS). We collected Facebook 451

posts related to cybersecurity using CrowdTangle, 452

with the keyword “cybersecurity.” The collection 453

period also spans from January 1, 2024 to May 7, 454
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2024. Initially, 107,905 posts were gathered, and455

after claim detection, 38,530 posts were retained.456

4.2 Implementation Details457

For the HDBSCAN clustering model, we set the458

minimum cluster size to 3 for the CV dataset. The459

minimum cluster size for CC and CS datasets was460

set to 2 because they have fewer posts, and we461

hoped to avoid the majority of posts being classi-462

fied as outliers. We also set a maximum cluster size463

of 3,000 to prevent the formation of overly large464

clusters. We noticed some clusters share identical465

posts, the reason for which is that Sentence-BERT466

may generate slightly different vector embeddings467

for the same sentence (Reimers, 2019). To avoid468

duplication, we only keep the same post once in469

the distinct claims C. The final numbers of dis-470

tinct claims for CV, CC, and CS datasets are 8,103,471

14,408, and 5,731, respectively.472

For taxonomy construction, we employed two473

LLMs, Zephyr (Tunstall et al., 2023) and GPT-4o474

mini (OpenAI, 2024), for performance compari-475

son. Zephyr is selected for its competitive perfor-476

mance in language understanding tasks among all477

7-billion-parameter LLMs (Chiang et al., 2024),478

while GPT-4o mini is chosen for its balance of479

cost-efficiency and performance. For each dataset,480

we randomly selected 100 distinct factual claims481

and annotated them with broad, medium, and de-482

tailed topics. From annotated factual claims, we483

then chose representative samples based on their484

frequency of occurrence to serve as learning exam-485

ples for the LLMs. These annotated claims were486

used to guide the LLMs in generating topics for the487

distinct claims C identified through clustering. To488

minimize the variability in the output, we set the489

temperature parameter of both models to 0.001. All490

experiments were conducted on three A100 GPUs.491

4.3 Results492

4.3.1 Clustering493

The statistics of the clusters are shown in Table 1.494

To evaluate the clusters, we used Silhouette Co-495

efficient (Rousseeuw, 1987). Since HDBSCAN496

was employed, the outlier cluster was excluded dur-497

ing the evaluation. The CV dataset achieved the498

highest silhouette score of 0.940, reflecting highly499

cohesive and well-separated clusters. Although the500

CC and CS datasets have lower scores of 0.488 and501

0.554, these still indicate reasonably good cluster502

quality. The variation in silhouette scores of dif-503

ferent datasets can be attributed to differences in504

dataset characteristics, particularly the greater spar- 505

sity in Facebook posts, and the Facebook posts are 506

usually lengthier, making it more challenging for 507

clustering. These results suggest that the method 508

performs reasonably well across diverse datasets, 509

even with different clustering configurations. 510

Datasets Posts Clusters Outliers

CV 232,368 10,995 25,962
CC 89,412 15,794 42,923
CS 38,530 7,398 15,946

Table 1: Cluster statistics for different datasets.

4.3.2 Multi-level Topic Generation 511

The statistics of the generated topics across each 512

dataset are presented in Table 3—the rows labeled 513

“w/” under the method column. It is evident that 514

GPT-4o mini demonstrates a more effective ability 515

than Zephyr in limiting the number of broad and 516

medium topics to a narrower range. However, we 517

observed that some generated topics were associ- 518

ated with only a few factual claims. To enhance the 519

taxonomy’s readability, we consolidated broad top- 520

ics that appear fewer than 50 times into a new broad 521

category labeled “Other.” For medium and detailed 522

topics, we retained those with occurrences exceed- 523

ing 4 for medium topics and 3 for detailed topics, 524

respectively. Topics with fewer occurrences were 525

grouped under “Other” topic within their respective 526

parent topics. After merging, the topic statistics of 527

each dataset are shown in Table 2. This approach 528

limits the taxonomy to a more manageable size. 529

Dataset Model Broad
Topic

Medium
Topic

Detailed
Topic

CV Zephyr
GPT-4o mini

11
8

66
18

114
110

CC Zephyr
GPT-4o mini

8
7

146
46

163
229

CS Zephyr
GPT-4o mini

10
9

48
25

32
61

Table 2: Topic counts after merging less frequent topics.

4.4 Ablation Study 530

To evaluate the effectiveness of the presence of the 531

seed taxonomy in the prompt, we conducted ex- 532

periments with removing the seed taxonomy from 533

the prompt. Specifically, we only provide the LLM 534

with instruction, learning examples, and the target 535

factual claim. The total topic counts with and with- 536

out seed taxonomy are shown in Table 3. We can 537

see that adding the seed taxonomy to the prompt 538
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effectively restricts the taxonomy size, reducing539

the number of broad topics by up to 99.5%.540

Dataset Model Method Broad
Topic

Medium
Topic

Detailed
Topic

CV
Zephyr

w/o 839 1585 6553
w/ 125 (85.1% ↓) 899 (43.3% ↓) 6060 (7.5% ↓)

GPT-4o mini
w/o 1028 2301 6399
w/ 12 (98.8% ↓) 41 (98.2% ↓) 2073 (67.6% ↓)

CC
Zephyr

w/o 1046 3831 12977
w/ 124 (88.1% ↓) 1092 (71.5% ↓) 7414 (42.9% ↓)

GPT-4o mini
w/o 1668 4998 12638
w/ 8 (99.5% ↓) 274 (94.5% ↓) 8722 (31.0% ↓)

CS
Zephyr

w/o 377 1684 5340
w/ 126 (66.6% ↓) 656 (61.0% ↓) 3376 (36.8% ↓)

GPT-4o mini
w/o 688 2184 5335
w/ 12 (98.3% ↓) 111 (94.9% ↓) 4887 (8.4% ↓)

Table 3: Topic counts for different datasets with and
without prompting seed taxonomy.

5 Evaluation541

We assessed LLMTaxo from two aspects: 1) the qual-542

ity of the taxonomy, and 2) the appropriateness of543

the generated topics for the factual claims. We en-544

gaged both human evaluators and GPT-4 (Achiam545

et al., 2023), applying two sets of evaluation met-546

rics that we have developed to evaluate each aspect.547

The effectiveness of using LLMs for model perfor-548

mance evaluation has been validated by previous549

studies (Fu et al., 2024; Liu et al., 2023). Identical550

instructions and metrics were provided to human551

and GPT-4 evaluators. They were instructed to552

rate each criterion on a scale from 1 to 5, where 5553

indicates the highest quality and 1 the lowest.554

To evaluate the quality of taxonomies, we pre-555

sented taxonomies generated by Zephyr and GPT-556

4o mini across the three datasets to the evaluators.557

For the evaluation of the claim-topic suitability,558

we randomly selected 50 factual claims along with559

their corresponding lowest-level topics (i.e., leaf560

nodes of the taxonomy) generated by both models561

from each dataset, resulting in a total of 100 claim-562

topic pairs per dataset. We exclusively evaluated563

the leaf node topics with claims, as the broader tax-564

onomy quality had already been assessed in taxon-565

omy quality evaluation, making further evaluation566

of higher-level topics unnecessary. Note that not567

all claims involve three-level topics, as mentioned568

in Section 3.1.1. Therefore, we focused our eval-569

uation on the leaf node topics. To mitigate bias,570

we shuffled the claim-topic pairs from both mod-571

els before presenting them to the evaluators. Both572

human evaluators and GPT-4 reviewed these pairs573

using our predefined metrics. Evaluators were also574

required to provide rationales for their scores. The575

evaluation prompt is detailed in Appendix C.576

5.1 Taxonomy Evaluation 577

To design the taxonomy evaluation metrics, we 578

adopted the Goal Question Metric (GQM) ap- 579

proach (Caldiera and Rombach, 1994) and con- 580

sulted existing metrics from Kaplan et al. (2022). 581

Due to differences in our tasks, we retained only the 582

orthogonality and completeness metrics from Ka- 583

plan et al. (2022). We further refined these metrics 584

to better align with our objectives and introduced 585

additional metrics tailored to our evaluation needs. 586

Each metric is defined with a clear goal, a guid- 587

ing question, and specified evaluation criteria. An 588

overview of the metrics is provided below, with 589

comprehensive details available in Appendix B. 590

Clarity. The goal is to ensure that each topic la- 591

bel communicates its content effectively to avoid 592

confusion. To assess whether the topic labels are 593

clear, precise, and unambiguous, we evaluate preci- 594

sion, unambiguity, consistency, and accessibility. 595

Hierarchical Coherence. The goal is to ensure 596

that the taxonomy’s structure facilitates easy nav- 597

igation and understanding by clearly organizing 598

information from the most general to the most 599

specific. To assess whether the taxonomy follows 600

a clear and meaningful hierarchical structure, we 601

evaluate gradational specificity, parent-child coher- 602

ence, and consistency. 603

Orthogonality. The goal is to maintain distinct 604

boundaries between topics to ensure that each topic 605

captures unique aspects of the domain. To assess 606

whether the topics are well-differentiated without 607

duplication, we evaluate non-overlap. 608

Completeness. The goal is to cover as many ar- 609

eas of the topic to ensure the taxonomy is compre- 610

hensive. To assess whether the taxonomy captures 611

a broad and representative set of topics across dif- 612

ferent aspects of the domain, we evaluate domain 613

coverage, depth, and balance. 614

For each metric, we calculated the average score 615

of the evaluation criteria for each human evalua- 616

tor. We then computed the mean of these averages 617

across the three human annotators. The evaluation 618

scores are presented in Table 4. The results affirm 619

the overall efficacy of LLMTaxo, with taxonomies 620

generally receiving high ratings (above 3.3 across 621

all metrics). Notably, GPT-4o mini consistently 622

outperformed Zephyr, suggesting its greater suit- 623

ability for taxonomy construction. Human eval- 624

uators tended to give higher scores than GPT-4, 625

particularly for Zephyr, indicating possibly stricter 626

criteria or different interpretations of taxonomy 627
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quality by GPT-4. It is also conceivable that GPT-628

4 shares more similarities with GPT-4o mini than629

with Zephyr. The models generally scored well on630

clarity and completeness, indicating their effective-631

ness in producing clear, precise and comprehensive632

topic labels. GPT-4o mini also scores highly in633

hierarchical coherence, suggesting it does well in634

structuring information from general to specific in635

a meaningful way. Orthogonality has slightly lower636

scores compared to others, particularly for Zephyr,637

which may indicate some overlap or less distinct638

boundaries between topics.639

Dataset Evaluator Model M1 M2 M3 M4 Ac Gr

CV
Human

Zephyr 4.2 4.0 3.4 4.3 4.3 4.1
GPT-4o mini 4.3 4.2 3.8 4.7 3.8 3.8

GPT-4
Zephyr 3.5 3.7 3.0 3.7 3.9 4.6

GPT-4o mini 4.3 4.3 4.0 4.7 4.0 4.4

CC
Human

Zephyr 4.6 4.2 3.9 4.6 3.4 4.6
GPT-4o mini 4.7 4.7 4.2 4.8 4.0 4.0

GPT-4
Zephyr 3.5 3.3 4.0 4.0 3.3 3.4

GPT-4o mini 4.3 4.0 4.5 4.3 3.7 4.1

CS
Human

Zephyr 4.3 3.9 3.7 4.4 3.9 4.0
GPT-4o mini 4.5 4.0 4.0 4.6 4.4 4.2

GPT-4
Zephyr 3.3 3.0 3.0 3.3 3.8 4.3

GPT-4o mini 4.3 4.7 3.5 4.7 4.1 4.9

Table 4: Taxonomy and claim-topic pairs evaluation
scores for different models across datasets. In the ta-
ble, M1, M2, M3, M4, Ac, and Gr represent Clarity,
Hierarchical Coherence, Orthogonality, Completeness,
Accuracy, and Granularity, respectively.

5.2 Claim-Topic Evaluation640

To assess how well the LLM-generated topics align641

with their corresponding factual claims, we per-642

formed evaluation on two aspects: accuracy and643

granularity. As we had already evaluated the taxon-644

omy, which includes the relationship among broad,645

medium, and detailed topics in Section 5.1, we only646

evaluate claims and their leaf node topics. The de-647

tailed illustration of the evaluation metrics is:648

Accuracy. This criterion assesses how accurately649

the leaf node topics reflect the content and context650

of the corresponding factual claims. This involves651

determining if the topics are relevant and if they cor-652

rectly represent the underlying information without653

misinterpretation or error.654

Granularity. This criterion evaluates the speci-655

ficity of the leaf node topics. This involves deter-656

mining whether the topics are detailed enough to657

uniquely categorize and differentiate between fac-658

tual claims, yet broad enough to maintain practical659

applicability across multiple claims.660

After human evaluators rated each claim-topic661

pair, we calculated the average scores for each 662

dataset separately for Zephyr and GPT-4o mini, as 663

shown in Table 4. The evaluations highlight the dis- 664

tinct strengths of Zephyr and GPT-4o mini. Zephyr 665

demonstrated consistent granularity across datasets 666

but showed variable accuracy, with its strongest per- 667

formance in the CV dataset. GPT-4o mini exhibited 668

strong granularity, particularly in the CS dataset 669

where it scored a high of 4.9. Although it generally 670

scored lower than Zephyr’s in the CV dataset, it 671

was competitive in the CC and CS datasets. The 672

brevity and limited context of tweets in the CV 673

dataset may have posed challenges for achieving 674

high accuracy. In contrast, Facebook posts (CC and 675

CS) likely provided more verbose and detailed con- 676

tent, which might have helped in achieving higher 677

scores for GPT-4o mini. 678

5.3 Error Analysis 679

Based on the feedback from the human evalua- 680

tors, errors in the taxonomies can be categorized 681

into three types: 1) overlapping of topics, 2) lack 682

of specificity in topic labels, and 3) generation 683

of noisy data. For criteria receiving lower score 684

in taxonomy evaluation, evaluators highlighted is- 685

sues caused by overlapping and similar topic la- 686

bels, such as “Vaccine Mandates” versus “COVID- 687

19 Vaccine Mandates” or “Cybersecurity Levy on 688

Transactions” versus “Cybersecurity Levy on Bank 689

Transactions” Additionally, there are ambiguous 690

labels, such as “Lawsuits” and “Cybersecurity,” 691

which lack specificity. For the claim-topic pairs 692

evaluation, some detailed topics directly replicate 693

the factual claims. In addition, the LLMs may gen- 694

erate irrelevant data, producing detailed topics such 695

as “not mentioned in the given post.” These points 696

highlight areas where LLM performance can be re- 697

fined to improve taxonomy accuracy and relevance. 698

6 Conclusion 699

In this study, we introduced LLMTaxo, a novel 700

framework that leverages LLMs to construct tax- 701

onomies of factual claims from social media. 702

Through evaluations across three distinct datasets, 703

our approach demonstrated effectiveness in or- 704

ganizing claims into hierarchical structures with 705

broad, medium, and detailed topics. The results 706

highlight the framework’s potential in reducing re- 707

dundancy, improving information accessibility, and 708

assisting researchers, fact-checkers, and policymak- 709

ers in navigating online factual claims. 710

8



Limitation711

Semantic variability presents another challenge,712

as similar claims may be expressed in different713

ways. Although the framework reduces the large714

portion of redundancy through clustering, subtle715

differences in wording can lead to semantically sim-716

ilar claims being categorized separately, potentially717

affecting the coherence of the generated taxonomy.718

The framework’s reliance on LLMs such as719

Zephyr and GPT-4o mini also introduces potential720

limitations. These models, while powerful, may721

generate inconsistent or irrelevant topics for certain722

factual claims, which can impact the overall quality723

and reliability of the taxonomy. Despite efforts to724

automate the process, manual intervention remains725

necessary for refining and annotating learning ex-726

amples. This introduces subjectivity, which may727

affect the consistency of the taxonomy.728

Scalability poses an additional challenge. While729

LLMTaxo is designed to be adaptable across differ-730

ent domains, its performance may be constrained731

when applied to larger datasets with a broader range732

of topics. The computational demands associated733

with LLM-based topic generation could also limit734

its feasibility for large-scale applications.735

Ethics and Risks736

The deployment of LLMTaxo could potentially raise737

ethical considerations and risks. One key concern738

is bias in topic generation. Since LLMs are trained739

on vast amounts of pre-existing data, they may in-740

advertently reflect biases present in those sources.741

This can lead to biased topic categorizations, af-742

fecting the neutrality and fairness of the taxonomy.743

Identifying and mitigating such biases is crucial to744

maintaining objectivity.745

Privacy considerations must also be addressed,746

as social media posts used in the study may contain747

personal information. Steps have been taken to748

anonymize and aggregate the data, but ongoing749

vigilance is required to ensure compliance with750

ethical guidelines and protect individual privacy.751

The framework could also be susceptible to mis-752

use. Malicious actors may attempt to manipulate753

the taxonomy to frame narratives that align with754

specific agendas. To counteract this risk, trans-755

parency in methodology and responsible use of the756

framework should be prioritized.757

Finally, the taxonomy has the potential to influ-758

ence public perception of factual claims on social759

media. Care must be taken to ensure that it presents760

an accurate, balanced, and comprehensive view of 761

claims, avoiding any unintentional misrepresenta- 762

tion of content. 763
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A Prompt for Topic Generation and 1005

Sample Results 1006

There are k learning examples used to guide the 1007

LLMs in generating a broad topic, a medium topic, 1008

and a detailed topic for each factual claim, as shown 1009

in Figure 2. Each prompt example contains a fac- 1010

tual claim, a list of topic sets from the k annotated 1011

factual claims (i.e., seed taxonomy), a question 1012

asking the LLMs to generate broad, medium, and 1013

detailed topics for the claim, and the answer to the 1014

question. In the question, the LLMs are instructed 1015

to prioritize generating topics from the existing top- 1016

ics. If none of the existing topics align well with 1017

the claim, the LLMs are then directed to generate 1018

new topics. This instruction ensures that the LLMs 1019

produce a limited number of topics. This prompt is 1020

iterated through all the factual claims to generate 1021

topics for them. A sample of the generated results 1022

from the three datasets are shown in Table 5. 1023

B Evaluation Metrics 1024

This section provides a detailed explanation of the 1025

taxonomy evaluation metrics. 1026
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Figure 2: Prompt used to generate topics for each claim.

Clarity. Assess whether the topic labels are clear,1027

precise, and unambiguous.1028

Purpose: Ensure that each topic label communi-1029

cates its content effectively to avoid confusion.1030

Evaluation Criteria:1031

• Precision: Each topic label uses specific and1032

well-defined terms.1033

• Unambiguity: Topic labels should have only1034

one interpretation, preventing misunderstand-1035

ing.1036

• Consistency: Use of terminology is consistent1037

across all levels of the taxonomy.1038

• Accessibility: Language is straightforward,1039

avoiding jargon where possible unless it is1040

standard within the covered domain.1041

Hierarchical Coherence. Assess whether the1042

taxonomy follows a clear and meaningful hierar-1043

chical structure.1044

Purpose: Ensure that the taxonomy’s structure 1045

facilitates easy navigation and understanding by 1046

clearly organizing information from the most gen- 1047

eral to the most specific. 1048

Evaluation Criteria: 1049

• Gradational Specificity: There is a logical pro- 1050

gression from broader to more specific cate- 1051

gories. 1052

• Parent-Child Coherence: Parent-child rela- 1053

tionships are well-formed, ensuring that child 1054

nodes logically belong to their parent nodes. 1055

• Consistency: The hierarchy maintains consis- 1056

tent levels of detail throughout the taxonomy, 1057

ensuring that no topics are too broad or too 1058

narrow relative to others at the same level. 1059

Orthogonality. Assess whether the topics are 1060

well-differentiated without duplication. 1061

Purpose: Maintain distinct boundaries between 1062

topics to ensure that each topic captures unique 1063
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Dataset Claim Broad Topic Medium
Topic

Detailed
Topic

COVID-19
Vaccine

John Stockton boldly suggests ’thousands’ of
pro athletes died after Covid vaccine shot
https://t.co/nXbt6Apm2q via @marca

Vaccine
Safety and
Effectiveness

Vaccine
Side Effects

Vaccine-
Related
Injuries and
Deaths

COVID-19
Vaccine

A lot of people in ‘stage 4 cancer’ after #Covid #Vaccine
https://t.co/z0YAqGgQrL

Vaccine
Safety and
Effectiveness

Vaccine
Side Effects

Cancer Side
Effect

Climate
Change

Climate change is an existential threat to humanity. On
Earth Day and every day, we remain committed to taking
the most aggressive climate action ever.

Activism and
Public Aware-
ness

Climate Ad-
vocacy

Aggressive
Climate
Action

Climate
Change

Climate change causes Dry spell in Kashmir, The
weather in Kashmir is warmer than Delhi and Chandi-
garh, No snow rain in Kashmir During Chillai Kalan

Environmental
Impact

Global
Warming

Climate
Change
Effects in
Kashmir

Cybersecurity CBN Exempts 16 Items from Cybersecurity
Levy...including Salary, Loans, Pension, Dona-
tions

Policies and
Governance

Government
Regula-
tions

Cybersecurity
Levy Ex-
emptions

Cybersecurity Streaming giant Roku has recently been targeted by a
pair of cyberattacks, and the company confirmed over a
half million Roku accounts were compromised.

Threats Cyberattacks Roku
Account
Compro-
mise

Table 5: Factual claims and their topics generated by GPT-4o mini in different datasets.

aspects of the domain.1064

Evaluation Criteria:1065
• Distinctiveness: Topics at each level progres-1066

sively add meaningful distinctions rather than1067

just rephrasing broader topics.1068

• Non-overlap: For each topic, there is mini-1069

mal to no overlap in the scope or content with1070

other topics. Note that the topics with dif-1071

ferent parent topics are always different. For1072

example, the medium topic “Vaccine Safety”1073

under broad topic “Public Opinion” is essen-1074

tially “Public Opinion about Vaccine Safety”1075

and distinctly different from “Vaccine Safety”1076

under “Government Policies.” To minimize1077

redundancy, we use succinct descriptions that1078

are sufficient to convey the distinct meaning1079

of each topic.1080

Completeness. Assess whether the taxonomy1081

captures a broad and representative set of topics1082

across different aspects of the domain.1083

Purpose: Cover as many areas of the topic to1084

ensure the taxonomy is comprehensive.1085

Evaluation Criteria:1086
• Domain Coverage: The taxonomy covers a1087

variety of significant aspects of the domain it1088

represents.1089

• Depth: The taxonomy provides sufficient1090

depth in each branch to capture nuanced dis-1091

tinctions within topics.1092

• Balance: The topics are evenly distributed 1093

across the taxonomy. This involves assess- 1094

ing whether some branches are disproportion- 1095

ately detailed while others are underdevel- 1096

oped, which could lead to an imbalance that 1097

might skew the taxonomy’s effectiveness and 1098

navigability. 1099

Note that the intrinsic evaluation criteria of the 1100

metrics cannot completely eliminate overlap due to 1101

the inherent characteristics of taxonomy. 1102

C GPT-4 Prompt for Evaluation 1103

C.1 Prompt for Evaluating Taxonomy 1104

I used LLMs to construct taxonomy and now I 1105

need to evaluate the taxonomy. I created some 1106

metrics to evaluate it. The [Taxonomy file name] 1107

uploaded contains the taxonomy with three-level 1108

topics. Please use the metrics in the [Metrics file 1109

name] to evaluate the taxonomy in [Taxonomy file 1110

name]. Please read each metric and understand 1111

them clearly, and then rate the metrics from 1-5, 1112

where 5 is the highest quality and 1 is the lowest. 1113

Please also provide judgments for your score and 1114

ignore the topic “Other” during evaluation. 1115

C.2 Prompt for Evaluating Claim-Topic Pairs 1116

I used LLMs to generate topics from three levels 1117

for factual claims. Now I need to evaluate ONLY 1118
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the detailed topics from two aspects: **accuracy**1119

and **granularity**. Here are the two aspects: Ac-1120

curacy: This criterion assesses how accurately the1121

leaf node topics reflect the content and context of1122

the corresponding factual claims. This involves de-1123

termining if the topics are relevant and if they cor-1124

rectly represent the underlying information without1125

misinterpretation or error. Granularity: This crite-1126

rion evaluates the specificity of the leaf node topics.1127

This involves determining whether the topics are1128

detailed enough to uniquely categorize and differ-1129

entiate between factual claims, yet broad enough1130

to maintain practical applicability across multiple1131

claims. If there is no detailed topic for a claim then1132

evaluate the medium topic. If there is no medium1133

topic existing, then evaluate broad topic.1134

Please read the evaluation metrics carefully and1135

evaluate the claim-topic pairs and give one score1136

for accuracy and one score for granularity for each1137

claim-topic pair. The score ranges from 1-5, with 51138

being the best and 1 being the worst.1139

«EXAMPLES»1140

«EXAMPLE 1»1141

Factual claim: I worked for 18 months to end1142

Biden’s unscientific and unethical military COVID1143

vaccine mandate. Thanks to your phone calls and1144

letters, we gained 92 sponsors on HR 3860. Re-1145

peal of the mandate just became a reality with the1146

signing of the NDAA. Now let’s end the other man-1147

dates.1148

broad topic: Government Policies; medium1149

topic: Vaccine Mandates; detailed topic: Oppo-1150

sition to Vaccine Mandates.1151

Accuracy: 5. Granularity: 5.1152

«EXAMPLE 2»1153

Factual claim: Myocarditis is up TEN times due1154

to the Covid Vaccine... Nearly 30 % of young peo-1155

ple have measurable cardiac injuries post-vaccine..1156

The CDC is LYING about this. . .1157

broad topic: Vaccine Safety and Effectiveness;1158

medium topic: Vaccine Side Effects; detailed topic:1159

Myocarditis Side Effect1160

Accuracy: 5. Granularity: 5.1161

«EXAMPLE 3»1162

factual claim: Graphen oxide resonates at 26ghz1163

microwaves from a 5G cell towers that’s in the1164

COVID vaccine! You can neutralise the EMF and1165

5G radiation from mobile devices and detox from1166

heavy metals.1167

broad topic: Political and Societal Implications;1168

medium topic: Conspiracy Theories1169

Accuracy: 5. Granularity: 5.1170

«EXAMPLE 4» 1171

factual claim: Study published in Dec. 2020 1172

proved COVID Vaccines could cause Strokes, 1173

Alzheimer’s, Parkinson’s, Multiple Sclerosis, and 1174

Autoimmune Disorder – Is there any wonder why 1175

the Five Eyes; Europe have suffered 2 Million Ex- 1176

cess Deaths in the past 2 years? 1177

broad topic: Vaccine Safety and Effectiveness; 1178

medium topic: Scientific and Medical Discus- 1179

sions; detailed topic: Discussions about Strokes, 1180

Alzheimer’s, Parkinson’s, Multiple Sclerosis, and 1181

Autoimmune Disorder. 1182

Accuracy: 4. Granularity: 2. 1183

«EXAMPLE 5» 1184

factual claim: ’The doctor said that the probable 1185

cause of her heart attack was the vaccine, but he 1186

was too scared to put that on the report.’ South 1187

African politician Jay Naidoo reacts to the South 1188

African court being asked to conduct a judicial 1189

review of the Covid vaccine. 1190

broad topic: Political and Societal Implications; 1191

medium topic: Vaccine Injury; detailed topic: 1192

Court Review of Covid Vaccine. 1193

Accuracy: 2. Granularity: 5. 1194

«END EXAMPLES» 1195

Now, please evaluate the topics for the following 1196

claim-topic pairs and only provide the scores for 1197

accuracy and granularity separated by a comma. 1198

For example. 3, 4. 1199

Claim: {claim} 1200

Broad Topic: {broad_topic} 1201

Medium Topic: {medium_topic} 1202

Detailed Topic: {detailed_topic} 1203

D Use of AI Assistants 1204

Some of our code was developed using GitHub 1205

Copilot, and the writing was polished using Chat- 1206

GPT and Grammarly. 1207

E Human Evaluators 1208

The human evaluators involved in the human eval- 1209

uation are lab members of the research team. 1210
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