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Abstract

Well-calibrated model confidence scores can001
improve the usefulness of text generation mod-002
els. For example, users can be prompted to003
review predictions with low confidence scores,004
to prevent models from returning bad or poten-005
tially dangerous predictions. To be practically006
useful, these scores need to be well calibrated007
with the quality of the output. However, con-008
fidence metrics are not always well calibrated009
in text generation. One reason is that in genera-010
tion, there can be many valid answers, which011
previous methods do not always account for.012
Hence, a confident model could assign proba-013
bility to many sequences because they are all014
valid, and not because it is unsure about how015
to perform the task. We propose task-agnostic016
confidence metrics suited to generation, which017
rely solely on model probabilities without the018
need for further fine-tuning or heuristics. Using019
these, we are able to improve the calibration of020
BART and Flan-T5 on summarization, transla-021
tion, and question answering datasets.022

1 Introduction023

Confidence scores are scores derived from a024

model’s output which reflect its self-estimation of025

the output’s quality. These scores can be used in026

real-world applications to flag uncertain predictions027

in automated decision-making systems (Malinin028

and Gales, 2021), which could prompt further hu-029

man review (Xiao et al., 2020), or force the model030

to abstain from answering when unsure (Liu et al.,031

2020; Kamath et al., 2020). To be useful, we want032

these scores to correlate with the output’s quality.033

A common approach to estimating confidence is034

through probability-based methods, which rely on035

the probabilities assigned by the model to output036

tokens. Most existing methods focus on the se-037

quence with the highest probability, which we refer038

to as the top sequence (Murray and Chiang, 2018;039

Zablotskaia et al., 2023; Huang et al., 2023; Zhao040

et al., 2020; Perlitz et al., 2023; Malinin and Gales,041

2021). A high probability for the top sequence sug- 042

gests strong confidence in a particular prediction, 043

while a lower value indicates uncertainty. 044

This approach is effective for tasks with a single 045

correct answer. However, it faces significant chal- 046

lenges when applied to tasks with multiple valid 047

outputs, as in many generation tasks. In such cases, 048

a low top probability may not reflect a lack of con- 049

fidence but rather that the model has identified sev- 050

eral valid sequences (See Figure 1). Ideally, for 051

open-ended tasks, a confident model would dis- 052

tribute high probabilities across multiple good se- 053

quences while assigning lower probabilities to less 054

suitable options, while in classification, confidence 055

can be indicated by a single high top probability. 056

To address this limitation, we propose new 057

probability-based confidence estimation methods 058

that consider the probabilities of multiple se- 059

quences instead of focusing solely on the top one. 060

We introduce two methods: the first calculates the 061

probability ratio between the highest-ranked se- 062

quences and the rest, while the second evaluates 063

the thinness of the distribution’s tail. Our experi- 064

ments demonstrate that these metrics outperform 065

existing baselines across three open-ended text gen- 066

eration tasks: translation, QA, and summarization. 067

2 Related Work 068

A. Probability-Based Methods These methods 069

rely on the model outputs to compute token-level 070

probabilities or entropy (Murray and Chiang, 2018; 071

Zablotskaia et al., 2023; Zhao et al., 2020; Perlitz 072

et al., 2023; Kumar and Sarawagi, 2019; Huang 073

et al., 2023; Malinin and Gales, 2021). Other work 074

uses natural language inference models to group 075

similar sequences before computing entropy (Lin 076

et al., 2023; Kuhn et al., 2023; Nikitin et al., 2024). 077

B. Similarity/Disagreement Based Methods 078

When answers can be sampled from models (e.g., 079

through dropout), self-consistency can be used to 080
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Figure 1: We illustrate the difference in interpretation of confidence in classification vs generation. Suppose a
model generated output probability distributions for four different inputs; each bar is the prob. assigned to one
class/sequence. In classification, only the 1st output would show model confidence, as it assigned most probability
to one class. In generation, the first 3 outputs could show confidence because multiple sequences were valid.

measure confidence: consistency across the top an-081

swers indicates confidence while variance indicates082

uncertainty (Xiao et al., 2020; Schmidt et al., 2022;083

Lakshminarayanan et al., 2017).084

C. Fine-Tuning Based Methods In addition,085

other methods also fine-tune additional models to086

predict the correctness or confidence of the output087

(Yaldiz et al., 2024; Kamath et al., 2020; Malinin088

et al., 2019; Fathullah et al., 2023).089

D. Out of Distribution Detection (OOD) Meth-090

ods OOD can also be used to detect if a sample is091

in the training distribution, in which case a model is092

assumed to be confident (Liu et al., 2020; Vazhent-093

sev et al., 2023).094

E. Verbalized Confidence Scores With the in-095

creased conversational ability of LLMs, recent096

work directly prompted the model to give a confi-097

dence score with its answer (Lin et al., 2022; Tian098

et al., 2023; Kapoor et al., 2024; Han et al., 2024).099

Our work is closest to the probability-based100

methods; they are easily adaptable and task ag-101

nostic. They do not require metrics or NLI models102

to measure similarity, computation for OOD detec-103

tion, or models that can verbalize their confidence.104

3 Method105

Problem Definition We define confidence as a106

score generated by the model, that describes its107

assessment of its prediction quality. We want to108

compute the model’s confidence for a sample using109

the model’s outputs, that is calibrated to the out-110

put’s quality as defined by the task, measured with111

automated metrics or human evaluation. Formally, 112

Confidence(x, ŷ, ϕ) = c 113

s.t. c ∝ Quality(y, ŷ), 114

where x is the input, y is the target, ŷ is the predic- 115

tion, and ϕ are the model parameters. 116

At inference time, we run beam search to gen-
erate N sequences. Each sequence’s probability
is obtained by taking the product of the individual
token probabilities. Given the i-th beam ŷ(i) :

pŷ(i) =
∏
t

p(ŷ
(i)
t |ŷ(i)<t, x)

Methods We account for the fact that there can 117

be multiple valid outputs by measuring two char- 118

acteristics that we hypothesize are present in all 119

confident outputs regardless of the number of valid 120

sequences (See Figure 2). The first characteristic of 121

a confident model is that it distinguishes good from 122

average/bad sequences, and subsequently assigns 123

higher probability to a select set of sequences it 124

deems as good compared to other sequences. 125

Ratio This motivates the ratio method: we mea- 126

sure how much more confident the model is in one 127

of its best beams pŷ(1) , versus one of its average 128

beams pŷ(k) . This captures the intuition that a con- 129

fident model will assign more probability to its best 130

sequence than to an average sequence, whereas an 131

unconfident model would assign similar probabil- 132

ities to them. We tune k on a validation set, and 133

report its performance on the test set in the results. 134

Seq Prob Ratio(x) =
pŷ(1)

pŷ(k)

The second characteristic of a confident model 135

is that it will assign low probability to many bad 136
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Figure 2: We hypothesize that a confident model’s out-
put would have a steep slope and long tail; colors added
for illustration purposes only.

Figure 3: Samples of distributions and their tail indices

sequences. Observe how in Figure 3, Figures B,137

C, and D all have a thin tail, regardless of how138

many correct sequences they have. In contrast, an139

unconfident output such as Figure A will have a140

thick tail. We quantify this using the tail index.141

Tail Thinness We adapt the tail index proposed
by Huang (2024), originally designed to measure
the thinness of statistical distributions. The higher
the tail thinness, the thinner the tail.

Seq Prob Tail Thinness(x) =
N∑
i=1

p2
ŷ(i)

This sums the squared sequence probabilities142

for all N sequences generated using beam search.143

Because the probabilities for N sequences do not144

sum to 1, we first normalize them using softmax.145

We report the temperature used in Appendix D.146

Using this in Figure 3, the uniform distribution147

(Fig A) gets a small tail thinness, while a degener-148

ate distribution (Fig B) has the highest tail thinness.149

The metric also assigns similar scores to distribu-150

tions with similar tail thicknesses (Figs C and D).151

4 Experiments152

Fine-tuning and Inference We first perform su-153

pervised fine-tuning (SFT) with BART Base (Lewis154

et al., 2019) or Flan-T5 Base (Chung et al., 2022),155

both relatively small models with no prior ability 156

to verbalize confidence (Appendix B). After SFT, 157

we generate the confidence scores for the test set. 158

We get the sequence probabilities the top N = 100 159

sequences using beam search provided by Hugging- 160

Face (Wolf et al., 2020), and replicate the baselines 161

for comparison. 162

Evaluation We compute Spearman correlation 163

between the confidence scores and the output qual- 164

ity, similar to analyses by Zablotskaia et al. (2023); 165

Malinin and Gales (2021). We evaluate the top 166

beam against the reference using ROUGE-L (Lin, 167

2004) for summarization, BLEU (Papineni et al., 168

2002) for translation, or F1 for question answering, 169

and test for statistical significance with a bootstrap 170

test (Berg-Kirkpatrick et al., 2012) (Appendix E). 171

Baselines We implement A. Probability-Based 172

Methods and B. Similarity/Disagreement-Based 173

Methods, denoted as Probability (Rows 1-4) and 174

Sim/Diff (Rows 5-7) in Table 1 (Appendix A). 175

Datasets We test on Translation (1) WMT 2017 176

English-German (Bojar et al., 2017), (2) WMT 177

2017 English-Russian (Bojar et al., 2017), (3) FLO- 178

RES (Filipino Set) (NLLB, 2022), Question An- 179

swering (1) SQUAD (Rajpurkar et al., 2016), (2) 180

HotpotQA (Yang et al., 2018), Summarization (1) 181

DebateSumm (Roush and Balaji, 2020), (2) Reddit- 182

TiFu (Kim et al., 2018), (3) XSUM (Narayan et al., 183

2018), (4) CNN-DailyMail (See et al., 2017) 184

5 Results 185

We report the correlation between the evaluation 186

metric and confidence scores in Table 1 (See Ap- 187

pendix D for details). For BART, our methods 188

achieve better correlation on 6 out of 9 datasets. 189

We see larger gains in translation and question an- 190

swering, as compared to summarization. The tail 191

thinness method generally yields larger improve- 192

ments (up to +17.2%) than the ratio method (up to 193

+16.1%). For Flan-T5, our methods also achieve 194

better correlation on 4 out of 9 datasets. Like for 195

BART, we observe larger improvements using the 196

tail thinness (up to +10.0%) method than the ratio 197

based method (up to +8.3%). Overall, our methods 198

yield the best performance more frequently than 199

previous methods across all dataset-model pairs 200

(tail thinness: 10/16, ratio: 8/16, DSM: 4/16), with 201

median rankings of 2 and 3 for the tail and ratio 202

methods (next being ATP, rank 4). 203
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Fil–EN DE–EN RU–EN HotpotQA SQUAD Debate Reddit CNN XSUM Rank

Bt FT5 Bt FT5 Bt FT5 Bt FT5 Bt FT5 Bt FT5 Bt FT5 Bt FT5 Bt FT5 Avg Med

Pr
ob

ab
ili

ty ATP .473 .468 .028 .370 .530 .023 .209 .302 .391 .577 .447 .247 .618 .577 .109 .156 .119 .078 4.4 4
ATE .308 .335 .035 .297 .437 .042 .051 .152 .094 .049 .416 .248 .615 .474 .020 .138 .093 .082 6.4 7
DAE .217 .161 .346 .294 .230 .178 .242 .367 .327 .226 .135 .037 .049 .049 .295 .380 .314 .353 5.4 6
WTP .516 .495 .162 .287 .602 .055 .130 .180 .179 .020 .489 .253 .616 .575 .106 .162 .120 .063 5 5

Si
m

/D
iff DSM .441 .508 .424 .462 .374 .486 .168 .270 .394 .332 .192 .038 .038 .167 .255 .323 .323 .383 4.4 4.5

DVB .455 .489 .512 .461 .409 .488 .043 .000 .378 .467 .144 .061 .058 .143 .264 .325 .305 .363 4.7 4.5
DVK .001 .008 .110 .064 .110 .013 .177 .232 .340 .426 .063 .025 .045 .059 .065 .070 .103 .117 7.6 8

O
ur

s Ratio .546 .200 ★.653 .209 ★.768 .491 .249 .360 ★.505 .565 .496 ✩.293 .596 .304 .103 .055 .082 .196 3.9 3
Tail ★.649 .380 ★.648 .190 ★.779 .506 .255 ★.451 ★.493 .582 .518 ★.354 .601 .300 .100 .031 .131 .212 3.2 2

Table 1: Spearman correlation (absolute value) of confidence and quality score; Bt: BART, FT5: Flan-T5, stars
indicate significant difference from next best method (bootstrap test, ✩α = 0.10, ★α = 0.05)

Figure 4: Samples from SQUAD (Rajpurkar et al., 2016); 1st image only has one valid output, whereas the 2nd and
3rd have multiple; Our tail-thinness and ratio based confidence correctly assign high confidence to all samples, but
avg. log prob. only assigns high confidence to the first image (Note: The y-axis is plotted on the log scale)

Robustness to Multiple Valid Sequences Quali-204

tatively, we find that our methods assign high con-205

fidence to outputs where there are multiple valid206

sequences. We look at examples where our metrics207

assigned high confidence, but other methods like208

average token log probability assigned low confi-209

dence (See Figure 4). In these examples, there210

were indeed multiple, correct outputs (see Top211

Beams); this resulted in lower probability for the212

top beam (2nd and 3rd image). If we only used213

the top beam’s probability to measure confidence,214

we might conclude that the model is unconfident.215

In contrast, our methods which rely on the ratio of216

sequence probabilities and tail thinness, rather than217

the top probability, are able to correctly identify218

that the model is still confident in such scenarios.219

This illustrates how using features of the distribu-220

tion like slope or tail thinness can be more indica-221

tive of confidence in text generation, rather than222

solely looking at the features of the top output.223

Failure Cases We examine samples for which224

the confidence scores are not well calibrated. Look-225

ing at the FLORES (Filipino) for Flan-T5, we ob-226

served samples where the model was confident, but227

its output was bad. Here, the model failed to trans-228

late a few key terms, which changed the meaning229

of the sentence (See Table 5). Other times, the con- 230

fidence scores were well calibrated, but the quality 231

score was not estimated well. This stemmed from 232

noisy labels or limitations of the evaluation metric 233

(See Table 6) which may require future work. 234

Choice of k In general, open ended tasks (trans- 235

lation, summarization) benefited from larger values 236

for k, and close-ended tasks (QA) from smaller 237

values of k (See Figure 5). One explanation for 238

this could be that k serves as a parameter which 239

delineates the good vs. average sequences. Find- 240

ing k that best separates the two groups allows us 241

to most accurately the difference in confidence be- 242

tween both groups. Open-ended tasks can have 243

more good sequences, hence correlation is maxi- 244

mized when we choose a higher value for k. In con- 245

trast, close-ended tasks have fewer good sequences, 246

so a lower value for k is better. 247

6 Conclusion 248

We identified characteristics of output distributions 249

from a confident model in generation tasks, and 250

used this to propose metrics that capture these char- 251

acteristics. We find that on various datasets, these 252

characteristics are better correlated to quality met- 253

rics than previous methods. 254
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Limitations and Potential Risks We fine-tuned255

various models with early stopping. To avoid de-256

ploying miscalibrated scores in practical settings,257

users must re-evaluate the scores on their tasks.258

We also found that models could be overcon-259

fident (Table 5), and future work can study the260

conditions and training dynamics which lead to261

overconfidence, and propose ways to reduce this.262

In addition, future work could study better ways263

to evaluate confidence scores; we found that tradi-264

tional evaluation metrics may lead to poor quality265

ratings, and it was difficult to find datasets with266

human evaluation scores to use.267
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A Baseline Equations477

We report the equations that we replicate from pre-478

vious literature to use as baselines.479

For the probability based methods, we compute480

(1) ATP: average token probability for the top se-481

quence (Murray and Chiang, 2018; Zablotskaia482

et al., 2023), (2) ATE: average token entropy for483

the top sequence (Zhao et al., 2020; Perlitz et al.,484

2023), (3) DAE: dropout-based average token en-485

tropy across 10 outputs (Eq 1) (Malinin and Gales,486

2021), and (4) WTP: weighted average of the top-K487

sequences’ average token log probabilities (Eq 2)488

(Malinin and Gales, 2021).489

For the similarity/disagreement based methods,490

we sample 10 outputs for each instance by activat-491

ing dropout. We compute the (1) DSM: dropout492

similarity using METEOR (Eq 3) (Schmidt et al.,493

2022), (2) DVB: dropout variance using BLEU494

(Eq 4) (Xiao et al., 2020), and (3) DVK: dropout495

variance between token probabilities using KL di-496

vergence (Eq 5) (Lakshminarayanan et al., 2017).497

ConfDAE =
1

10

10∑
i=1

1

|ŷ(i)|

|ŷ(i)|∑
t=1

H
(
p(ŷ

(i)
t |ŷ(i)<t, x)

)
(1)498

H
(
p(ŷ

(i)
t |ŷ(i)<t, x)

)
=499

−
|V|∑
j=1

p(ŷ
(i)
t,j |ŷ

(i)
<t, x)log

(
p(ŷ

(i)
t,j |ŷ

(i)
<t, x)

)
500

ConfWTP = −
10∑
i=1

πi

(
1

|ŷ(i)|
ln(p(ŷ(i)))

)
(2)501

πi =
exp

(
1

|ŷ(i)| ln(p(ŷ
(i)))

)
∑10

j=1 exp
(

1
|ŷ(j)| ln(p(ŷ

(j)))
)

ln(p(ŷ(i))) =
|ŷ(i)|∑
t=1

ln(p(ŷ(i)t |ŷ(i)<t, x))

ConfDSM =

∑10
i=1

∑10
j=1 Meteor(ŷ(i), ŷ(j))

N(N − 1)
(3)502

ConfDVB =

10∑
i=1

10∑
j=1

(1− BLEU(ŷ(i), ŷ(j)))2 (4) 503

ConfDVK =

10∑
i=1

KL(p(ŷ(i)|x), pȳ) (5) 504

ȳProb =
1

10

10∑
i=1

p(ŷ(i)|x)

Where ŷ(i) is the decoded sequence i sampled 505

by activating dropout, ŷ(i)t is the t-th output token 506

for sequence i, and ŷ
(i)
t,j is the j-th vocabulary at 507

position t for sequence i. 508

B Fine-Tuning Details 509

All models were fine-tuned on one NVIDIA A100 510

GPU, with a constant learning rate 5e-5, and batch 511

size of 10. The scripts and fine-tuned models are 512

provided in the repository. Roughly 80 hours were 513

used to train and perform inference on one GPU. 514

During SFT, we train for at most 3 epochs. We 515

observe overfitting on many datasets, and remedy 516

this by employing early stopping, where we stop 517

training if the loss on the validation set does not 518

improve after 2 steps. This was applied to all 519

datasets except HotpotQA, WMT RU-EN, and De- 520

bateSumm. We report the number of SFT steps in 521

Table 2. 522

Dataset BART Flan-T5

WMT DE-EN 200 200
WMT RU-EN 6000 6000
FLORES Filipino 260 200

SQUAD 220 240
HotpotQA 26835 26835

DebateSumm 1500 1500
Reddit 140 200
CNN 200 200
XSUM 120 200

Table 2: Number of Fine-Tuning Steps Taken per Task
and Model

C Dataset Details 523

Licenses The FLORES, SQUAD, and HotpotQA 524

datasets were used under the Creative Commons 525

Attribution Share Alike 4.0 license; DebateSumm, 526
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Dataset Train Val Test

FLORES Filipino 900 97 1012
WMT DE-EN 2000 100 1000
WMT RU-EN 20000 100 1000

HotpotQA 89447 100 1000
SQUAD 87599 100 1000

DebateSumm 5000 100 1000
Reddit 2000 100 1000
CNN 2000 100 1000
XSUM 20000 100 1000

Table 3: Data Splits by Task

XSUM, and Reddit-TiFu used the MIT license,527

the CNN DailyMail dataset used Apache2.0, and528

WMT17 did not provide a license on the Hugging-529

Face platform.530

Data Splits For training and inference efficiency,531

we only use subsets of the datasets in some cases.532

The scripts used to generate the datasets are pro-533

vided in the repository. At a high level, we take and534

shuffle the original dataset, then generate a train535

and test split from that. We perform inference on536

the test set, for which we report the statistics in537

the results section. Note that because we employ538

early stopping, the full training set is not necessar-539

ily provided. The number of steps actually taken540

are reported in Appendix B.541

D Parameters542

We report the parameters used for the ratio and tail-543

thinness methods (k: ratio method, temperature:544

softmax for the tail thinness method) in Table 4.545

E Statistical Testing546

We describe our implementation of the algorithm547

by Berg-Kirkpatrick et al. (2012) in Algorithm 1.548

F Failure Case Examples549

We provide examples of cases where there is mis-550

calibration, either due to actual model miscalibra-551

tion (Table 5), or due to issues with the evaluation552

strategy (Table 6).553

Dataset Model k Temp

FLORES Filipino BART 99 1.000
Flan-T5 99 1.000

WMT DE-EN BART 99 1.000
Flan-T5 99 1.000

WMT RU-EN BART 79 1.000
Flan-T5 99 1.000

HotpotQA BART 1 0.010
Flan-T5 1 0.050

SQUAD BART 1 0.050
Flan-T5 4 0.001

DebateSumm BART 95 1.000
Flan-T5 85 1.000

Reddit BART 2 0.005
Flan-T5 99 0.010

CNN BART 3 0.001
Flan-T5 77 0.001

XSUM BART 4 0.100
Flan-T5 98 0.100

Table 4: Fine-Tuning Parameters for Various Tasks

Algorithm 1 Automatic Rule Generation
Input Q ∈ RN (Quality Scores), COurs ∈ RN (Our Confidence Scores),
CBase ∈ RN (Baseline Confidence Scores)
Output pval (p-value)
1: ∆curr = |Corr(Q,COurs)| − |Corr(Q,CBase)|
2: i = 0
3: countersampled beats current = 0

4: niterations = 10000
5: while i < niterations do
6: ixsampled = Sample({1, · · · , N}, k = 1000)

7: QSampled = Q[ixsampled]

8: CSampled
Ours = COurs[ixsampled]

9: CSampled
Base = CBase[ixsampled]

10: ∆sampled = |Corr(QSampled, CSampled
Ours )|−|Corr(QSampled, CSampled

Base )|
11: if ∆sampled > 2∆curr then
12: countersampled beats current = countersampled beats current + 1

13: end if
14: end while
15: Return

countersampled beats current
niterations
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Overconfident Model: Wrong Translation

Source: Translate English to Filipino: In the archipelagos and lakes you do not necessarily need a yacht

Prediction: Ang mga archipelago at mga lupa ay hindi nangangailangan ng isang yacht. (Archipelagos and land do not need a yacht)

Target: Sa mga arkipelago at mga lawa ay hindi mo naman palaging kakailanganin ang yate. (In archipelagos and lakes, you do not always need a yacht.)

Overconfident Model: Wrong Translation

Source: Translate English to Filipino: Scotturb Bus 403 travels regularly to Sintra, stopping at Cabo da Roca

Prediction: Ang Scotturb Bus 403 ay nagsimula sa Sintra, na nagsimula sa Cabo da Roca. (The Scotturb Bus 403 starts from Sintra, and starts from Cabo
de Roca)

Target: Regular na bumibiyahe ang Scotturb Bus 403 patungong Sintra, tumitigil sa Cabo da Roca. (The Scotturb Bus 403 regularly travels to Sintra,
stopping at Cabo da Roca)

Table 5: Examples of outputs where the confidence scores themselves are miscalibrated, taken from the FLORES
(Filipino) Dataset (NLLB, 2022)

Good Output Rated as Bad: Correct Gist, Different Style

Source: Manchester United winger Ashley Young celebrated his prominent role in his side’s derby win by laughing at ’noisy neighbours’ City. The
29-year-old, who scored United’s first goal, and created two more for Marouane Fellaini and Chris Smalling, said Louis van Gaal’s side were focused on
quieting the Manchester City fans... ’Confidence has been sky high for a long time and we want to keep the momentum going now. ... I think it was over
when it went to 3-1

Prediction: Ashley Young celebrated his prominent role in his side’s derby win by laughing at ’noisy neighbours’ City fans. The 29-year-old, who scored
United’s first goal, and created two more for Marouane Fellaini and Chris Smalling, said Louis van Gaal’s side were focused on quieting the Manchester
City fans.

Target: Ashley Young scored Manchester United equaliser in 4-2 win. ’We quietened them down straight away’ claims Young, as he praises fans. Young
claims the game was over once United went 3-1 ahead. England winger says confidence at Old Trafford is now ’sky high’. CLICK HERE to read Ian
Ladyman’s match report from Old Trafford. READ: Man Utd runaway league leaders in table vs the current top seven

Good Output Rated as Bad: Noisy Label

Source: My first trip to New York was with my aunt when I was about 18 and I had been appearing in Coronation Street for about 12 months... we went to
see the musical Chicago on Broadway and did lots and lots of shopping... one of the first things my boyfriend Sylvain Longchambon and I did on my latest
trip was to visit the site of the World Trade Center to see the monument to those who died... Coronation Street star Samia Ghadie and boyfriend Sylvain
Longchambon take a selfie in New York... The JW Marriott Essex House as seen from Central Park, of which it boasts panoramic views... On the second
night of our break, we went on the Bateaux New York cruise, which offers an unforgettable three-hour trip along the Hudson River... The couple, who met
as partners on Dancing on Ice, enjoyed a Bateaux New York Cruise of the Hudson...We were wondering who was going to emerge when out stepped Lady
Gaga. It was the ultimate holiday treat - it was just a shame I couldn’t arrange a selfie with her. That would have been the icing on the cake. American Sky
(0843 636 2001) offers a three-night holiday to New York from £899pp. This includes accommodation in the JW Marriott Essex House New York on a
room-only basis and return flights with British Airways from Heathrow. Visit nycgo com for more information

Prediction: My first trip to New York was with my aunt when I was about 18 and I had been appearing in Coronation Street for about 12 months. We had a
lot of fun together - we went to see the musical Chicago on Broadway and did lots and lots of shopping. We returned to the city that never sleeps in January
2001, eight months before the terrible events of 9/11, and one of the first things my boyfriend Sylvain Longchambon and I did on my latest trip was to visit
the site of the World Trade Center to see the monument to those who died.

Target: Samia Ghadie and boyfriend Sylvain Longchambon spent four days in NYC. While there the Dancing on Ice stars stayed at the JW Marriott Essex
House. Their suite on the 31st floor offered up panoramic views of Central Park. The couple enjoyed a three-hour Bateaux New York cruise on the Hudson.
The confirm Burger Joint in Le Parker Meridien Hotel lives up to the hype.

Bad Output Rated as Good: Repeated Phrase

Source: SOURCE: An exotic animal owner from Ohio is campaigning for his bear and big cats to be returned after they were seized by the state in January.
In total, six tigers, a bear, a lion, a cougar, a black leopard and a liger (part lion, part tiger) were taken from Kenny Hetrick’s Stony Ridge farm after it was
found he did not have the correct permit and cages were ’unsafe’. Authorities have also started cracking down on the owners of wild creatures following an
incident in 2011 where a man in eastern Ohio released 56 exotic animals - including lions and tigers - then killed himself. Apparently Hetrick has been
heartbroken by the clampdown on his farm and the 72-year-old widower is now fighting to overturn the seizure, ... ’He’s lost without them,’ said Josh
Large, who lives four houses away...

Prediction: In total, six tigers, a bear, a lion, a cougar, a black leopard and a liger were taken from Kenny Hetrick’s Stony Ridge farm. In total, six tigers, a
bear, a lion, a cougar, a black leopard and a liger were taken from Kenny Hetrick’s Stony Ridge farm after it was found he did not have the correct permit
and cages were ’unsafe’. Authorities have also started cracking down on the owners of wild creatures following an incident in 2011 where a man in eastern
Ohio released 56 exotic animals - including lions and tigers - then killed himself. Hetrick has been heartbroken by the clampdown on his farm and the
72-year-old widower is now fighting to overturn the seizure, backed by neighbors who insist his menagerie doesn’t pose a threat.

Target: In total, six tigers, a bear, a lion, a cougar, a black leopard and a liger (part lion, part tiger) were taken from Kenny Hetrick’s Stony Ridge farm
. State officials found he didn’t have the right permit and cages were ’unsafe’ But now the 72-year-old is fighting to overturn the seizure, backed by
neighbors who insist his menagerie doesn’t pose a threat . ’He’s lost without them,’ said Josh Large, who lives four houses away .

Table 6: Examples of outputs where the outputs are rated incorrectly based on the metric, taken from the CNN-
DailyMail Dataset (See et al., 2017)
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Figure 5: Spearman Correlation vs k on test set for BART (top row) and Flan-T5 (bottom row); In general, open-
ended tasks (summarization: A-C, translation: D-F) benefit from larger k, close-ended tasks (QA: G-H, Reddit: I)
use smaller k
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