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Abstract

In traditional RAG framework, the basic re-001
trieval units are normally short. The common002
retrievers like DPR normally work with 100-003
word Wikipedia paragraphs. Such a design004
forces the retriever to search over a large corpus005
to find the ‘needle’ unit. In contrast, the read-006
ers only need to extract answers from the short007
retrieved units. Such an imbalanced ‘heavy’008
retriever and ‘light’ reader design can lead to009
sub-optimal performance. In order to alleviate010
the imbalance, we propose a new framework011
LongRAG, consisting of a ‘long retriever’ and012
a ‘long reader’. LongRAG processes the entire013
Wikipedia into 4K-token units, which is 30x014
longer than before. By increasing the unit size,015
we significantly reduce the total units.This sig-016
nificantly lowers the burden of retriever, which017
leads to a remarkable retrieval score. Then we018
feed the top-k retrieved units (≈ 30K tokens) to019
an existing long-context LLM to perform zero-020
shot answer extraction. Without requiring any021
training, LongRAG achieves an EM of 62.7%022
on NQ and 64.3% on HotpotQA (full-wiki),023
on par with the (fully-trained) SoTA model.024
We also test LongRAG on two non-Wikipedia-025
based datasets, Qasper and MultiFieldQA-en,026
achieving strong effectiveness. Our study offers027
insights into the future roadmap for combining028
RAG with long-context LLMs.029

1 Introduction030

Retrieval-Augmented Generation (RAG) methods031

have long been employed to enhance large lan-032

guage models (LLMs) (Mialon et al., 2023). The033

existing RAG framework tends to use short re-034

trieval units, such as 100-word passages in popular035

open-domain question-answering tasks (Chen et al.,036

2017; Lewis et al., 2020; Karpukhin et al., 2020).037

The retriever is tasked with finding the “needle” (i.e.038

the precise tiny retrieval unit) from the “haystack”039

(i.e. the massive corpus with tens of millions of in-040

formation units). Subsequently, the retrieved units041
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Figure 1: Traditional RAG vs. LongRAG. (Up) Tra-
ditional RAG operates on short retrieval units, where
the retriever needs to scan over a massive amount of
units to find the relevant piece. In contrast, LongRAG
operates on long retrieval units (30x longer). Retriever
has a much less workload, which significantly boosts
the recall score. LongRAG fully exploits the ability of
long-context language models to achieve strong perfor-
mance.

are passed to the reader to generate the final re- 042

sponse. On the contrary, the reader only needs 043

to extract answers from these retrievals, which is 044

a fairly easy task. This kind of imbalanced de- 045

sign, with a “heavy” retriever and a “light” reader, 046

puts too much pressure on the retriever. There- 047

fore, existing RAG models (Izacard and Grave, 048

2020b) have to recall huge amounts of units, such 049

as the top-100/200, combined with additional re- 050

ranker to achieve the best performance. Moreover, 051

short retrieval units can lead to semantic incom- 052
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pleteness due to document truncation. This can053

lead to information loss, ultimately hurting the end054

performance. This design choice was made in an055

era when NLP models were heavily restricted by056

their ability to handle long contexts. With the re-057

cent advances in long-context language models,058

the retriever and reader can potentially handle up059

to 128K or even millions of tokens as input (Reid060

et al., 2024; Achiam et al., 2023).061

In this paper, we propose to revisit this design062

choice for open-domain question answering and063

propose the LongRAG framework as a solution to064

balance the workload between the retriever and the065

reader, as illustrated in Figure 1. There are three066

important designs in our novel framework:067

1. Long Retrieval Unit: By using entire068

Wikipedia documents or grouping multiple re-069

lated documents, we can construct long retrieval070

units with more than 4K tokens. This design071

could also significantly reduce the corpus size072

(number of retrieval units in the corpus). Then,073

the retriever’s task becomes much easier with074

more complete information.075

2. Long Retriever: The long retriever will identify076

coarse relevant information for the given query077

by searching through all the long retrieval units078

in the corpus. Only the top 4 to 8 retrieval units079

(without re-ranking) are used for the next step.080

3. Long Reader: The long reader will further081

extract answers from the concatenation of re-082

trievals, which is normally around 30K tokens.083

We simply prompt an existing long-context LM084

(like Gemini or GPT4) with the question to pro-085

duce the answers in a zero-shot fashion.086

These three novel designs significantly boost087

the overall performance of RAG on open-domain088

question-answering tasks like NQ (Kwiatkowski089

et al., 2019), HotpotQA (Yang et al., 2018),090

Qasper (Dasigi et al., 2021) and MultiFieldQA-091

en (Bai et al., 2023).092

In our experiments, we adopt off-the-shelf re-093

trievers like BGE (Xiao et al., 2023) and readers094

like Gemini-1.5-Pro (Reid et al., 2024) or GPT-095

4o (OpenAI, 2024) without any further tuning. To096

demonstrate the generalizability of our proposed097

framework, we tested it on four datasets from098

different scenarios. First, we evaluate it on NQ099

and HotpotQA, which are Wikipedia-based dataset.100

The corpus of both datasets are composed of rela-101

tively short (averaging less than 1K tokens) but vast102

Wikipedia documents. By forming longer retrieval 103

units through the grouping of multiple related docu- 104

ments, we reduce the NQ corpus size from 22M to 105

600K units, which improves the answer recall@1 106

from 52% (DPR) to 71%. Similarly, we reduce the 107

HotpotQA corpus size from 5M to 500K, which 108

improves the recall@2 from 47% (DPR) to 72%. 109

By exploiting the long-context understanding abil- 110

ity of GPT-4o, LongRAG can achieve an EM of 111

62.7% on NQ and 64.3% on HotpotQA. These 112

results could be comparable to the strongest fully 113

trained RAG models like Atlas (Izacard et al., 2022) 114

and MDR (Xiong et al., 2020b). Furthermore, we 115

test on two non-Wikipedia-based datasets, Qasper 116

and MultiFieldQA-en, where the corpus consists 117

of relatively long documents averaging more than 118

4K tokens. LongRAG processes each entire doc- 119

ument as a single unit rather than chunking them 120

into smaller units. By doing so, we achieve an F1 121

score of 25.9% on Qasper (previously 22.5%) and 122

57.5% on MultiFieldQA-en (previously 51.2%). 123

We perform ablation studies in subsection 4.5 124

to prove why longer retrieval units are necessary. 125

Given a budget of 40K recall tokens, with “short 126

retriever units”, we can increase the number of re- 127

called units to reach a marvelously high recall score 128

(91% for recall@200). However, the end perfor- 129

mance dips significantly due to the huge amount of 130

“hard negatives”, which confuses the reader. With 131

“long retriever units”, we observe an entirely dif- 132

ferent trend. As we recall more units (from 1 to 133

8 units), both the recall and end performance will 134

increase or plateau. The impact of “hard negative” 135

is much less severe in LongRAG. It shows that 136

LongRAG can better exploit the advances in the 137

long-context LLMs (reader). As the long-context 138

methods evolve, the performance of LongRAG will 139

continue to improve. Therefore, we believe the 140

modern RAG systems should re-consider the gran- 141

ularity of their retrieval units to exploit the advan- 142

tages of the current long-context LLMs. 143

2 Related Work 144

2.1 Retrieval-Augmented Generation. 145

Augmenting language models with information re- 146

trieved from large corpora has become a popular 147

and effective approach for knowledge-intensive 148

tasks, particularly open-domain question answer- 149

ing. The predominant architecture follows a 150

retriever-reader style (Chen et al., 2017; Guu et al., 151

2020), where the input query retrieves informa- 152
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tion from a corpus, and a language model uses this153

information as additional context to make a final154

prediction. Recent work has focused on improv-155

ing the retriever (Karpukhin et al., 2020; Xiong156

et al., 2020a; Qu et al., 2020; Xiong et al., 2020b;157

Khalifa et al., 2023), enhancing the reader (Izacard158

and Grave, 2020b; Cheng et al., 2021; Yu et al.,159

2021; Borgeaud et al., 2022), fine-tuning the re-160

triever and reader jointly (Yu, 2022; Izacard et al.,161

2022; Singh et al., 2021; Izacard and Grave, 2020a),162

and integrating the retriever with the black-box163

language model (Yu et al., 2023; Shi et al., 2023;164

Trivedi et al., 2022). However, the impact of docu-165

ment granularity on the effectiveness and efficiency166

of the retrieval-augmented generation pipeline re-167

mains underexplored.168

2.2 Long Context Large Language Models.169

The effectiveness of Transformer-based models is170

hindered by the quadratic increase in computational171

cost relative to sequence length, especially when172

dealing with long context inputs. In order to solve173

this issue, different approaches have been proposed174

to mitigate computational issues, including sliding175

memory window and chunk segmentation (Hao176

et al., 2022; Ratner et al., 2023; Zhu et al., 2024b).177

FlashAttention (Dao et al., 2022) has also been a178

pivotal strategy to significantly reduce the memory179

footprint to almost linear w.r.t sequence length.180

To enable length extrapolation, RoPE (Su et al.,181

2021) and AliBI (Press et al., 2021) position en-182

codings have shown potential to enable length ex-183

trapolation, which have been widely used in the184

literature. Recent endeavors have explored diverse185

strategies to tackle this challenge, which is mainly186

Position reorganization (Jin et al., 2024; An et al.,187

2024), Position interpolation (Chen et al., 2023a;188

Peng et al., 2023; Liu et al., 2024). Furthermore,189

alternative architectures beyond the Transformer190

have been explored to handle long inputs more nat-191

urally. These diverse approaches claim that they192

can enhance the capabilities of LLMs in processing193

long context inputs more efficiently.194

2.3 Long Context Embedding195

Recent efforts also increased the context length196

for embedding models, extending the supported197

text snippet length from a limit of 512 tokens to198

32k tokens. Typically, the development of long-199

context embedding models involves first obtain-200

ing a long-context backbone model. This can201

be achieved either by pre-training with long in-202

puts from scratch (Günther et al., 2023; Nussbaum 203

et al., 2024; Chen et al., 2024) or by utilizing ex- 204

isting large language models that support longer 205

context (Wang et al., 2023). Additionally, some 206

works extend the capabilities of existing embed- 207

ding models to handle long contexts by applying 208

LLM content window extension methods on em- 209

bedding models (Zhu et al., 2024a; Peng and Ques- 210

nelle, 2023), or by employing state-space encoder 211

models (Saad-Falcon et al., 2024). 212

3 LongRAG 213

Our proposed LongRAG framework is comprised 214

of two components: the Long Retriever and the 215

Long Reader. Compared to traditional RAG, 216

which operates on a large number of short retrieval 217

units, LongRAG operates on long retrieval units, 218

with only a few (typically fewer than 10) being fed 219

into the reader. An illustrative example is shown in 220

Figure 2. 221

3.1 Long Retriever 222

The traditional RAG framework employs smaller 223

retrieval units and prioritizes retrieving the exact 224

fine-grained short context containing the answer. 225

In contrast, our proposed LongRAG framework 226

places greater emphasis on recall, aiming to retrieve 227

relevant context with much coarse granularity. This 228

design choice shifts more burden from the retriever 229

to the reader to extract the exact answers from the 230

relevant context. 231

We denote our corpus for retrieval as C = 232

{d1, d2, . . . , dD}, which is a collection of D doc- 233

uments. Formally speaking, the long context re- 234

triever is a function: F : (q, C) → CF that takes 235

as input a question q and a corpus C and returns a 236

filtered set of texts CF ⊂ C. In traditional RAG, 237

CF is usually small which contains about hundred 238

of tokens, which should contain exact information 239

related to the question q. In our framework, CF 240

is usually more than 4K tokens, which contains 241

relavant but not exact information related to the 242

question q. The long retriever function F : (q, C) 243

is then divided into three steps: 244

Formulate long retrieval units A function is 245

applied to the corpus to form M retrieval units: 246

G(C) = {g1, g2, . . . , gM}. In traditional RAG, the 247

retrieval unit g is typically a short span of passage 248

which is split from the documents d, containing 249

hundreds of tokens. In our framework, g could be 250

as long as the whole document or even a group 251
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What is the height of the 
player who won the 
2015 AFL Rising Star 
award?

Title : 2015 AFL Rising Star
… The award was won by Jesse 
Hogan of Melbourne who polled 49 
votes, beating Carlton 's Patrick 
Cripps who finished on 41 votes …

Title: Jesse Hogan
… in the Australian Football League 
(AFL). A key forward, Hogan is 1.95 
m tall and weighs 100 kg …

Title: Australian Football League
The Australian Football League (AFL) 
is the pre-eminent professional 
competition of Australian rules 
football.

Long 
Retriever

1.95 m

Retriever

…

7 ft

Title: Ben Simmons
Simmons was selected with the 
number one overall pick in the 2016 
NBA draft by the 76ers, becoming 
the third Melbourne-born number 
one overall pick 

Title: Andrew Bogut
… is an Australian professional 
basketball player for the Los Angeles 
Lakers of the National Basketball 
Association (NBA). The 7 ft center 
was selected by …

Title: 2015 AFL Rising Star
… The award was won by Jesse 
Hogan of Melbourne who polled 
49 votes, beating Carlton 's 
Patrick Cripps who finished on 
41 votes …

Title: 2016 AFL Rising Star
The NAB AFL Rising Star 
award is given annually to a 
stand out young player in the 
Australian Football League…

Reader

Long 
Reader

Figure 2: LongRAG example. We form the long retrieval unit which is at least 4K tokens by using the entire
document or grouping related documents, depending on the orinal docuemnt size. In this example, multiple
Wikipedia documents are grouped through hyperlinks. This approach enables even multi-hop question-answering
cases from HotpotQA to be addressed using only a few retrieval units, which are then fed into a long reader.

of documents, resulting in much longer retrieval252

units. If the original document is already long253

(e.g., longer than 4K tokens), we treat the entire254

document as a single unit. If the original document255

is relatively short (e.g., shorter than 1K tokens),256

we group related documents together to form a257

single unit. We provide an example of a grouping258

algorithm in Appendix A.4.259

By having a longer retrieval unit, there are two260

key advantages: First, only very few (e.g., 4 to 8261

retrieval units) are fed into the reader, which greatly262

reduces the likelihood of encountering hard neg-263

atives compared to traditional RAG, which may264

require hundreds of short units in its reader. Sec-265

ond, by retaining the entire document or even re-266

lated documents within a single retrieval unit, the267

contextual information is preserved.268

Similarity search We utilize an encoder, de-269

noted as EQ(·), to map the input question to a270

d-dimensional vector. Additionally, we employ an-271

other encoder, EC(·), to map the retrieval unit to272

a d-dimensional vector. We define the similarity273

between the question and the retrieval unit using274

the dot product of their vectors:275

sim(q, g) = EQ(q)
TEC(g)276

In LongRAG settings, EC(g) is challenging277

given the length of g, so we resort to an approxima-278

tion as below.279

sim(q, g) ≈ max
g′⊆g

(EQ(q)
TEC(g

′))280

We approximate it by maximizing the scores of 281

all chunks g′ within the retrieval unit g, akin to 282

the MaxP design in (Dai and Callan, 2019). We 283

consider different levels of granularity of chunk g′, 284

including 512 tokens, 4K tokens, and encoding the 285

entire g completely. The empirical study about this 286

settings is in Table 4. With this similarity score 287

setup, we will retrieve the top k retrieval units clos- 288

est to the given query. For efficient retrieval, we 289

precompute the embedding of each retrieval unit g′ 290

and predict the exact inner product search index in 291

FAISS (Johnson et al., 2019). 292

Aggregate retrieval result We will concate- 293

nate the top k retrieval units into the long con- 294

text as the retrieval result, denoted by CF = 295

Concat(g1, g2, . . . , gk). Depending on the selec- 296

tion of retrieval units, a larger retrieval unit size 297

will result in a smaller value of k being used. For 298

instance, in NQ dataset, if the retrieval unit is a 299

passage, k is approximately above 100; if it’s a 300

document, k is around 10; and for grouped docu- 301

ments as retrieval units, we typically set k to 4 to 302

8. 303

3.2 Long Reader 304

The long reader operates straightforwardly. We 305

feed the related instruction i, the question q, and 306

the long retrieval result CF into an LLM, enabling 307

it to reason over the long context and generate the 308

final output. It’s important that the LLM used in the 309

long reader can handle long contexts and does not 310

exhibit excessive position bias. We select Gemini- 311
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1.5-Pro (Reid et al., 2024) and GPT-4o (OpenAI,312

2024) as our long reader given their strong ability313

to handle long context input. We utilize different314

approaches for short and long contexts. For short315

contexts, typically containing fewer than 1K to-316

kens, we instruct the reader to directly generate the317

answer from the provided context retrieved from318

the corpus. For long contexts, typically longer than319

4K tokens, we empirically find that using a simi-320

lar prompt as for short contexts, where the model321

extracts the final answer directly from the long con-322

text, often leads to decreased performance. Instead,323

the most effective approach is to utilize the LLM324

as a chat model. Initially, it outputs a long answer,325

typically spanning a few words to a few sentences.326

Subsequently, we prompt it to generate a short an-327

swer by further extracting it from the long answer.328

The prompt is provided in the Appendix A.2.329

4 Experiments330

In this section, we will first provide detailed de-331

scriptions of the four datasets we use, followed332

by a demonstration of the retriever’s performance.333

Next, we will present the final question-answering334

performance. Finally, we conduct detailed ablation335

studies to explain why operating on long retrieval336

units benefits performance.337

4.1 Dataset338

Our proposed methods were tested on four339

question-answering datasets. The basic statistics340

are shown in Table 1. Additionally, we have pro-341

vided some examples in Appendix A.5.342

Dataset Corpus source Avg. Doc.
Length # of Documents # of Text cases Metric

NQ Wikipedia 800 3M 3,610 EM
HotpotQA Wikipedia 130 5.2M 7,405 EM

Qasper Science 4.7K 416 371 F1
MultiFieldQA-en Multi-field 6.9K 150 150 F1

Table 1: An overview of the four datasets used in our
experiments is provided. “Corpus source” refers to the
origin of the retrieval corpus. We selected NQ and
HotpotQA from Wikipedia, Qasper from scientific doc-
uments, and MultifieldQA-en from multi-field docu-
ments.

4.2 Retrieval Performance343

In this section, we present the retrieval performance344

on two extractive QA datasets, NQ and HotpotQA,345

to demonstrate that comparable retrieval perfor-346

mance can be achieved using only a few long re-347

trieval units (such as 4 to 8). This approach con-348

trasts with the use of hundreds of short retrieval349

units, which may lead to information loss and the 350

introduction of hard negatives that can confuse 351

the reader and prevent the full utilization of long- 352

context LLMs. For the other two datasets, it’s not 353

straightforward to compare retrieval performance 354

at different granularities since they are not extrac- 355

tive QA tasks. Therefore, we will directly discuss 356

the final QA results in the next section. 357

Metrics Retrieval performance is measured us- 358

ing Answer Recall (AR) and Recall (R). For NQ, 359

we use only answer recall, while for HotpotQA, 360

we use both metrics. Answer Recall is the recall 361

of the answer string in all the retrieved documents 362

that we plan to use in the reader. For example, 363

if the retrieval unit is at the “passage” level and 364

the number of retrieval units is 100, answer recall 365

measures whether the answer string is present in 366

these 100 passages. For HotpotQA, we compute 367

AR only for questions with span answers, specifi- 368

cally the “bridge” type questions, while ignoring 369

yes/no and comparison questions, following pre- 370

vious work (Khalifa et al., 2022). Recall used for 371

HotpotQA measures whether the two gold docu- 372

ments are present in all the retrieved results. For 373

example, if the retrieval unit is at the “document” 374

level and the number of retrieval units is 10, recall 375

measures whether both gold documents are present 376

among the 10 retrieval. 377

Experiment Setup We leverage open-sourced 378

dense retrieval toolkit, Tevatron (Gao et al., 2022), 379

for all our retrieval experiments. The base embed- 380

ding model we used is bge-large-en-v1.5, a general- 381

purpose embeddings model that isn’t specifically 382

trained on our test data. 383

R.U. Corpus Size Num of R.U. Avg. of Tokens Answer Recall
Corpus Test Set

Passage 22M
1 120 130 52.24

100 12K 14K 89.92
200 24K 28K 91.30

Document 3M
1 820 4K 69.45
5 4K 18K 85.37

10 8K 34K 88.12

Grouped Documents 600K
1 4K 6K 71.69
4 16K 25K 86.30
8 32K 50K 88.53

Table 2: The table illustrates the retrieval performance
on NQ. R.U. in short of Retrieval Unit.

Table 2 and Table 3 have shown the retrieval 384

results on NQ and HotpotQA. In the NQ dataset, 385

we utilize three different retrieval units, ranging 386

from shorter to longer: passage, document, and 387

grouped documents. In the table, we have men- 388

tioned two kinds of average number of tokens in 389
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R.U. Corpus Size Num of R.U. Avg. Num of Tokens Recall
(R)

Answer Recall
(AR)Corpus Test Set

Document 5.2M
2 130 200 30.01 47.75

100 6.5K 10K 74.84 84.67
200 13K 20K 79.68 88.34

Grouped Documents 500K
2 1K 8K 56.30 72.49
8 4K 29K 74.71 84.40

Table 3: The table illustrates the retrieval performance
on HotpotQA. R.U. in short of Retrieval Unit.

each retrieval unit: one for the entire corpus and390

one for each test set. The retrieval units for each391

test case can sometimes be much longer than the392

average size across the whole corpus, as the cor-393

pus might include some Wikipedia pages with very394

few words, while the test cases may focus more395

on longer documents. Generally, our long-context396

retriever (at the document level and grouped docu-397

ment level) uses retrieval units containing an aver-398

age of 6K tokens. By using longer retrieval units,399

there are several advantages: 1) It will significantly400

alleviate the burden on the retriever by compressing401

the corpus size by approximately 30 times, from402

22M to 600K. The top-1 answer recall improves403

by about 20 points, from 52.24 to 71.69. We could404

use significantly fewer retrieval units to achieve405

comparable retrieval performance. For instance, 8406

retrieval units at the grouped document level can407

achieve similar recall as 100 retrieval units at the408

passage level. 2) It could provide more compre-409

hensive information to the reader. In the original410

passage-level RAG setup, information might be411

incomplete due to the chunking operation. In the412

HotpotQA dataset, we observe similar results. One413

notable difference is that in HotpotQA, the retrieval414

units are only at the document level and grouped415

document level, as HotpotQA uses only abstract416

paragraphs from each Wikipedia page.417

Model Granularity AR@1

BGE-Large 512-tokens chunk 71.7%
E5-Mistral-7B 4000-tokens chunk 54.2%
E5-Mistral-7B entire grouped retrieval unit 23.4%

Table 4: Different methods to encode the long retrieval
unit in the long retriever. Using a general embedding
model and approximating by maximizing the similar-
ity scores between the query and all chunks within the
retrieval unit is better than using the existing long em-
bedding model to encode the entire context.

Encode the long retrieval unit As discussed418

in Section 3.2, it’s very challenging to employ419

an encoder, EC(·), to map the retrieval unit g420

to a d-dimensional vector when g is very long.421

Therefore, we use an approximation in our pro- 422

posed system. Table 4 demonstrates that our 423

approximation, sim(q, g) = EQ(q)
TEC(g) ≈ 424

maxg′⊆g(EQ(q)
TEC(g

′)), is much more effective 425

than encoding the entire long context directly. We 426

compare three methods: 1) Using the general em- 427

bedding model “bge-large-en-v1.5” (Xiao et al., 428

2023), with g′ selected as text of 512-token size. 429

2) Using long embedding model “E5-Mistral-7B” 430

(Zhu et al., 2024a), with g′ selected as the whole 431

document, which has an average size of 4K tokens. 432

3) Using long embeddings model “E5-Mistral-7B”, 433

with no approximation, we encode the entire g, 434

which is composed of multiple documents, directly. 435

The average size of g is 6K tokens. We can notice 436

from the table that our approximation by taking the 437

maximum score between the query and each text 438

piece from the long context produces much better 439

results than encoding them directly using the long 440

embedding model. We believe that future advance- 441

ments in long embedding models, which focus on 442

encoding long contexts or multiple documents, will 443

further enhance our framework and reduce memory 444

consumption. 445

4.3 Full QA Performance on Wikipedia-based 446

Datasets 447

We leverage Gemini-1.5-Pro and GPT-4o as the 448

reader in our LongRAG framework. The prompt 449

we use for our experiments are in Table 7. For Wiki- 450

based datasets, such as NQ and HotpotQA, which 451

generate short answers typically less than 5 tokens, 452

we use EM (Exact Match rate) as the evaluation 453

metric. We also refine the standard exact match 454

rate definition to more fairly evaluate LongRAG’s 455

performance. More details can be found in Section 456

A.3. 457

For NQ and HotpotQA, we compare our model 458

with several groups of strong previous models 459

as baselines. The first group is “Closed-Book”: 460

These baselines mean that no retrieval component 461

is used; instead, state-of-the-art LLMs are em- 462

ployed to directly obtain the final result. We eval- 463

uate our results on Gemini-1.5-pro (Reid et al., 464

2024), Claude-3-Opus (Anthropic, 2024) and GPT- 465

4-Turbo (Achiam et al., 2023). All models are 466

evaluated on 16-shot in-context learning with direct 467

prompting; The second group is “Fully-supervised 468

RAG”, and these baselines involve full-supervised 469

fine-tuning on the training dataset. The third group 470

is “No Fine-tuning RAG”, and these baselines 471

doesn’t involve any supervised fine-tuning. The 472
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NQ EM

Closed-Book
GPT-4-Turbo (Achiam et al., 2023) 41.2
Gemini-1.5-Pro (Reid et al., 2024) 47.8
Claude-3-Opus (Anthropic, 2024) 49.2

Fully-supervised RAG
REALM (Guu et al., 2020) 40.4
DPR (Karpukhin et al., 2020) 41.5
RAG (Lewis et al., 2020) 44.5
RETRO (Borgeaud et al., 2022) 45.5
RePAQ (Lewis et al., 2021) 47.8
FID (Izacard and Grave, 2020b) 51.4
EMDR2 (Singh et al., 2021) 52.5
FID-KD (Izacard and Grave, 2021) 54.7
R2-D2 (Fajcik et al., 2021) 55.9
Atlas (Izacard et al., 2022) 64.0

No Fine-tuning RAG
REPLUG (Shi et al., 2023) 44.7
REPLUG + LSR (Shi et al., 2023) 45.5
LongRAG (Gemini-1.5-Pro; Recall 4 units) 58.6
LongRAG (GPT-4o; Recall 4 units) 62.7

HotpotQA EM

Closed-Book
Claude-3-Opus (Anthropic, 2024) 32.8
Gemini-1.5-Pro (Reid et al., 2024) 33.9
GPT-4-Turbo (Achiam et al., 2023) 42.4

Fully-supervised RAG
DrKIT (Dhingra et al., 2020) 42.1
Transformer-XH (Zhao et al., 2019) 51.6
QAMAT+ (Chen et al., 2023b) 57.6
HGN (Fang et al., 2019) 59.7
PathRetriever (Asai et al., 2019) 60.0
HopRetrieve (Li et al., 2021) 62.1
MDR (Xiong et al., 2020b) 62.3
HopRetrieve-plus (Li et al., 2021) 66.5
AISO (Zhu et al., 2021) 68.1
COS (Ma et al., 2023) 68.2

No Fine-tuning RAG
DSP (Khattab et al., 2022) 51.4
PromptRank (Khalifa et al., 2023) 55.7
LongRAG (Gemini-1.5-Pro; Recall 8 units) 57.5
LongRAG (GPT-4o; Recall 8 units) 64.3

Table 5: The tables show the QA results on the NQ test
dataset (left) and Hotpot-QA dev set (right).

QA results on NQ and HotpotQA are presented in473

Table 5. On the NQ dataset, LongRAG achieves474

a 62.7 exact match rate, which is on par of the475

strongest fine-tuned RAG model like Atlas. On476

the HotpotQA dataset, LongRAG achieves a 64.3477

exact match rate, which is also close to the SoTA478

fully-supervised RAG frameworks.479

4.4 Full QA Performance on480

non-Wikipedia-based Datasets481

For datasets that generate long answers, such as482

Qasper and MultifieldQA-en, we use the token-483

level F1 score (F1) as the evaluation metric. For484

Qasper and MultifieldQA-en, since we repurpose 485

the datasets from single-document QA to a RAG 486

task, we do not directly compare the results with 487

previous models. Instead, we compare the per- 488

formance of traditional RAG, which operates on 489

200-token passages, with our LongRAG, which 490

operates on entire documents ranging from 4K 491

to 6K tokens. The results are shown in Table 6. 492

We observe that using long retrieval units at the 493

whole document level performs better than using 494

hundreds of short chunked retrieval units. On the 495

Qasper dataset, gathering 100 short retrieval units 496

of 200 tokens each into the reader achieves a 22.6% 497

F1 score, while using a single long retrieval unit of 498

5K tokens achieves a 26.3% F1 score. Similarly, on 499

the MultifieldQA-en dataset, gathering 100 short 500

retrieval units of 200 tokens each into the reader 501

results in a 51.3% F1 score, whereas using five long 502

retrieval units of 7K tokens each results in a 57.5% 503

F1 score. 504

Retrieval Unit Num of Retrieval Units Qasper MutilfieldQA-en

Passage

1 15.5 38.9
10 20.6 47.3

100 22.6 51.3
200 21.9 50.9

Document

1 26.3 49.4
2 25.9 50.2
5 23.9 57.5
10 21.6 56.8

Table 6: This table presents the QA results on two non-
Wiki datasets: Qasper and MultifieldQA-en. The results
are evaluated based on token-level F1. Both datasets
contain long documents, averaging at least 4K tokens.
The results demonstrate that our LongRAG, which oper-
ates on long retrieval units, achieves better performance
compared to traditional RAG, which operates on short
retrieval units.

4.5 Ablation Studies 505

We perform several in-depth ablation to understand 506

what are the important factors in our LongRAG 507

system including “unit size” and “reader variant”. 508

Retrieval Unit Selection Figure 3 compare dif- 509

ferent retrieval unit settings of LongRAG, specif- 510

ically focusing on the selection of retrieval unit 511

granularity and the optimal number of retrieval 512

units used in the reader. We have two observa- 513

tions: First, regardless of which retrieval unit is 514

selected, there will be a turning point where feed- 515

ing more retrieval units into the reader becomes 516

detrimental. This is due to the excessive burden 517

placed on the reader, preventing it from effectively 518

understanding and extracting relevant information 519

7



NQ

HotpotQA

Figure 3: This figure compares different settings of Lon-
gRAG, using 200 test cases from the test set to evaluate
various retrieval unit selections, demonstrating the ef-
fectiveness of our LongRAG design. The upper part of
the figure shows the NQ dataset, while the lower part
displays the HotpotQA dataset. On the left, it illustrates
how the overall performance changes with different set-
tings of retrieval unit size and the number of units fed
into the reader; on the right, it shows that the end perfor-
mance does not increase monotonically with the recall
score, and LongRAG is more robust to the influence
of “hard negatives” as the context length of the reader
increases.

Gemini-1.5-pro

GPT-4-Turbo
GPT-4o

Claude-3-Opus

Claude-3.5-Sonnet

DeepSeek-V2-Chat
40

45
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59.5%
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Figure 4: This figure compares different readers of Lon-
gRAG on the NQ dataset. This table leverages 200 test
cases from the test set to help compare performance
using different readers.

from the long context. Taking NQ as an example:520

for passage-level retrieval units, the turning point521

occurs between 100 and 200; for document-level re-522

trieval units, the turning point is between 5 and 10;523

and for grouped documents level, the turning point524

is between 4 and 8. In general, the most suitable525

context length fed into the reader is around 30K526

tokens. Second, using long retrieval units shows527

improved performance when comparing passage-528

level retrieval units with document-level or grouped529

document-level retrieval units.530

Recall vs. EM In Figure 3, we compare the re-531

lationship between retrieval recall and end perfor-532

mance across varying context lengths for different533

retrieval unit selections. We observe that using534

fewer retrieval units in the reader with longer re- 535

trieval units design reduces the introduction of dis- 536

tractors or hard negatives under a given length bud- 537

get. Consequently, the end performance does not 538

increase monotonically with the recall score. In the 539

future, with advancements in long embedding mod- 540

els and improved retrieval recall for long retrieval 541

units, we can expect better end performance. 542

Reader Model In Figure 4, we compare the per- 543

formance of six different readers: Gemini-1.5-pro, 544

GPT-4-Turbo, GPT-4o, Claude-3-Opus, Claude- 545

3.5-Sonnet and DeepSeek-V2-Chat. The results 546

indicate that GPT-4o achieves the highest exact 547

match score on the 200 test questions of the NQ 548

dataset among the three models. This suggests 549

that GPT-4o is the most effective in the role of a 550

long reader in the LongRAG framework. The en- 551

hanced performance of GPT-4o can be attributed 552

to its superior ability to process and comprehend 553

lengthy contexts, ensuring that crucial information 554

is accurately extracted. Therefore, we mainly re- 555

port the GPT-4o results in our main table. Be- 556

sides, Gemini-1.5-pro, GPT-4-Turbo, Claude-3- 557

Opus, and Claude-3.5-Sonnet could achieve very 558

similar results. These state-of-the-art black box 559

LLMs are also effective readers within the Lon- 560

gRAG framework. Deepseek-V2-Chat is one of 561

the best open-source LLMs, but its performance de- 562

grades significantly compared to the previous five 563

black-box LLMs. The above experiments demon- 564

strate that our current framework depends on the 565

long-context understanding ability of LLMs, and 566

we still have a long way to go in harnessing open- 567

source LLMs within our framework. 568

5 Conclusion 569

In this paper, we propose a new framework, Lon- 570

gRAG, to alleviate the imbalance between the bur- 571

den of the retriever. The LongRAG framework 572

consists of a “long retriever” and a “long reader” 573

component on top of the 4K-token retrieval units. 574

Our proposed framework can significantly reduce 575

the corpus size, enabling strong retrieval recall us- 576

ing only a few top units, thereby minimizing noise 577

from hard negatives. On the other hand, the long re- 578

trieval unit preserves the semantic integrity of each 579

document. We test our framework on four end-to- 580

end question answering tasks and demonstrate its 581

superior performance without any training. We be- 582

lieve LongRAG can pave the road for the modern 583

RAG system design. 584
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Limitation585

There are three major limitations of our proposed586

framework. First, it relies on the long embed-587

ding model. Although recent studies have made588

progress in this direction, there is still a need for589

stronger long embedding models. In our work,590

we use an approximation to calculate the seman-591

tic score with a regular embedding model, which592

proves more effective than using a long embedding593

model. Future improvements in long embedding594

models could help us further enhance the perfor-595

mance of our system and reduce the storage size596

of corpus embeddings if the entire long context597

could be encoded directly. The second limitation598

is that we only use a black-box LLM as the reader.599

A reader that supports long input and is less af-600

fected by position bias is necessary. Currently,601

most open-source LLMs do not meet these require-602

ments. The third limitation is that our grouping603

methods are based on hyperlinks, which are spe-604

cific to the Wikipedia corpus. A more general605

grouping method should be considered.606
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A Appendix910

A.1 Datasets Details911

Natural Question (Kwiatkowski et al., 2019) is912

designed for end-to-end question answering. The913

questions are mined from real Google search914

queries and the answers were spans in Wikipedia915

articles identified by annotators. This dataset916

contains 3,610 questions. For NQ, we use the917

Wikipedia dumps from December 20, 2018, which918

contain approximately 3 million documents and 22919

million passages.920

HotpotQA (Yang et al., 2018) consists of two-921

hop questions over diverse topics. We focus on the922

fullwiki setting in which two Wikipedia passages923

are required to answer the questions. Since the gold924

passages for the test set are not available, we follow925

prior work (Xiong et al., 2020b) and evaluate on926

the development set, which has 7,405 questions.927

There are two main question types in HotpotQA:928

(1) comparison questions usually require contrast-929

ing two entities and (2) bridge questions can be an-930

swered by following a connecting entity that links931

one document to another. For HotpotQA, we use932

the abstract paragraphs from the October 1, 2017933

dump, which contain around 5 million documents.934

Qasper (Dasigi et al., 2021) is an information-935

seeking question answering dataset over academic936

research papers. Each question is written as a fol-937

lowup to the title and abstract of a particular paper,938

and the answer, if present, is identified in the rest of939

the paper. The original Qasper dataset is a single-940

document QA dataset. We refactor it into a RAG941

task, where the system first retrieves the necessary942

document and then answers the given question, fol-943

lowing a design similar to LoCoV1 (Saad-Falcon944

et al., 2024).945

MultifieldQA-en (Bai et al., 2023) is a question-946

answering dataset based on long documents from947

diverse sources, including legal documents, govern-948

ment reports, encyclopedias, and academic papers.949

The original MultifieldQA-en is a single-document950

QA dataset. We refactor the dataset into a RAG951

task, where the system first retrieves the necessary952

document and then answers the given question, fol-953

lowing a design similar to LoCoV1 (Saad-Falcon954

et al., 2024).955

A.2 Prompts Template for Long Context956

Reader957

We have put out prompts used for the experiments958

in Table 7. For the closed-book method, we use959

16-shot in-context examples. For LongRAG, we 960

use a two-turn approach to extract the final answer. 961

In the first turn, the long retrieved context and the 962

question are concatenated as input, and we do not 963

use any in-context examples here due to the context 964

being around 30K tokens. Empirically, we found it 965

beneficial to let the reader generate a longer answer 966

initially, typically ranging from a few words to 967

a few sentences. In the second turn, we use 8- 968

shot in-context examples to guide the reader in 969

further extracting the most important part of the 970

long answer as the short answer, which is typically 971

just a few words. 972

A.3 Refined Metric 973

The most standard metric used in open-domain 974

extractive question answering tasks is EM (Exact 975

Match), since the correct answer must be a sub- 976

string within the corpus. In our framework, since 977

the long retrieved context, which contains multiple 978

highly-related documents to the given query, is fed 979

into the reader, there is a much higher possibility 980

that an alias of the ground truth exists in the context 981

and can be extracted by the reader. As shown in 982

Table 8, although LongRAG’s prediction doesn’t 983

exactly match the ground truth, it’s obvious that 984

LongRAG’s prediction is correct. To better and 985

more fairly evaluate LongRAG’s performance, we 986

have refined the EM metric slightly. We recognize 987

it as an exact match if the prediction is less than 988

five tokens (indicating that the short answer is suc- 989

cessfully extracted as described in Section A.2) and 990

the ground truth is a substring of the prediction or 991

vice versa. We have also manually verified that 992

this refined metric indeed captures aliases or other 993

forms of the ground truth. For the fully-supervised 994

RAG baselines used in our paper, given that they 995

are fine-tuned on the training data and the retrieval 996

unit is a small snippet, we believe that the differ- 997

ence won’t be significant when using the refined 998

EM. 999
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Method Prompt

CLOSED-
BOOK

Here are some examples of questions and their corresponding answer, each
with a “Question” field and an “Answer” field. Answer the question directly
and don’t output other thing.
“Question”: . . . “Answer”: . . .
“Question”: . . . “Answer”: . . .
. . .
“Question”: . . . “Answer”: . . .
Answer the following question.
“Question”: who is the owner of reading football club “Answer”:

LONGRAG Turn 1: Go through the following context and then answer the question. The
context is a list of Wikipedia documents, ordered by title: . . . .
Each Wikipedia document contains a title field and a text field. The context is:
“Title”: . . . “Text”: . . .
“Title”: . . . “Text”: . . .
. . .
“Title”: . . . “Text”: . . .
Find the useful documents from the context, then answer the question: when
did the philadelphia eagles play in the super bowl last. Answer the question
directly. Your response should be very concise.
Turn 2: You have been provided with a question and its long answer. Your
task is to derive a very concise short answer from the given long answer. It’s
important to ensure that the output short answer remains as simple as possible.
Here a few examples:
“Question”: . . . “Long Answer”: . . . “Short Answer”: . . .
“Question”: . . . “Long Answer”: . . . “Short Answer”: . . .
. . .
“Question”: . . . “Long Answer”: . . . “Short Answer”: . . .
Extract the short answer of the following question and long answer:
“Question”: when did the philadelphia eagles play in the super bowl last “Long
Answer”: The Philadelphia Eagles last played in the Super Bowl on February 4,
2018, in Super Bowl LII. “Short Answer”:

Table 7: Here are the prompts we used for all the experiments. For the closed-book method, we use 16-shot
in-context examples. For LongRAG, we use a two-turn approach to extract the final answer. The first turn doesn’t
require any in-context examples and generate a longer answer, typically ranging from a few words to a few sentences.
In the second turn, we use 8-shot in-context examples to calibrate and extract the exact short answer, which is
typically just a few words.

Question Ground truth LongRAG prediction

where does the bob and tom show broadcast from Indianapolis , Indiana Indianapolis
who has given the theory of unbalanced economic growth Hirschman Albert O. Hirschman
when does season 6 of the next step start 2018 September 29, 2018
what was the precursor to the present day internet the ARPANET project ARPANET

Table 8: Some examples demonstrate that LongRAG has extracted aliases or different forms of the ground truth.

A.4 Group Documents Algorithm 1000

In this section, we provide an example algorithm 1001

used to formulate long retrieval units by grouping 1002
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multiple short documents, which we applied in the1003

NQ and HotpotQA experiments in our paper. In the1004

algorithm, whether two documents are related can1005

be determined by any reasonable function, such as1006

hyperlinks, word frequency, or structural informa-1007

tion from the dataset. In the two Wikipedia-related1008

question-answering tasks in our paper, NQ and Hot-1009

potQA, we use the hyperlinks embedded in the text1010

to describe the relationships between documents.

Algorithm 1 Example Group Documents Algo-
rithm

Input: S (max number of tokens per group),
D (list of documents), adj[d] (related documents
for each document d), deg(d) (number of related
documents for each document d)
Output: G (set of groups)
Sort D from low degree to high degree based on
deg(d)
Initialize an empty set of groups G
for each document d in D do

related_groups← ∅
for each related document r in adj[d] do

for each group g in G do
if r ∈ g then

related_groups ←
related_groups ∪ {g}

end if
end for

end for
Create a new group gnew = {d}
Sort related_groups by their size
for each group g in related_groups do

if |gnew|+ |g| ≤ S then
gnew ← gnew ∪ g
Remove g from G

end if
end for
Add gnew to G

end for
return G

1011

A.5 Dataset Examples 1012

Here, we present a few examples from the four 1013

datasets we experiment with. 1014
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Method Prompt

NQ Question: how many episodes are in series 7 game of thrones
Answer: seven

HOTPOTQA Question: What government position was held by the woman who portrayed
Corliss Archer in the film Kiss and Tell?
Answer: Chief of Protocol

QASPER Question: In the paper ’End-to-End Trainable Non-Collaborative Dialog Sys-
tem’, How is intent annotated?
Answer: using a role-playing task on the Amazon Mechanical Turk platform
and collecting typed conversations

MULTIFIELDQA-
EN

Question: What is the name of the most active fan club?
Answer: South West Ultras fan club.

Table 9: Here are some examples from the four datasets used in our experiments.

15


	Introduction
	Related Work
	Retrieval-Augmented Generation.
	Long Context Large Language Models.
	Long Context Embedding

	LongRAG
	Long Retriever
	Long Reader

	Experiments
	Dataset
	Retrieval Performance
	Full QA Performance on Wikipedia-based Datasets
	Full QA Performance on non-Wikipedia-based Datasets
	Ablation Studies

	Conclusion
	Appendix
	Datasets Details
	Prompts Template for Long Context Reader
	Refined Metric
	Group Documents Algorithm
	Dataset Examples


