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ABSTRACT

Multimodal sentiment analysis targets at accurately perceiv-
ing the emotional states by incorporating related information
from multiple sources. However, existing methods mostly
neglect the unbalanced contributions and inherent relational
interactions across distinct modalities. In this paper, we
propose a multi-stage hierarchical relational graph neural
network (MHRG), catering to intra- and inter-modal dynam-
ics learning with modality calibration. In the first stage,
modality-specific graph convolution modules are introduced
to learn the intra-modal sequential semantics. In the sec-
ond, we design a modality-adaptive modification module to
determine the contribution of each modality based on the
prediction confidence. Finally, diverse inter-modal dynamics
are considered respectively by a novel hierarchical relational
graph fusion method for further aggregation according to the
type of interactions. Extensive experiments on benchmark
datasets demonstrate that MHRG outperforms the existing
methods and achieves the state-of-the-art performance.

Index Terms— multimodal sentiment analysis, graph
neural network, relational interactions, inter-modal dynamics

1. INTRODUCTION

Multimodal sentiment analysis (MSA), as a critical way to de-
termine an individual’s attitude towards a specific entity, has
attracted increasing research attention. Earlier works mostly
assumed that multimodal sequences are aligned in the reso-
lution of words and modeled the cross-modal interactions on
the aligned steps by recurrent neural networks (RNNs). How-
ever, the problems with these RNN-based approaches [1, 2]
are reflected in two aspects. For one, it is impractical to
consider only short-term interactions at the word level. For
another, RNNs are prone to slow inferring speed due to its
recurrent nature and have limited capacity of learning long-
term dependencies. To address such challenges, transformer-
based models [3] which learn representations directly from
unaligned multimodal streams have been proposed. Tsai et
al. [4] proposed a cross-modal Transformer to learn the direc-
tional attention between elements across modalities. Wu et al.
[5] designed a multi-head attention-based fusion network that
considers the interactions between any two pair-wise modal-
ities differently. However, the cross-modal Transformer is a
bi-modal operation that only account for two modalities’ in-
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put at a time, resulting in a large number of parameters needed
to retain original modality information.

Recent remarkable works [6] use graph neural networks
(GNN) to model intra-modal and inter-modal dynamics.
However, previous GNN-based approaches have the follow-
ing limitations: Modal-temporal attention graph (MTAG) [7]
captures the rich interactions across modalities, while ignor-
ing the unbalanced contribution of unimodal representation.
Although Huang and Liu’s studies [8, 9] take unimodal graph
into account, they commonly treat inter-modal dynamics
without investigating inherent multi-relational interactions.
In sum, few works have paid attention to the unbalanced con-
tributions and inherent relational interactions across distinct
modalities. In this paper, we propose a multi-stage hier-
archical relational graph neural network (MHRG), catering
to intra- and inter-modal dynamics learning with modality
calibration. In the first stage, modality-specific graph convo-
lution modules are introduced to learn sequential semantics.
Then, we design a modality-adaptive modification module to
determine the contribution of each modality according to the
prediction confidence. Finally, relation-specific interactions
are considered respectively by a novel hierarchical relational
graph fusion method for further aggregation. Extensive ex-
periments demonstrate that MHRG outperforms the existing
methods and achieves the state-of-the-art performance.

The main contributions are summarized as follows: (1)
we propose MHRG that models both intra- and inter-modal
dynamics in graph structure. (2) A modality-adaptive modifi-
cation module is designed to identify the contribution of each
modality according to the prediction confidence. (3) A hierar-
chical relational graph fusion method is proposed to aggregate
relation-specific interactions respectively across modalities.

2. METHODOLOGY

The overall architecture of MHRG is depicted in Fig. 1,
which is composed of modality-specific graph convolution
module, modality-adaptive modification module (MAMM)
and hierarchical relational graph fusion module (HRGF).
More details are introduced in the following subsections.

2.1. Modality-specific Graph Convolution Module

The input to MHRG consists of three sequences of features
from textual (t), visual (v) and acoustic (a) modalities, de-
noted as Xm ∈ RN×dm , m ∈ {a, v, t}. N and d(.) represent
the number of time steps and feature dimension. For eachIC
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Fig. 1. The overall architecture of the proposed MHRG, which is composed of three main components: a modality-specific
graph convolution module, a modality-adaptive modification module and a hierarchical relational graph fusion module. PE
denotes the positional encoding, GCNm denotes the graph convolution for modality m.

modality, we build an undirected graph G(V, E) to capture
sequential semantics, composed of nodes V and edges E .

Node Generator. Since information density varies between
modalities, we pass the input sequence through a 1D temporal
convolution layer to overcome this difference. This operation
also allows each element of the input sequence to have suffi-
cient awareness of its neighbors.

X̂m = Conv 1D (Xm, km) ∈ RN×d (1)

where X̂m represents the node embedding in the unimodal
graph, k is the size of the convolutional kernel and d is the
common dimension which is the same for all modalities. To
avoid losing positional information, we add a positional en-
coding to each node’s feature vector.

Edge Generator. In this paper, the edge set is represented by
a similarity matrix. We perform a simple dot-product atten-
tion mechanism to measure the similarity between pairwise
nodes and define the similarity matrix Am ∈ RN×N .

Am = Q ·KT = σ

((
WQX̂m

)
·
(
WKX̂m

)T
)

(2)

where σ is the RELU activation function, WQ and Wk are
learnable parameters. An edge will have a high similarity
score if they have a strong semantic relationship.

Modality-specific Graph Convolution. After obtaining the
node embeddings and the similarity matrix, we introduce
graph convolution to explore the sequential semantics in each
modality. To ensure the stability of graph topology structure,
we add a residual connection to learn the feature shift from
original graph:

X̃ l+1
m = W r

m

(
D−1

m AmX̃ l
mW l

m

)
+ X̃ l

m

X̃0
m = X̂m

(3)

where X̃ l
m denotes the node embedding in the lth iteration

and Dm ∈ RN×N is the diagonal degree matrix of Am.
W r

m ∈ RN×N and W l
m ∈ RN×N are weight matrix acting

on the residual structure and node representation respectively.

2.2. Modality-adaptive Modification Module

The core idea of the modality-adaptive modification mod-
ule (MAMM) is to identify the importance of each modal-
ity, which introduces a modality-adaptive modification loss
(MAM Loss) and a confidence gated mechanism (CGM).
Leveraging the prediction confidence of all the modalities,
MAM Loss is designed to dynamically adjust each modal
representation from a global perspective. Based on the notion
that the smaller the value of loss, the higher the prediction
confidence, MAM Loss can be formulated as:

lMAM
m = θm · lm =

{a,v,t}−m∏
ρ

µ · lρ

 · lm (4)

where θm is a confidence factor for modality m, calculated
from the rest unimodal loss values and a scaling factor µ.
In our method, Mean Absolute Error (MAE) is used for uni-
modal loss and the scaling factor is set to the arithmetic mean
of all unimodal losses.

In addition, we propose a CGM to further minimize the
negative impact of noisy unimodal representation on the final
prediction. The pipeline of CGM can be summarized as: we
concatenate the feature embeddings of all the modalities and
perform a self-attention mechanism to calculate a shift vector.
This shift vector has the same dimension as the unimodal rep-
resentation and it will be weighted summed with each modal
vector separately to obtain the modified representation. The
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Table 1. The comparison experiments on CMU-MOSI and IEMOCAP datasets.
CMU-MOSI IEMOCAP

Model\Metric Acc7 Acc2 F-score MAE Corr Happy Sad Angry Neutral
Acc F-score Acc F-score Acc F-score Acc F-score

RAVEN [1] 33.2 78 76.6 0.915 0.691 77 76.8 67.6 65.6 65 64.1 62 59.5
MCTN [2] 35.6 79.3 79.1 0.909 0.676 80.5 77.5 72 71.7 64.9 65.6 49.4 49.3
MULT [4] 35.3 80.6 79.3 0.972 0.681 84.8 81.9 77.7 74.1 73.9 70.2 62.5 59.7
BIMHA [5] 36.4 80.3 80 0.925 0.671 86.3 85.3 83.6 82.9 74.2 74.4 70.1 71.2
MTAG [7] 38.9 82.3 82.1 0.866 0.722 91.7 88.4 89.3 86.1 89.6 87.2 79.1 72.3
TGCN [9] 36.9 82.6 82.5 0.871 0.722 92.5 88.9 90.4 87.8 88.9 86.3 78.9 70.4
Multimodal Graph [10] 34.1 80.6 80.5 0.913 0.698 84.3 81.3 83.7 82.1 75.9 72.7 70.9 69.7
MAGCN [11] 36.8 80.6 80.3 0.882 0.706 85.6 82.3 81.6 78.5 74.3 72.1 67.4 64.8
MHRG 39.4 83.9 83.7 0.857 0.741 92.7 89.4 89.7 86.3 89.8 87.5 76.3 70.7

equations of CGM are given as follows:

X ′ = Fα
(
δ
(
X̃a ⊕ X̃v ⊕ X̃t

))
Xfinal

m = Sγ (θm) X̃m + (1− Sγ (θm))X ′
(5)

where ⊕ represents the concatenation operation, δ is self-
attention mechanism, Fα is a fully connected layer and Sγ

is a scoring function which takes confidence factor θm as in-
put to determine the extent of modifications.

Fig. 2. The details of HRGF module. Multimodal and tempo-
ral relations are gradually considered by HRGF.

2.3. Hierarchical Relational Graph Fusion Module

The nodes of the multimodal graph are composed of the mod-
ified representations from all modalities. In terms of edges,
following [7], we consider two types of inter-modal interac-
tions as directed edges, i.e., multimodal edges and temporal
edges, denoted as EM and ET respectively. Specifically, the
multimodal edges are classified into nine types according to
diverse subjects and objects, while the temporal edges are
divided into “previous”, “current” and “later” based on se-
quence order. As a result, there are a total of 27 interaction
combinations. As depicted in Fig. 2, the HRGF incremen-
tally models the inter-modal interactions in multimodal graph
for further aggregation. The equation for the lth iteration of

HRGF is shown below:

hl+1
i = σ

 ∑
e′∈EM

W l
e′

∑
e∈εT

∑
j∈Ni

W l
eh

l
j

+W l
ih

l
i

 (6)

where hl
i is the hidden state of node vi in the lth iteration, and

Ni is the set of adjacent nodes of vi. We and We′ represent
weight matrix of temporal and multimodal edges, while Wi

is the weight for self-loop operation. σ is the RELU nonlin-
ear activation function. Through such progressive relation-
specific aggregation, our model can enhance the interactions
across distinct modalities and implement deep fusion. Af-
ter that, graph pooling is introduced to fuse related nodes
and simplify the graph structure. In addition, considering
the problem that the diversity of inter-modal interactions may
cause computational difficulties and disrupt prediction accu-
racy, we provide an alternative graph pruning strategy. The
main idea is to select the top-k largest relational values and
keep them unchanged, while the rest are reset to zero.

3. EXPERIMENTS

3.1. Datasets

IEMOCAP [12] contains a total of five sets of conversation
videos between ten exclusive speakers. It includes 7,433 ut-
terances and each utterance is annotated with a category label.
To be consistent with previous studies, we select four of the
most common labels, namely “angry”, “happy”, “sad”, and
“neutral” for experiments.
CMU-MOSI [13] is a typical multimodal sentiment analysis
dataset that contains 2,199 short video clips. Each sample
is labeled with a sentiment score from -3 (strongly negative)
to 3 (strongly positive). We use the segmentation methods
provided in the CMU-SDK [14] to launch our experiments.

3.2. Implementation Details and Evaluation metrics

We develop our model on Pytorch with RTX2080Ti as GPU.
GloVe word embeddings, COVEREP, and Facet [15, 16] are
applied for extracting the utterance-level features of textual,
acoustic and visual modalities respectively. The embedding
size of tri-modality is set to 32 for CMU-MOSI and 128 for
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Table 2. Ablation studies on CMU-MOSI dataset, which can
be divided into five groups.

Ablation Acc2 F-score MAE
Modalities

T Only 80.2 79.6 0.927
V Only 58.2 58.2 1.317
A Only 59.7 61.3 1.227
A+V 62.3 62.4 1.194
A+T 81.9 80.8 0.905
V+T 82 81.7 0.894

Modification
No MAM Loss 82.6 81.3 0.868

No CGM 82.8 81.7 0.863
Edge types

No edge type 80.7 79.7 0.926
mutlimodal edges only 83 82.4 0.864

temporal edges only 82.5 81.3 0.872
Multimodal Fusion

Concate+FC 80.3 79.6 0.92
cross-modal Transformer [17] 81.7 80.8 0.883

Vanilla GCN [18] 83.2 83.1 0.86
Pruning

Pruning 50% 71.1 69.3 1.113
Pruning 20% 86.6 86.3 0.828

MHRG 83.9 83.7 0.857

IEMOCAP. The initial learning rate is set to 0.01 for CMU-
MOSI and 0.0001 for IEMOCAP. The experimental results
are evaluated in two forms: classification and regression. For
classification, we report the F-score, 7-class and binary accu-
racy (Acc7 and Acc2). For regression, we report mean abso-
lute error (MAE) and Pearson correlation (Corr). Except for
MAE, higher values denote better performance for all metrics.

3.3. Experimental Results and Analysis

The overall performance of the approaches on CMU-MOSI
and IEMOCAP datasets is listed in Table 1. Table 1 shows
that MHRG outperforms previous methods on CMU-MOSI in
all metrics, which demonstrates the superiority of our method.
It can also be observed that MHRG achieves the state-of-the-
art performance on both Acc2 and F-score of “happy” and
“angry” emotion, competitive performance on “sad”, and the
worst on “neutral”. We infer that one of the major causes is
that ’happy’ and ’angry’ have a relatively more pronounced
emotional tendency, whereas ’neutral’ does not.

3.4. Ablation Study

We conduct five groups of ablation experiments on the CMU-
MOSI dataset to investigate the contribution of each compo-
nent, and the results are listed in Table 2. Firstly, we study the
influence of different modalities. It is observed that all modal-
ities are beneficial for learning better multimodal representa-
tions. Among them, textual modality brings the most signifi-

(a) original (b) modified

Fig. 3. Visualization of audio embedding distributions.

cant performance gain presumably due to its high information
density. Secondly, we verify the role of modification module.
For a vivid demonstration, we employ t-SNE [19] to visual-
ize the original and modified audio embedding distributions
as an example in Fig. 3. The results show that MAM Loss
as well as CGM help to learn more meaningful intra-modal
information. Thirdly, we investigate the effect of edge types
on our model performance. It highlights the need to take var-
ious types of inter-modal interactions into account. And the
model performance keeps growing, as we gradually consider
multimodal and temporal relations. Then, the multimodal fu-
sion methods are discussed. Benefiting from the structure of
hierarchical aggregating, HRGF obtain a better performance
compared to vanilla GCN. It also proves that straightforward
fusion methods like simple concatenation will burden multi-
modal learning. Finally, we compare the MHRG with differ-
ent pruning rates set. It is believed that appropriate pruning
can make MHRG focus on the truly important interactions,
avoiding over-smoothing issue of GNNs to some extent.

4. CONCLUSION

In this paper, we present a multi-stage hierarchical relational
graph neural network (MHRG) to model intra and inter-modal
dynamics using graph structures. The method concentrates
on solving the issues of imbalanced contributions and hetero-
geneous relations across multiple modalities. For optimizing
intra-modal representation, MAMM is designed to dynami-
cally adjust the contribution of each modality according to
the prediction confidence. Furthermore, we propose HRGF
to aggregate relation-specific dynamics respectively. Exten-
sive experiments on benchmark datasets demonstrate the ef-
fectiveness and superiority of MHRG.
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