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Figure 1. Taking four indoor panoramas as input, our method optimizes 3D Gaussians under the guidance of scene priors including room
layouts and depths. Leveraging our 360◦ splatting algorithm, we are able to render high-quality equirectangular images from the refined
3D Gaussians. The visual comparisons illustrate that our method surpasses 3D-GS [18] with accurate geometry and plausible details.

Abstract

3D Gaussian Splatting (3D-GS) has recently attracted
great attention with real-time and photo-realistic render-
ings. This technique typically takes perspective images
as input and optimizes a set of 3D elliptical Gaussians
by splatting them onto the image planes, resulting in 2D
Gaussians. However, applying 3D-GS to panoramic inputs
presents challenges in effectively modeling the projection
onto the spherical surface of 360◦ images using 2D Gaus-
sians. In practical applications, input panoramas are often
sparse, leading to unreliable initialization of 3D Gaussians
and subsequent degradation of 3D-GS quality. In addi-
tion, due to the under-constrained geometry of texture-less
planes (e.g., walls and floors), 3D-GS struggles to model
these flat regions with elliptical Gaussians, resulting in sig-
nificant floaters in novel views. To address these issues,
we propose 360-GS, a novel layout-guided 360◦ Gaussian
splatting for a limited set of panoramic inputs. Instead of
splatting 3D Gaussians directly onto the spherical surface,
360-GS projects them onto the tangent plane of the unit
sphere and then maps them to the spherical projections.

This adaptation enables the representation of the projection
using Gaussians. We guide the optimization of 3D Gaus-
sians by exploiting layout priors within panoramas, which
are simple to obtain and contain strong structural infor-
mation about the indoor scene. Our experimental results
demonstrate that 360-GS allows panoramic rendering and
outperforms state-of-the-art methods with fewer artifacts in
novel view synthesis, thus providing immersive roaming in
indoor scenarios.

1. Introduction

With the popularity of consumer-level 360◦ cameras, novel
view synthesis from a set of panoramic images has been
one of the core components of computer graphics and vi-
sion applications, including virtual and augmented reality
(VR/AR). Recently, Neural Radiance Fields (NeRF) [1, 3,
20, 39] have attracted great attention due to their ability
to produce photo-realistic renderings and become a widely
used technique to synthesize novel views. However, NeRF
samples dense points for each pixel, making real-time ren-



dering challenging. Recently, point-based representation,
3D Gaussian Splatting (3D-GS) [18], has emerged as an al-
ternative representation that achieves real-time speed with
comparable rendering quality to NeRF-based methods. This
enables real-time indoor room roaming and has practical
applications like free-viewpoint navigation, house touring,
and virtual-reality games.

However, 3D-GS mainly focuses on perspective images.
When given a set of indoor panoramas, synthesizing novel
views with 3D-GS encounters several challenges. First,
splatting 3D Gaussians onto panoramic images has spatial
distortion that can not be modeled with 2D Gaussians splat-
ted onto image planes of perspective projection. Thus it is
impossible to directly optimize 3D Gaussians with panora-
mas. Second, collecting dense panoramic views of a scene
is often expensive and time-consuming [10]. In a typical
image collection process, the 360◦ camera is placed at the
center or in a limited set of locations in the rooms, resulting
in sparse input. This scarcity of inputs significantly exacer-
bates the inherent ambiguity of learning 3D structure from
2D images, thus leading to unsatisfying renderings [41, 44].
While many works have attempted to address the few-shot
task by leveraging pixel-wise information such as depth su-
pervision [8, 44] and cross-view semantic consistency [16],
the scene-level structural information within panoramas re-
mains under-exploited. Third, indoor scenes often contain
many texture-less and flat regions such as walls, floors, and
ceilings, which are insufficient for finding cross-view corre-
spondences. Even though 3D-GS can well fit training pix-
els, the geometry of planes is inaccurate, leading to floaters
above the planes in novel views. Previous works have tack-
led this problem through geometric regularization [5, 8], but
most of them are built on top of NeRF.

To address the aforementioned challenges, we pro-
pose 360-GS, a novel layout-guided 3D Gaussian splatting
pipeline designed for sparse panoramic images. This ap-
proach achieves real-time panoramic rendering while deliv-
ering high-quality novel views, significantly reducing un-
desired artifacts such as floaters, as depicted in Fig 1. The
impressive performance is attributed to two core compo-
nents of 360-GS: 360◦ Gaussian splatting and the incorpo-
ration of room layout priors. 360◦ Gaussian splatting al-
gorithm decomposes the splatting into two steps: project-
ing 3D Gaussians onto the tangent plane and then mapping
them to the spherical surface. The decomposition avoids the
complicated representation of projections while maintain-
ing real-time performance. We further address the under-
constrained problem due to few-shot inputs and texture-
less planes by introducing room layout priors. With a full
field of view, a panorama inherently contains richer global
structural information than a perspective image that can
be exploited for more regularization. The room layout is
the most common and easy-obtained structural informa-

tion for indoor scenes. From the room layout, we derive
a high-quality point cloud for the initialization of 3D Gaus-
sians. Since the room layout describes the scene with flat
walls, floors, and ceilings, we further enforce constraints
on the positions of 3D Gaussians in these regions. The
layout-guided initialization and regularization contribute to
the generation of flat planes and a reduction in undesired
floaters in novel views. The experiments conducted on real-
world datasets have demonstrated the superiority and effec-
tiveness of our method.

In summary, the main contributions of our paper are:
• We propose 360-GS, a layout-guided 3D Gaussian splat-

ting pipeline designed for sparse panoramic images,
which allows real-time panoramic rendering.

• We derive a high-quality point cloud generation method
for the initialization of 3D Gaussians from room layouts
to improve the performance of novel view synthesis.

• We introduce a layout-guided regularization to reduce
floaters caused by under-constrained regions.

2. Related Work

2.1. Novel view synthesis

Given a dense set of calibrated images, the task of novel
view synthesis aims to generate photo-realistic images of
a 3D scene from unseen viewpoints. To improve the qual-
ity of the reconstructed 3D scene and novel views, some
studies utilize explicit representations such as layered rep-
resentations [30, 33], voxels [35], mesh [15] and point
clouds [25, 40]. Recently, there has been an increasing in-
terest in the use of volumetric representations. Neural radi-
ance fields (NeRF) [20] employs implicit neural networks
to represent scenes as continuous volumetric functions of
density and color. Volumetric rendering is then employed
to generate novel views. Mip-NeRF 360 [2] extends NeRF
to address aliasing and model unbounded scenes using vol-
umetric frustums along a cone and a non-linear scene pa-
rameterization, respectively. Despite the powerful neural
implicit representation of NeRF, it demands significant time
for training and rendering, posing a challenge for real-time
applications. Recent works have strived to accelerate the
rendering speed [22, 27, 38, 43]. Concurrently, another line
of work employs point-based representation and rendering.
3D-GS [18] models the scene with explicit 3D Gaussians
and renders 2D images using the splatting technique, elevat-
ing the photo-realistic rendering quality to real-time levels.

While existing methods for novel view synthesis primar-
ily focus on perspective images, recent research has been
adapted for panoramic input. OmniNeRF [9] extends the
pinhole camera model of NeRF to a fish-eye projection
model and uses spherical sampling to enhance the quality
of rendering. 360Roam [12] is the first to construct an
omnidirectional neural radiance field from a sequence of
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Figure 2. Overview of 360-GS architecture. Given a limited set of panoramas, we estimate the room layout and depth to guide the
optimization of 3D Gaussian. These priors are transformed into 3D representations and jointly merged to a point cloud, which is used
to initialize 3D Gaussians. We propose a 3D Gaussian splatting algorithm to project 3D Gaussians to panoramic space. Based on the
projected Gaussians, we can render panoramas through a differentiable tile rasterizer. To reduce floaters in novel views, we regularize the
optimization of 3D Gaussians by minimizing the cosine distance between the movement of position vectors and normals of layout point
clouds.

panoramic images. 360FusionNeRF [19] introduces a se-
mantic consistency loss with CLIP-ViT [26] to enforce 3D
space consistency in panoramas. PanoGRF [7] proposes
generalizable spherical radiance fields which incorporates
scene priors from 360◦ dataset into Spherical NeRF. It fur-
ther leverages a 360◦ monocular depth network to enhance
the quality of geometry features and improve the rendering
performance. In contrast, recent works built on 3D Gaus-
sian splatting barely consider panoramas as input.

2.2. Layout priors in panoramas

Panoramic room layout estimation plays a crucial role in
indoor scene comprehension and has been extensively stud-
ied [17, 23, 31, 32, 36, 37]. Among them, HorizonNet [37]
introduces a deep learning network and a post-processing
technique that can recover complex room layouts, even with
obscured corners from the model output. This estimated
panoramic room layout has been widely explored in com-
puter vision problems including indoor navigation [21] and
scene reconstruction [11, 14]. In the task of novel view
synthesis, Xu et al. [42] utilize the estimated room layout
from the reference panorama and extract high-level features
as guidance for target views, proving the efficacy of layout
priors. However, the neural information of the room lay-
out is underutilized in 3D Gaussians, as 3D Gaussians lack
neural components. Unlike this method, we exploit room
layout priors through explicit initialization and geometric
constraints for 3D Gaussians.

3. Method

We identify challenges in adapting panoramas to 3D-GS
(Sec. 3.1) and present 360-GS as a solution. 360-GS pro-
poses a 360◦ Gaussian splatting algorithm (Sec. 3.2) and
exploits room layout priors (Sec. 3.3) to optimize 3D Gaus-
sians and facilitate panoramic rendering. It also designs
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Figure 3. Illustration of panoramic Gaussian splatting. We
show a toy case for splatting a 3D sphere (a special case of 3D
Gaussian) onto panoramic images. The 3D sphere is defined by its
position µ ∈ R3 and its radius R ∈ R. In the middle column, we
visualize the projection of 3D spheres under different positions. In
the right column, 3D spheres with varying radii are splatted onto
the panoramas. These projections are not elliptical and cannot be
accurately modeled with 2D Gaussians, as attempted by 3D-GS.

a layout-guided initialization (Sec. 3.4) and regularization
(Sec. 3.5) using room layout priors. Fig. 2 shows an
overview of 360-GS.

3.1. Preliminary and challenge

3D-GS [18] explicitly represents a 3D scene with a collec-
tion of 3D Gaussians in world space. Each Gaussian is de-
fined by a position vector µ ∈ R3 and a covariance matrix
Σ ∈ R3×3. The 3D Gaussian distribution can be repre-
sented as follows:

G(x) = e−
1
2 (x−µ)TΣ−1(x−µ). (1)

For differentiable optimization, 3D-GS renders 2D im-
ages by projecting 3D Gaussians to 2D image planes. Given
points x = (x0, x1, x2) in world coordinates, we first trans-
form them to camera coordinates t = (t0, t1, t2) using an
affine mapping V (x) = Wx + d, known as the viewing
transformation. Subsequently, the camera coordinates are
converted to ray coordinates through the mapping p(t).
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Figure 4. Two naive pipelines for applying 3D-GS to panoramic
inputs. Left: we split panoramas into perspective images with
poses and feed them to 3D-GS. To render panoramas, we render
perspective images centered at the camera of panoramas. Subse-
quently, these images are transformed and stitched into equirect-
angular projection. These operations introduce stitching artifacts.
Right: we fail to directly train 3D-GS with panoramic inputs.

Taking perspective images as inputs, these mappings are
in fact not affine. To solve this problem, Zwicker et al. [45]
introduce the local affine approximation of the projective
transformation with the Jacobian matrix J . As a result,
the new covariance matrix Σ

′
of projected 2D Gaussians

in camera coordinates are formulated as:

Σ
′
= JWΣW TJT . (2)

Since the local affine approximation relies on projective
transformation, it is not appropriate for mapping 3D Gaus-
sians to 2D Gaussians on panoramic images. A panoramic
image covers the whole 360◦ horizontally and the whole
180◦ vertically, so the top and bottom of the image appear
severely distorted. As illustrated in Fig. 3, the panoramic
projection assumes distinct shapes that can not be modeled
with Gaussians under varying configurations. Employing a
2D Gaussian for fitting such a projection would cause sig-
nificant errors.

An alternative approach for the application of 3D-GS to
panoramic inputs involves transforming the panoramas into
perspective images before optimizing 3D Gaussians. An
overview of this method is illustrated in Fig. 4. Concretely,
we split equirectangular images into N perspective views,
each associated with a distinct pose. Then these perspective
images can be utilized to optimize 3D Gaussians following
3D-GS. However, this straightforward solution presents two
main drawbacks: (1) The complete pipeline is intricate, and
the direct acquisition of panoramas is unfeasible. (2) To get
a complete panorama, more than six perspective images are
supposed to be rendered and concatenated jointly. Unfor-
tunately, this concatenation introduces inevitable stitching
artifacts in overlapping regions of the reconstructed panora-
mas shown in Fig. 4.
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Figure 5. 360◦ Gaussian splatting algorithm. 360◦ Gaussian
splatting splats 3D Gaussians on the tangent plane that passes
through the projection point µ′, yielding the distribution G′(t′).
Then we map the projection to the spherical surface of the unit
sphere.

3.2. 360◦ Gaussian splatting

Our goal is to optimize 3D Gaussian representations from
a set of panoramas and enable direct panorama rendering.
Considering the challenges of directly representing spheri-
cal projection, we leverage the splatting technique [13] that
decomposes the splatting on the spherical surface into two
sequential steps: splatting on the tangent plane of the unit
sphere and mapping to the spherical surface. This allows us
to project 3D Gaussians to 2D Gaussians for rendering. An
overview of 360◦ Gaussian splatting is illustrated in Fig. 5.

Given a 3D elliptical Gaussian centered at µ with a co-
variance matrix Σ, we first convert it to the camera coor-
dinates with the affine viewing transformation V (x). The
viewing transformation is then followed by a projective
transformation t′ = φ(t,µ′) that projects camera coordi-
nates to the tangent plane of the unit sphere. This tangent
plane passes through the projection point µ′ and is tangen-
tial to the unit sphere centered at the origin of the camera
coordinates. The transformation is formulated as:

µ′(x− µ′) = 0 (3)

where µ′ is the projection of V (µ) onto the unit sphere.
Thus the projection is given by:

(t
′

0, t
′

1, t
′
2)

T = φ(t,µ′) = t
(µ′)Tµ′

(µ′)T t
. (4)

Following Zwicker et al. [45], we define the local affine
approximation φk(t,µ

′) by the first two terms of the Taylor
expansion of φ at the point tk:

φk(t,µ
′) = φk(tk,µ

′) + Jk · (t− tk) (5)

where tk = (t0, t1, t2)
T = V (µ) is the center of the 3D

Gaussian in camera coordinates. The Jacobian Jk is given
by the partial derivatives of φ at the point tk:
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Figure 6. Impact of layout-guided regularization. We present
a 2D toy case for optimizing 3D Gaussians, marked with an or-
ange color. Without our regularization, 3D Gaussians gravitate to-
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(6)
We splat 3D Gaussians onto the tangent plane by concate-
nating t = V (x) and t′ = φ(t,µ′), yielding the function
as follows:

G′(t′) = e−
1
2 (t

′−µ′)T (JkWΣWTJk
T )−1(t′−µ′). (7)

For panorama rendering, we map the tangent plane in
camera coordinates to the spherical surface in spherical po-
lar coordinates. Since the mapping process is efficient, our
approach maintains real-time performance. Consequently,
we are enabled to render panoramas directly.

3.3. Layout prior for panoramas

In the context of sparse panoramas lacking 3D information,
3D-GS struggles to identify cross-view 3D correspondences
and construct the geometry of scenes, leading to a signifi-
cant degradation in the quality of novel view synthesis. In
this paper, we exploit the room layout, a form of 3D struc-
tural information within panoramas, to alleviate these is-
sues. Incorporating the room layout with 3D Gaussians has
three advantages. Firstly, it contains whole-room contex-
tual information and 3D priors that are consistent across di-
verse views. Secondly, unlike depth maps and point-cloud
representations, the room layout describes the scene with a
smooth surface structure, yielding seamless planes includ-
ing walls and floors [17]. Third, room layouts are easily ac-

cessible and robust to the scale of scenes. Recent advance-
ments [37] have significantly propelled the field of layout
estimation, attaining frame rates exceeding 20 FPS.

Under the assumption that room layouts conform to the
Atlanta World assumption [23], room layouts are composed
of vertical walls, horizontal floor and ceiling. As illus-
trated in Fig. 2, we depict room layouts using floor-wall
boundaries Bf and ceiling-wall boundaries Bc. Specif-
ically, we sample N points with equal longitude inter-
vals on these boundaries. These points are denoted as :
{pi}Ni=1 = {(θi, ϕi)}Ni=1 where θi = 2π( i

N − 0.5) is the
longitude and ϕi ∈ [−π

2 ,
π
2 ] is the latitude. Consequently,

floor-wall boundaries Bf = {(θic, ϕi
c)}Ni=1 and ceiling-wall

boundaries Bc = {(θic, ϕi
c)}Ni=1 are represented with col-

lections of points.
Given the known camera height hc, we derive the

horizon-depth values from points in the ceiling-wall bound-
ary:

Fd(hc, ϕ
i
c) =

hc

|| tanϕi
c||

. (8)

Consequently, 2D points {(θi, ϕi)}Ni=1 on the boundaries
are transformed to a sequence of 3D points:

pix = Fd(hc, ϕ
i
c) sin θ

i

piy = Fd(hc, ϕ
i
c) tanϕ

i
c

piz = Fd(hc, ϕ
i
c) cos θ

i

(9)

These 3D points {(pix, piy, piz)}Ni=1 are located on the
floor and ceilings, thereby delineating the planes of the floor
and ceilings. The space enclosed by the walls and ceiling is
identified as the indoor area. Consequently, we construct a
3D bounding box that represents the scene’s layout, which
comprises the walls, ceiling, and floor.

3.4. Layout-guided initialization

Previous studies [6, 18] have demonstrated the importance
of a reasonable geometric initialization in 3D Gaussians.
3D-GS advocates for starting with an initial set of sparse
points derived from Structure-from-Motion (SfM) [28, 29].
However, SfM fails with sparse-view inputs, and so cannot
reliably provide point cloud initializations [34].

Given that room layouts reveal the global geometric
structure of the scene, we integrate the layout point cloud
into the initialization. Specifically, we estimate a floor-wall
boundary Bf and ceiling-wall boundary Bc as the layout
for each panorama using off-the-shelf network [37]. To de-
rive the global layout of the scene, we merge the 2D ceiling-
wall boundaries of all panoramas through a 2D union op-
eration. Similarly, Bc is unified into a global floor-wall
boundary. Subsequently, we construct the corresponding
3D bounding box from the global layout following Eq. 9.
The global 3D bounding box is converted into a point cloud
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Figure 7. Qualitative comparison of our methods and some SOTA methods with 32-view inputs. 3D-GS needs to stitch perspective images
into a panorama, resulting in stitching artifacts shown in the second row. Our method circumvents these artifacts and faithfully produces
texture on the planes such as walls and floors. This is attributed to our exploitation of room layout priors and effective panoramic Gaussian
splatting design.

through uniform sampling. To augment information for ob-
jects not included in the layout, we also estimate depth for
panoramas and convert depth maps into point clouds [24].
We merge these depth point clouds to a global point cloud
and then downsample it to reduce the number of points
while maintaining the structure of objects. The merged
depth point cloud is aligned to the layout point cloud with
a global scale factor. Finally, we combine the layout and
depth point clouds to initialize 3D Gaussians.

3.5. Layout-guided regularization

Although 3D Gaussians are initially set with a layout-
guided point cloud, the room layout priors within panora-
mas suffer from catastrophic forgetting. As illustrated in
Fig 6, the parameters of 3D Gaussians, such as position
vectors µ, are optimized in the direction of the gradient.
Consequently, 3D-GS struggles to preserve the geometric
structure initialized with layout priors, leading to uneven
surfaces and the emergence of “floaters” in novel views.

To address this issue, we introduce a layout-guided reg-
ularization to enforce 3D Gaussians to maintain the consis-
tency of the room layout. Specifically, during the initial-
ization of 3D Gaussians using the layout point cloud, we

record the initial positions u0 and normals n of 3D layout
points. We regularize the optimization of 3D Gaussians by
minimizing the cosine distance between the displacement
vector of each Gaussian’s position and its associated normal
vector. Finally, we aggregate these cosine distances across
all 3D Gaussians to form the regularization term:

Llayout =
∑ ∥n · (µ− u0)∥

∥n∥∥µ− u0∥
. (10)

4. Experiments
4.1. Implementation details

Our 360-GS is implemented based on the Pytorch frame-
work in 3D-GS [18]. To obtain priors for our layout-
guided initialization, we utilize the pretrained Horizon-
Net [37] for layout estimation and SliceNet [24] for monoc-
ular panoramic depth estimation. Our final loss function for
optimization is defined as:

L = λ1∥C − Ĉ∥1 + λ2LD-SSIM + λ3Llayout (11)

where LD-SSIM is the D-SSIM term between rendered
panoramas C and ground truth panoramas Ĉ. Llayout stands
for the layout-guided regularization terms.
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Figure 8. Qualitative comparison of our methods and some SOTA methods with 4-view inputs. Due to the unavailability of the SfM point
cloud in sparse views, we only present results of 3D-GS∗ initialized with a random point cloud. The random initialization introduces
noises and blurry artifacts in such under-constrained cases. INGP suffers from inadequate views, leading to over-smoothed outcomes and
a tendency to overfit on training views. In contrast, our method produces visually appealing renderings comparable to those of MipNeRF-
360. Moreover, our method holds the advantage of faster rendering while preserving better details.

Table 1. Quantitative evaluation of our method against
NeRF-based methods and 3D-GS with different initialization

strategies. The best and second-best scores are highlighted, re-
spectively. 3D-GS∗ refers to the random initialization method and
3D-GS is initialized with SfM point clouds. Note that SfM point
clouds are not available in the sparse 4-view inputs, resulting in
some blank sections.

Metrics M-360 INGP 3D-GS∗ 3D-GS Ours

FPS 0.07 3.08 60 60

4-
vi

ew PSNR↑ 19.15 15.49 13.92 - 18.96
SSIM↑ 0.633 0.432 0.438 - 0.600
LPIPS↓ 0.374 0.586 0.547 - 0.344

32
-v

ie
w PSNR↑ 26.72 28.23 21.65 26.74 28.22

SSIM↑ 0.835 0.860 0.704 0.837 0.871
LPIPS↓ 0.186 0.099 0.334 0.168 0.107

4.2. Experimental setting

Dataset. For both quantitative and qualitative evaluations,
we gathered a total of 10 real-world scenes from the pub-
licly available Matterport3D dataset [4]. Each scene, char-
acterized by varied styles and furniture configurations, con-
tains over 40 panoramas, each with a resolution of 512 ×
1024 pixels. From these panoramas, we uniformly selected
4 and 32 panoramas as the training views for each scene.
The remaining panoramas constitute the test set.

Baseline and metrics. We compare 360-GS with 3D-
GS [18] and two state-of-the-art NeRF-based methods:
MipNeRF-360 (M-360) [2] and INGP [22]. Given that 3D-
GS only processes perspective images, we split each train-
ing panorama into eight perspective images, each with a res-
olution of 512 × 512 pixels. For evaluation, we report the
average PSNR, SSIM, and LPIPS scores for all the methods
under different numbers of training views. In addition, we
report the FPS for rendering a 512× 1024 image.

4.3. Results

Quantitative comparisons. Tab. 1 reports the quantitative
results of SOTA methods and our 360-GS. Our method out-
performs 3D-GS in terms of all metrics and input settings.
In a 4-view setting, our method surpasses 3D-GS∗ with a
remarkable 5.04 PSNR improvement. Despite the substan-
tial performance improvement of 3D-GS with SfM point
cloud initialization, it still falls short when compared to our
method due to stitching artifacts. In the 32-view evalua-
tion, INGP excels with the highest PSNR and LPIPS, while
our proposed method leads in SSIM. This showcases the
competitiveness of our method with INGP, especially con-
sidering that INGP’s performance dramatically degrades in
the 4-view setting. In the 4-view evaluation, our method
is comparable with MipNeRF-360 and outperforms other
methods in terms of LPIPS. However, the training and ren-
dering time for MipNeRF-360 is considerably longer than
ours. The quantitative comparison demonstrates that our
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Figure 9. Visualization of ablation study.

method achieves state-of-the-art performance while ensur-
ing fast rendering and robustness to the limited views.

Qualitative comparisons. We present a qualitative com-
parison of the rendering results across all methods in Fig. 7
and Fig. 8. Our method exhibits superior visual quality with
4-view inputs. Our results are comparable to those from
MipNeRF-360 but at a lower computational cost. 360-GS
effectively reconstructs the overall scene structure under the
guidance of room layout priors, delivering visually pleasing
results at first glance. Given a sufficient input of 32 panora-
mas, all methods yield satisfactory results. However, our
method excels in recovering intricate patterns on planes.

4.4. Ablation study

In Tab. 2, we validate the effectiveness of our design choice
on a scene from the Matterport3D dataset under the 4-view
inputs. We visualize the ablation results in Fig. 9.

Layout-guided initialization. The baseline, 3D-GS, ini-
tialized with random point clouds, presents a substantial
challenge for 3D Gaussians in learning the scene’s geom-
etry. This results in novel views exhibiting noise and blurry
artifacts due to the under-constrained random 3D Gaussians
shown in the first row of Fig. 9. In contrast, the integra-
tion of layout-guided initialization into the baseline offers
a plausible geometry for 3D Gaussians, leading to a signif-
icant PSNR enhancement of 2.34. This also aids in visu-
ally reconstructing the scene’s overall structure and wall-

Table 2. Ablation studies. We start with the baseline 3D-GS (first
row), then incorporate our layout-guided initialization denoted as
“Init”, resulting in a significant enhancement (second row). The
application of 360◦ Gaussian splatting (360GS) further enhances
the quantitative results in the third row. 360-GS is refined towards
an improved solution with layout-guided regularization (LR) in the
fourth row.

Init 360GS LR PSNR↑ SSIM↑ LPIPS↓

% % % 13.64 0.458 0.459
! % % 15.98 0.571 0.385
! ! % 16.66 0.588 0.334
! ! ! 17.72 0.622 0.318

adjacent details like the fireplace in Fig. 9.
360◦ Gaussian splatting. The performance of 3D-GS on

panoramas is limited by stitching artifacts that arise dur-
ing the concatenation process. Our 360◦ Gaussian splat-
ting fundamentally addresses this issue, leading to enhance-
ments across all quantitative metrics as demonstrated in
Tab. 2. As shown in the third row of Fig. 9, 360◦ Gaus-
sian splatting not only eliminates the stitching artifacts
but also enriches the structural and visual details on the
checkerboard-patterned carpet.

Layout-guided regularization. While room layout priors
offer a plausible initial state for 3D Gaussians, there might
be inconsistencies between optimized 3D Gaussians and the
layout, leading to some artifacts on the carpet. In the fourth
row of Fig. 9, we observe that our layout-guided regular-
ization efficiently eliminates these artifacts, ensuring planes
that are more consistent with geometric coherence. The ef-
fectiveness of the regularization is further demonstrated by
a notable PSNR improvement of 1.06.

5. Conclusion

We present a novel layout-guided panoramic Gaussian
splatting pipeline named 360-GS, which enables direct
panoramic rendering and is robust to sparse inputs. The
cornerstone of 360-GS is our 360◦ Gaussian splatting algo-
rithm and the incorporation of room layout priors. The 360◦

Gaussian splatting algorithm utilizes a perspective projec-
tion and mapping, thereby enabling the direct optimization
of 3D Gaussians with equirectangular images. We leverage
room layout priors within panoramas during the initializa-
tion, providing a more accessible and robust alternative to
the SfM point cloud. We additionally introduce a layout-
guided regularization to mitigate floater issues and preserve
the geometric structure of the room layout. 360-GS sup-
ports real-time roaming and delivers state-of-the-art perfor-
mance on real-world scenes for novel view synthesis.
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