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Abstract001

The field of AI research is advancing at an un-002
precedented pace, enabling automated hypoth-003
esis generation and experimental design across004
diverse domains such as biology, mathematics,005
and artificial intelligence. Despite these ad-006
vancements, there remains a significant gap in007
the availability of scalable advising systems ca-008
pable of providing high-quality, well-reasoned009
feedback to refine proposed hypotheses and ex-010
perimental designs. To address this challenge,011
we explore key factors that underlie the devel-012
opment of robust advising systems, including013
model size, context length, confidence estima-014
tion, and structured reasoning processes. Our015
findings reveal that a relatively small model,016
when equipped with a well-compressed lit-017
erature database and a structured reasoning018
framework, can outperform powerful general-019
purpose language models such as Deepseek-R1020
in terms of acceptance rates for self-ranked top-021
30% submissions to ICLR 2025. Moreover,022
when limited to high-confidence predictions,023
our system achieves an acceptance rate exceed-024
ing 90% on the ICLR 2025 test set, underscor-025
ing its potential to significantly enhance the026
quality and efficiency of hypothesis generation027
and experimental design.028

1 Introduction029

Large Language Models (LLMs) have demon-030

strated remarkable progress in tasks ranging from031

text generation to code synthesis (Achiam et al.,032

2023). Recently, their application to academic re-033

search assistance—especially in providing feed-034

back on scientific writing and research ideas—has035

garnered increasing attention. Systems such as036

Google’s Co-Scientist (Gottweis et al., 2025) exem-037

plify a broader shift toward agentic LLMs capable038

of collaborating with human researchers to improve039

scientific workflows, from hypothesis generation to040

peer review (Jin et al., 2024; Tan et al., 2024). This041

emerging capability holds significant promise for042

accelerating scientific discovery and democratizing 043

research access. 044

Among these agentic tasks, one particularly im- 045

pactful yet underexplored area is the development 046

of LLM-based advising agents, models designed to 047

provide detailed, constructive, and hallucination- 048

free suggestions for academic papers. The goal 049

of these systems is to emulate human advisors by 050

identifying strengths and weaknesses in submis- 051

sions, suggesting actionable improvements, and 052

assigning quantitative evaluations. However, ex- 053

isting LLMs often struggle with review fidelity: 054

they may produce inflated ratings, fail to identify 055

methodological flaws, or hallucinate evaluations 056

not grounded in the text (Ye et al., 2024; Yu et al., 057

2024; Yan, 2024). These limitations stem from a 058

lack of fine-grained supervision, domain-specific 059

alignment, and proper advising-style training data. 060

To address these challenges, we propose a novel 061

and scalable framework for generating reliable, 062

constructive, and expert-aligned suggestions. Our 063

system is built upon a compressed knowledge base 064

of paper summaries and metadata, distilled from 065

full-text scientific papers in the field of machine 066

learning, which enables efficient and accurate re- 067

trieval through a retrieval-augmented generation 068

(RAG) pipeline. Before hypothesis verification, the 069

system retrieves dozens of relevant papers to pro- 070

vide rich external context. Furthermore, to ensure 071

that our models produce high-quality feedback, we 072

introduce a rubric-guided alignment strategy that 073

instructs LLMs to follow and apply evaluation cri- 074

teria akin to those used in major natural language 075

processing (NLP) conferences. 076

However, even with clear rubrics and guidelines, 077

LLMs still exhibit the tendency to produce overly 078

favorable and superficial revision suggestions. To 079

address this issue, Reward rAnked FineTuning 080

(RAFT; Dong et al., 2023) is used to align an 081

open-source LLM with expert review criteria and 082

domain-specific literature. This alignment enables 083
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System Retrieval-Augmented Modular Summarization Rubric-Guided Alignment

MetaGen (Bhatia et al., 2020) ✗ ✗ ✓

MReD (Shen et al., 2021) ✗ ✗ ✗

ReviewRobot (Wang et al., 2020) ✓ ✗ ✗

Reviewer2 (Gao et al., 2024) ✗ ✗ ✗

CycleResearcher (Weng et al., 2024) ✗ ✗ ✓

GUIDE ✓ ✓ ✓

Table 1: Comparison of LLM-based peer review systems. While some systems (e.g., CycleResearcher) are a part of
broader end-to-end scientific agents, this comparison focuses specifically on their review capabilities.

our model to generate detailed, rubric-grounded084

feedback, with a particular emphasis on method-085

ological rigor and experimental soundness—areas086

often neglected by existing systems. The com-087

bination of aforementioned techniques gives rise088

to our advising system: Guidelines (Rubrics),089

Understanding (Summarized), Information Re-090

trieval (RAG), Direction (Advising Improvement091

with RLHF), and Explanation (LLM reasoning), or092

GUIDE in short.093

To evaluate GUIDE, we conduct a controlled094

experiment using the ICLR 2016–2024 paper sub-095

missions dataset, demonstrating the systematic im-096

provements of our methods by predicting the ac-097

ceptances of ICLR 2025 submissions.098

Empirical results show that our system fine-099

tuned on the Qwen-2.5-7B-Instruct backbone100

model, outperforms large general-purpose lan-101

guage models in terms of rating alignment with ac-102

tual acceptance. Moreover, rubric-guided prompt-103

ing focusing on novelty and significance reduces104

hallucinated content and leads to more grounded,105

constructive feedback.106

Our contributions are summarized as follows:107

• End-to-end hypothesis advisor: We intro-108

duce an LLM-based system GUIDE that109

provides actionable suggestions for both re-110

search ideas and experimental design. Our111

advising system, GUIDE-7B, outperforms112

large general-purpose LLMs such as GPT-4o-113

mini (Achiam et al., 2023) and DeepSeek-114

R1 (Guo et al., 2025) in terms of Top-30%115

precision—a metric that measures the accep-116

tance rate of the top 30% of papers, as rated117

based on the suggested strengths and weak-118

nesses.119

• Scalable advising with modular summa-120

rization: We show that summarizing different121

sections of the literature separately effectively122

mitigates the limited context-length issue in123

idea advising scenarios, allowing more rel- 124

evant content to be retrieved and compared 125

for advising. In particular, the abstract and 126

methodology sections are shown to be the 127

most important for evaluating the quality of a 128

paper. 129

• Rubric-guided alignment: We demonstrate 130

that integrating rubric-based instruction sig- 131

nificantly enhances the reviewer expertise of 132

LLMs and improves evaluation usefulness. 133

2 Related Works 134

Hypothesis Discovery in Scientific Research. 135

Recent progress in large language models has 136

enabled their integration into early-stage scien- 137

tific workflows, particularly in hypothesis genera- 138

tion and ideation (Zhou et al., 2022; Ruan et al., 139

2024; Singhal et al., 2025). While these models 140

have demonstrated promise in producing plausi- 141

ble hypotheses (Yao et al., 2023; Tu et al., 2024; 142

Ruan et al., 2024), significantly less attention has 143

been devoted to hypothesis verification, the task 144

of evaluating whether hypotheses are substanti- 145

ated, methodologically sound, and experimentally 146

grounded (Yang et al., 2022; Qiu et al., 2023). Our 147

work advances this understudied area by proposing 148

a rubric-guided framework that evaluates scientific 149

claims in a manner aligned with human peer re- 150

viewers. 151

Jones (2025); Ifargan et al. (2025); Swanson 152

et al. (2024); Saab et al. (2024); Taylor et al. 153

(2022) have proposed retrieval-augmented gener- 154

ation (RAG; Lewis et al., 2020) techniques to im- 155

prove LLMs’ access to external knowledge during 156

hypothesis assessment. However, their methods do 157

not adequately address the compression of retrieved 158

content, leading to inefficiencies in multi-document 159

settings. We introduce a prompt-learning-based 160

compression approach that distills full texts into 161

progressively shorter representations (e.g., sum- 162
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maries, abstracts, and titles) enabling more scalable163

and interpretable RAG pipelines.164

End-to-End AI Scientist Agents. Recent sys-165

tems such as Co-Scientist and CycleResearcher166

aim to operationalize the full scientific lifecycle via167

autonomous agents (Gottweis et al., 2025; Weng168

et al., 2024; Lu et al., 2024; Xu et al., 2024) from169

idea generation to paper drafting and reviewing.170

While promising in scope, these systems treat re-171

view and critique as peripheral components (Skar-172

linski et al., 2024). While systems such as CycleRe-173

searcher (Weng et al., 2024) simulate the research-174

review loop through reinforcement learning, their175

reviews are not explicitly aligned with conference176

specific rubrics and lack retrieval grounding. Our177

system focuses on producing high-quality critique178

using rubric supervision and retrieval from simi-179

lar papers, offering more actionable feedback for180

scientific writing. This specialization allows us181

to outperform generalist agents in review-centric182

evaluations and better support iterative paper im-183

provement.184

Summary. Our work lies at the intersection of185

scientific hypothesis verification, automated peer186

review, and modular AI scientist systems. Depart-187

ing from approaches that produce surface-level cri-188

tiques or aim for full-lifecycle coverage, we present189

a focused, retrieval-augmented, rubric-aligned sys-190

tem that generates structured, high-fidelity scien-191

tific feedback.192

3 Method193

3.1 Problem Definition194

Hypothesis evaluation is a crucial component of AI195

for Science. Rather than performing a full paper196

scan, our task focuses on assessing the core re-197

search hypothesis using four summarized sections:198

abstract, claimed contributions, method description,199

and experimental setup. This approach is especially200

useful in the early stages of paper writing, when201

only the outline of research ideas and experimental202

designs is available.203

3.2 Data Collection & Generation204

To prepare a database for literature comparison,205

we collect data from ICLR conferences spanning206

2016 to 2024, from the publicly available Open-207

Review platform. For each submission, we ob-208

tained paper metadata (e.g., title, authors, abstract),209

full-text PDFs, official reviewer comments, and210

author rebuttals. Using a custom-built data clean- 211

ing pipeline, we processed these raw inputs into 212

a structured database suitable for downstream use 213

in both our RAG framework and in RAFT post- 214

training (Dong et al., 2023). To convert full paper 215

PDFs into markdown-formatted text, we utilized 216

the open-source tool MinerU (Wang et al., 2024), 217

which enables reliable text extraction and structural 218

segmentation. 219

An essential step in our preprocessing pipeline 220

is content compression through summary genera- 221

tion. To this end, we used gpt-4.1-nano, a cost- 222

effective yet high-performing model from Ope- 223

nAI (Achiam et al., 2023), to generate structured 224

section-wise summaries for each paper (e.g., In- 225

troduction, Related Work, Methodology, Exper- 226

iments). This summarization reduced the input 227

length of each paper by approximately 16×, allow- 228

ing us to incorporate substantially more context 229

within the RAG input window, mitigating the token 230

limit bottleneck and improving retrieval efficiency 231

in downstream tasks. 232

Figure 1: Contribution extraction with learned prompts.

A crucial component of our data generation 233

pipeline is contribution statement extraction since 234

contribution is considered the essence of a paper’s 235

strengths. This task is particularly challenging 236

for two reasons: (1) not all papers explicitly state 237

their contributions, and (2) such statements are 238

rarely identifiable via simple rule-based or string- 239

matching methods. To address this, we formalize 240

the task as a sentence-level extraction problem over 241

the full text of a paper in markdown format, where 242

the objective is to identify explicit statements of the 243

paper’s key contributions. We assign a label of 1 if 244

the contribution statement is explicitly present and 245

correctly extracted, and 0 if the language model 246

must infer it due to its implicit or absent formula- 247

tion. 248

We employ OpenAI’s cost-efficient model 249

gpt-4o-mini to perform this extraction, leverag- 250

ing self-consistency decoding and prompt optimiza- 251

tion strategies as outlined in Pan et al. (2024) and 252
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highlighted in Figure 1. To systematically optimize253

our prompts, we construct a validation set of 100254

human-annotated papers containing gold-standard255

contribution statements. We then apply a genetic256

algorithm to evolve prompts over successive gener-257

ations. In each iteration, candidate prompts are258

scored based on the similarity between the ex-259

tracted and ground-truth contribution statements,260

measured via metrics such as longest common sub-261

sequence (LCS) or Levenshtein distance. The top-k262

prompts are selected and probabilistically propa-263

gated using Boltzmann-weighted sampling with264

kBT = 1, guiding the evolutionary process toward265

higher-performing prompts across more than 100266

trials. The resultant prompt achieves 94% accuracy267

with an 80% match based on Levenshtein distance268

or a 30% match based on LCS.269

Once the learned prompt is obtained, we employ270

it across all ICLR papers in our dataset. If a con-271

tribution statement is explicitly presented in the272

paper, it is labeled as 1; otherwise, it is labeled273

as 0. This automated step significantly improves274

scalability and accuracy over naive prompting or275

manual annotation, enabling high-quality contribu-276

tion extraction at scale.277

3.3 Retrieval-Augmented Hypothesis278

Evaluator279

Accurately evaluating a research hypothesis re-280

quires more than just reading its abstract, claimed281

contributions, method description and experimen-282

tal setup. It demands an understanding of how that283

specific hypothesis fits into the broader scientific lit-284

erature. To address this, we design a rubric-guided285

RAG system. An illustration of our RAG pipeline286

is provided in Figure 2.287

Retrieval Augmented System We use Ope-288

nAI’s text-embedding-3-large as our embed-289

ding model to build four separate databases, each290

storing abstract, claimed contributions, method de-291

scription, and experimental setup respectively from292

24,146 ICLR papers submitted between 2016-2024.293

During inference time, the system takes the target294

hypothesis’s abstract, claimed contribution, method295

description, and experimental setup, and computes296

an embedding for each field. The system then297

queries each corresponding database to retrieve298

the top-k most similar entries based on cosine sim-299

ilarity. The retrieved contexts are then appended300

to the original abstract, contribution, method, and301

experiment fields to form the full RAG context.302

Figure 2: GUIDE: a RAG-based Advising System.

Rubrics Guided Prompting During our experi- 303

ments, we discovered that when evaluating hypoth- 304

esis, existing LLMs tend to produce overly general 305

feedback and fail to leverage the rich contextual 306

information retrieved by our RAG pipeline. We 307

address this by incorporating a set of evaluation 308

rubrics into our system prompt that were extracted 309

and distilled from the ICLR, ICML, and NeurIPS 310

reviewing guidelines, with a focus on three core 311

dimensions: novelty, significance, and soundness. 312

We also instruct the LLM to partition its feedback 313

into dedicated sections - one each for novelty, sig- 314

nificance, and soundness. Each section contains 315

focused commentary aligned with the correspond- 316

ing rubric, and the final output conforms to our 317

predefined JSON schema. For the full prompt and 318

output specification, please refer to Appendix A 319

3.4 Reward Ranked Fine-Tuning 320

LLMs often suffer from implicit biases, leading to 321

suboptimal or skewed outputs. In our experiments, 322

we observed that off-the-shelf models tend to offer 323

only positive and overly general praise and rarely 324

provide neutral or critical feedback. This phe- 325

nomenon highlights the need for better alignment 326

with human evaluative standards. To improve the 327

alignment of our models, we use Reward-rAnked 328

Fine-Tuning (RAFT; Dong et al., 2023), an itera- 329

tive fine-tuning algorithm with rejection sampling. 330

Details of the pipeline are in illustrated in Figure 3. 331

Warming Up To empower general-purpose 332

small LLMs to learn advising-centered reasoning 333

and output formats, we adopt a warm-up phase at 334

the start of training. Rubrics-prompted DeepSeek- 335
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Figure 3: RAFT Pipeline

R1 (Guo et al., 2025) is employed to generate336

evaluations for a randomly sampled subset of337

ICLR 2024 papers, producing 4,000 high-quality338

idea–evaluation pairs. These examples are used to339

perform an initial round of supervised fine-tuning340

(SFT) of Qwen2.5-7B-Instruct.341

Step 1: Generation After warming up,342

RAFT (Dong et al., 2023) is applied to further343

align the model with human preferences, which344

iteratively optimizes the model via generation,345

top-K selection, and fine-tuning. At each iteration,346

the latest model generates K = 16 candidate347

advices for each of 1000 randomly selected ICLR348

2024 hypothesis with experimental setups.349

Step 2: Top-K Selection For each candidate ad-350

vice ai, we compute its rating distribution d̂i =351

[p̂i,1, p̂i,2, ..., p̂i,10] ∈ R10 by concatenating the352

advice with the hypothesis’s abstract and con-353

tributions and pass these contexts through our354

lightweight classifier, where p̂i,j denotes the prob-355

ability of assigning rating j to the i-th hypothesis.356

We construct the human reference distribution in357

two steps. First, given a set of observed human358

ratings {rk}Kk=1 taking values in {1, . . . , 10}, the359

class counts are computed and and normalized into360

the distribution as follows:361

ci =
∣∣{k : rk = i}

∣∣, pi =
ci∑10
j=1 cj

,362

so that
∑10

i=1 pi = 1. Second, to avoid overly363

peaked distributions, we apply neighbor smoothing364

with coefficient α ∈ [0, 1], defining 365

p̃j =


(1− α)p1 + αp2, j = 1,

(1− α)pj +
α
2

(
pj−1 + pj+1

)
, 2 ≤ j ≤ 9,

(1− α)p10 + αp9, j = 10.

366

We denote the smoothed human distribution for 367

hypothesis i as 368

d̃i = [p̃i,1, p̃i,2, . . . , p̃i,10]. 369

Here p̃i,j is the smoothed probability of rating 370

j. Given the model’s predicted distribution d̂i = 371

[p̂i,1, p̂i,2, . . . , p̂i,10], the reward is calculated as 372

Rrating
i = d̂i · d̃i =

10∑
j=1

p̂i,j p̃i,j , 373

where the form of weighted-sum avoids gradient 374

vanishing issues in conventional softmax-based 375

loss functions and encourages one-hot prediction. 376

To further reduce learning difficulty, we intro- 377

duce an additional text-similarity reward Rtext
i by 378

measuring the ROUGE score (Lin, 2004) between 379

the generated advice and the concatenation of all 380

reference human reviews. The overall reward is 381

then given by 382

Ri = λRrating
i + (1− λ)Rtext

i , 383

where λ ∈ [0, 1] balances the two objectives. We 384

select the candidate advice with the highest Ri at 385

each iteration for supervised fine-tuning. 386

387
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Step 3: Fine-Tuning After computing the com-388

bined reward, the advice a∗i with highest reward389

among K candidates are selected, which forms a390

supervised fine-tuning set S = {(xi, a∗i )}i. Here391

xi denote the retrieval augmented input for hypoth-392

esis i, i.e. the concatenation of the paper’s abstract,393

claimed contributions, method description, exper-394

imental setup, and the retrieved summaries from395

Sec 3.3. Qwen2.5-7B-Instruct is fine-tuned on S.396

By iterating this generate–select–fine-tuning cycle,397

the model progressively learns to produce advices398

that maximize alignment with human judgments399

and textual fidelity.400

4 Experiment401

4.1 Experiment Setting402

We build our retrieval databases using ICLR papers403

from 2016 to 2024, with a total of 24,146 valid404

papers. To prevent data leakage, we construct a test405

set of 1,000 papers randomly sampled from the set406

of ICLR 2025 submissions. Among these papers,407

319 papers were accepted by the ICLR committee,408

which closely matches the conference acceptance409

rate of 31.7%. To measure the advising system’s410

alignment with human experts, the following met-411

rics are adopted,412

1. Top-5% Precision: Among all the hypothe-413

ses with the top-5% highest predicted rating,414

the proportion that were actually accepted.415

2. Top-30% Precision: Among all the hypothe-416

ses with the top-30% highest predicted scores,417

the proportion that were actually accepted.418

3. Accept Recall: Among all the hypotheses that419

were accepted by ICLR 2025, the proportion420

that appear within the top 30% predictions.421

4.2 GUIDE-7B v.s. Deepseek-R1422

To validate the strong advising ability of GUIDE,423

we compare the predictiveness of its generated424

advice against that produced by general-purpose425

LLMs.426

Setup We compare GUIDE with baselines us-427

ing various large general-purpose LLMs, including428

GPT-4o-mini, QwQ-32B, and DeepSeek-R1, all429

equipped with retrieval-augmented generation, as430

described in Sec. 3.3. Both GUIDE-7B and base-431

lines will receive the input hypothesis’s abstract,432

claimed contribution, method description, and ex-433

perimental setup, along with the ten most relevant434

literature sections from our database.435

Model
Top-5%
Precision

Top-30%
Precision

Accept
Recall

GPT-4o-mini 68.0% 47.7% 44.8%
QwQ-32B 68.0% 48.3% 45.5%
DeepSeek-R1 64.0% 50.3% 47.3%

GUIDE-7B 72.0% 51.7% 48.6%

Table 2: Performance of advising systems with different
backbones on the ICLR 2025 test set.

Results As shown in Table 2, GUIDE-7B attains 436

the highest Top-30% Precision (51.7%), outper- 437

forming all other variants. It is especially intrigu- 438

ing that GUIDE-7B, warmed up using datasets dis- 439

tilled from DeepSeek-R1, can surpass the origi- 440

nal DeepSeek-R1. This improvement is largely 441

attributed to the iterative RAFT alignment process, 442

where GUIDE further learns from human prefer- 443

ences and acquires the ability to produce expert- 444

level advice. 445

4.3 Scalable Advising with Modular 446

Summarization 447

The compressed database also non-trivially con- 448

tributes to the scalability of the system, as the re- 449

trieved content is summarized in shorter lengths to 450

allow more literature to fit within the limited con- 451

text window. To empirically verify this claim, we 452

conduct ablation studies to compare the system’s 453

performance across different types of datasets. 454

Setup For all comparisons, the input hypothesis 455

is still formed by abstract, claimed contributions, 456

method description, and experimental setup. The 457

only difference lies in the different retrieval con- 458

tent. All ablation runs use the same three backbone 459

LLMs introduced in Section 4.2: GPT-4o-mini, 460

QwQ-32B, and DeepSeek-R1. We evaluate perfor- 461

mance solely via the Top-30% Precision metric on 462

the held-out ICLR 2025 test set. 463

Retrieved Content GPT-4o-mini QwQ-32B DeepSeek-R1

Full paper 45.0% 44.3% 46.7%
Abstract only 47.0% 45.7% 49.0%
+ Contribution 46.7% 46.0% 48.7%
+ Method 47.7% 48.7% 49.7%
+ Experiment 47.7% 48.3% 50.3%

Table 3: Ablation on retrieved contents: Top-30% Preci-
sion (%) across different backbone LLMs.

Results As shown in Table 3, summarization im- 464

proves performance by allowing more relevant liter- 465

ature to be retrieved. The abstract and methodology 466
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turn out to be the two most conducive sources of467

information for advising, as the abstract naturally468

presents the main contribution of the paper, and469

the methodology contains objective information re-470

lated to novelty and significance. One surprising471

observation is that experimental setups sometimes472

do not help. This is attributed to misaligned set-473

tings across the literature, where different works474

may use different setups to support their claims,475

while LLMs tend to prefer consistent setups.476

4.4 Rubrics Guided Prompting477

To quantify the effectiveness of rubric prompting478

and analyze the source of these potential improve-479

ments, we compare different rubrics under various480

backbones.481

Setup In this experiment, we fix the retrieved con-482

tents to be the same, all with 10 related abstracts, 10483

contributions, 10 method summaries, and 10 exper-484

imental setups. The only difference across variants485

is the system prompt, which directs the LLM to em-486

phasize a specific rubric (e.g., significance, novelty,487

soundness) and output the corresponding aspect-488

focused evaluation. Since QwQ-32B exhibits rel-489

atively weaker instruction-following capabilities490

under prompting, it is replaced with another widely491

adopted Gemini-flash-2.0 to ensure robust adher-492

ence to our system prompts.493

Prompts GPT-4o-mini Gemini-flash-2.0 DeepSeek-R1

No rubrics 45.3% 47.0% 48.0%
+ Soundness only 44.7% 43.3% 47.3%
+ Novelty only 47.3% 48.3% 49.3%
+ Significance only 47.7% 48.3% 49.3%

+ All 47.7% 49.7% 50.3%

Table 4: Top-30% Precision (%) with rubric prompts.

Results Significance and Novelty rubrics yield494

non-trivial gains in Top-30% Precision, while495

Soundness guidance hurts performance. This phe-496

nomenon indicates that the general-purpose LLMs497

are still lacking the ability to assess experimental498

rigor. Overall, rubric prompts demonstrably en-499

hance hypothesis evaluation, with the full system500

benefiting most from Significance and Novelty in-501

structions.502

Case Study As shown in Table 4, we observe that503

the significance rubric yields the most pronounced504

improvement in evaluation quality. To demonstrate505

the effectiveness of this rubric-guided approach,506

a concrete example is presented to illustrate the507

model’s assessment with and without significance 508

rubrics applied to an ICLR2025 Oral hypothesis, 509

as shown in Table 5.

Hypothesis: Turning Up the Heat: Min-p Sampling for
Creative and Coherent LLM Outputs (ICLR2025 Oral)

Final Evaluation
Predicted

Rating

With
Significance
Rubrics

. . . It addresses a well-known
problem in LLM decoding
and offers a simple yet
effective improvement over
existing truncation methods,
likely to be adopted widely.

6.74

No Rubrics
Given

. . . While its empirical
validation is thorough, the
lack of theoretical grounding
limits its conceptual novelty.

6.02

Table 5: Case Study: Comparison of evaluation out-
comes with and without significance rubrics for an
ICLR2025 Oral hypothesis, demonstrating that rubrics
guide the model to correctly identify high-impact con-
tributions.

510

4.5 Uncertainty Analysis 511

Practical real-world applications normally demand 512

high-confidence advising, which calls for further in- 513

vestigation into GUIDE’s effectiveness under such 514

conditions. 515

Setup The model’s uncertainty is quantified via 516

the Shannon entropy of the predicted rating distri- 517

bution: 518

H(d̂) = −
10∑
j=1

p̂j log p̂j . 519

A high entropy indicates that the classifier’s prob- 520

ability mass is spread across many rating classes, 521

whereas a low entropy reflects a focused, high- 522

confidence prediction. 523

To assess the impact of prediction confidence 524

on evaluation accuracy, we rank all hypotheses by 525

ascending entropy and select three subsets corre- 526

sponding to the lowest-entropy: 10%, 20%, and 527

30% of papers. Within each subset, we recompute 528

the Top-30% Precision metric, measuring the pro- 529

portion of truly accepted papers among the top 30% 530

of model-ranked hypotheses. 531

Results Fig. 4 reveals how model confidence 532

modulates evaluation reliability: as the confidence 533

and ranking threshold tightens, we generally ob- 534

serve higher precision, indicating that low-entropy 535

predictions are more trustworthy indicators of ac- 536

ceptance. Notably, within the top 10% confidence 537
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Figure 4: Uncertainty Analysis: Precision means the
ratio of actually accepted papers over all papers that
were within the specific confidence and predicted rating
ranking interval. Predicted ranking interval means the
set of papers sorted in descending order in terms of
predicted rating.

subset, the Top-30% Precision reaches the high538

accuracy of 93.3%, suggesting that even for hy-539

potheses not yet fully formalized into manuscripts,540

meeting both high-confidence and high-ranking cri-541

teria is a strong indicator of the final acceptance. In542

automated hypothesis generation pipelines, where543

large batches of hypotheses can be generated at low544

cost, leveraging uncertainty enables the automatic545

selection of high-quality hypotheses, underscoring546

the potential for accelerating research discovery.547

5 Discussion548

Although our model and system are specifically549

tailored for academic hypotheses advising rather550

than full-text academic paper review, in direct com-551

parisons they outperform existing general-purpose552

LLM-based baselines and achieve precision levels553

that closely approximate those of human reviewers.554

Setup As a benchmark for human agreement,555

we consider the NeurIPS 2021 consistency exper-556

iment (Beygelzimer et al., 2023), which assigns557

10 percent of conference submissions to two in-558

dependent review committees. It is important to559

note that the human baseline is drawn from the560

NeurIPS 2021 consistency experiment, which op-561

erated at a 24.5 % acceptance rate—substantially562

lower than the 31.7 % rate of ICLR 2025. As a re-563

sult, GUIDE’s performance should be even better,564

given that Top-24.5% precision is strictly higher565

than Top-30%. In addition, the human accuracy,566

precision, and recall reported here should be inter-567

preted as a rough reference rather than a directly568

comparable benchmark.569

For a strong and well-known baseline, we em- 570

ploy the review agent component of AI Scien- 571

tist (Lu et al., 2024). It processes the entire paper 572

through multiple rounds of reflection and aggre- 573

gates outputs via an ensemble of model passes to 574

produce its final evaluation. By comparing against 575

this full-text, multi-stage baseline, we demonstrate 576

the advantages of our hypotheses-centric advisor. 577

Since GPT-4o-mini tends to reject all papers under 578

AI Scientist’s default settings, we replaced it with 579

GPT-4.1-nano to ensure stable results. 580

Baselines Accuracy F1

Human (NeurIPS) 73.4% 48.4%
AI Scientist with DeepSeek-R1 40.7% 49.5%
AI Scientist with QwQ-32B 42.7% 43.3%
AI Scientist with GPT-4.1-nano 61.2% 20.8%
GUIDE-7B 69.1% 50.1%

Table 6: Performance of baselines on the ICLR 2025
test set.

Results Table 6 reveals that our idea-centric ad- 581

visor achieves similar performance as the human 582

baseline in terms of acceptance rate. Moreover, 583

our system outperforms the AI Scientist’s review 584

agent, which exhibits strong decision biases: GPT- 585

4.1-nano accepts 17.1% of papers, DeepSeek-R1 586

accepts 85.4% of papers, and QwQ-32B accepts 587

69.2%, all far away from the true 31.7% rate. These 588

results underscore the advantage of using a ranking- 589

based evaluation standard, which more faithfully 590

reflects selective thresholds and yields more bal- 591

anced, reliable assessments. 592

6 Conclusion 593

Our study demonstrates that effective advising 594

in hypothesis generation and experimental design 595

does not necessarily require massive language mod- 596

els. By leveraging a compact model integrated with 597

a compressed literature corpus and structured rea- 598

soning mechanisms, we achieve superior perfor- 599

mance compared to larger, general-purpose models. 600

The system’s high acceptance rates, particularly 601

on high-confidence predictions, highlight its prac- 602

tical utility in supporting scientific inquiry. These 603

results suggest a promising path forward for build- 604

ing scalable, domain-aware advising systems that 605

can meaningfully augment human creativity and 606

decision-making in research. 607
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Limitations608

This system currently focuses exclusively on the609

machine learning literature, allowing for more tar-610

geted retrieval, reasoning, and evaluation within611

a well-defined domain. By concentrating on a612

specific field, we are able to better optimize the613

summarization, advising, and alignment processes.614

However, extending the system to cover a broader615

range of scientific disciplines—such as biology,616

physics, or social sciences—remains an important617

direction for future work. Such expansion would618

require addressing additional challenges related to619

domain-specific terminology, varied writing styles,620

and diverse evaluation criteria.621
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A Prompts and Output Format 787

In this section, we provide the detailed prompt and also the structured output JSON format. 788

Prompt Details SYSTEM:
"You are a professional hypothesis evaluator with expertise in machine
learning.Your task is to evaluate a given target academic hypothesis step by
step, with a focus on novelty, contribution and soundness. You will be given: 1.
The hypothesis’s title, abstract, claimed contribution, method description, and
experimental setup. 2. A set of relevant prior works, each with abstract, claimed
contribution, method descriptions and experimental setups. **Review Guidelines**
Read the given idea’s content: It’s important to carefully read through the
given content, and to look up any related work and citations that will help
you comprehensively evaluate it. Be sure to give yourself sufficient time for
this step.**Evaluation Criteria** 1. Motivation / Objective: What is the goal
of the paper? Is it to better address a known application or problem, draw
attention to a new application or problem, or to introduce and/or explain a new
theoretical finding? A combination of these? Different objectives will require
different considerations as to potential value and impact. Is the approach
well motivated, including being well-placed in the literature? 2. Novelty &
Originality: Are the tasks or methods new? Is the work a novel combination
of well-known techniques? (This can be valuable!) Is it clear how this work
differs from previous contributions? 3. Significance & Contribution: Are the
questions being asked important? Does the submission address a difficult task in
a better way than previous work? Would researchers or practitioners likely adopt
or build on these ideas? 4. Soundness: Can the proposed method and experimental
setup properly substantiate the claimed contributions? Will the claims be well
supported under the proposed experimental setup? Are the methods used appropriate?
Is this a complete piece of work or work in progress?**Related-Works Usage** 1.
**Abstract & Contribution**: frame the problem, scope, and high-level "what" and
"why." Used for evaluating significance and novelty. 2. **Method**: describe
"how" (algorithms, architectures and theoretical derivations). Used for checking
whether the proposed method is novel or internally consistent, well-justified, and
mathematically rigorous. 3. **Experimental setup**: specify experiment design,
datasets, baselines, metrics. Used to evaluate whether this work’s experiment
is appropriately designed and whether the experiment is comprehensive enough to
support the claims. This content may also contain expected results.**Criticality**
Noting the idea will become a paper submitted to top conferences with acceptance
rate of 30%, you should be more critical. Feel free to give negative evaluations
if the idea’s quality is poor. For empirical works, there is no need to
contain theoretical analysis. For theoretical works, there is no need to contain
experimental. Do not give negative evaluations for the two cases.**Output Format**
Provide a structured evaluation **strictly in valid JSON format**. Include both
an overall evaluation and constructive suggestions for improvement. Do not add
explanations, extra text, or Markdown formatting. When mentioning a related work,
please use the title of the related work."
USER:
**Title**: ... **Abstract**: ... **Claimed Contribution**: ...**Method
Description**: ... **Experimental Setup**: ...
Below are the abstracts of key related works, outlining each study’s scope and main
findings. Use this section to evaluate the hypothesis’s novelty and contributions:
...
Below are the key contributions of selected prior works, highlighting their
novel ideas and advancements. Use this section to benchmark the new hypothesis’s
originality and impact: ...
Below are the methods of key related works, summarizing their technical approaches
and algorithms. Use this section to assess the hypothesis’s technical novelty,
contribution, and soundness: ...
Below are the experimental setups of key prior works, detailing their protocols
and evaluation metrics. Use this section to judge whether the proposed experiments
are sufficiently sound to support the hypothesis’s claims: ...

Output Format {"summary": "...", "comparison with previous works": "...", "novelty": "...",
"significance": "...", "soundness": "...", "strengths": "...","weaknesses":
"...", "evaluation": "...", "suggestion": "..."}

Table 7: Prompt details and JSON output format
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B Dataset Analysis789

Dataset Size Our dataset comprises all available790

ICLR papers from 2016 through 2025 (34,632 pa-791

pers in total). Of these, we adopt the 2016–2024792

papers (24,146 papers) as our retrieval database.793

Figure 5 shows the annual publication counts.

Figure 5

794

Database Information We measured the token795

lengths of four sections: Abstract, Claimed Con-796

tribution, Method Description, and Experimental797

Setup across our retrieval database (24,146 papers)798

using the GPT-4 tokenizer (via the tiktoken li-799

brary). Table 8 reports the average token counts.800

Section Avg. # tokens

Abstract 229.0
Claimed Contribution 212.8
Method Description 201.9
Experimental Setup 193.0

Table 8: Average token lengths per section (GPT-4 tok-
enizer).

C Training Details801

We initialize GUIDE-7B from Qwen2.5-7B-802

Instruct and perform a two-stage training proce-803

dure.804

Warm-up: For the warm-up stage, we use our805

RAG system with DeepSeek-R1 as the backbone to806

synthesize a high-quality dataset of 4, 000 samples.807

Training is carried out on 4x NVIDIA A100 40 GB808

GPUs with DeepSpeed’s ZeRO 3 optimizations and809

CPU offload enabled. We train for 3 epochs using810

a batch size of 16, an initial learning rate of 1e-6811

with a cosine decay schedule over a 15K context812

window.813

RAFT: Our RAFT pipeline consists of three814

phases:815

• Generation: For each iteration, we use vLLM816

to sample 1,000 ICLR 2024 papers and gener-817

ate K = 16 candidate evaluations per hypoth- 818

esis with temperature 0.7, top-p = 0.8, and 819

repetition penalty = 1.05. 820

• Reward Computation: We smooth human 821

rating distributions with neighbor coefficient 822

α = 0.4 and compute the combined reward 823

Ri = λRrating
i +(1−λ)Rtext

i with λ = 0.7. 824

The text-similarity reward Rtext is the sum of 825

ROUGE-1, ROUGE-2, and ROUGE-L, each 826

weighted by 0.1 (total weight 0.3). 827

• Supervised Fine-Tuning: We keep fine- 828

tuning our warmed-up model via LoRA with 829

rank r = 64 and alpha = 64, using learning 830

rate 1×10−5, batch size 16, for 2 epochs, and 831

a cosine learning-rate schedule. We set the 832

context window equal to 15k tokens. Training 833

runs on 2 NVIDIA A100 40 GB GPUs with 834

DeepSpeed’s ZeRO 3 optimizations and CPU 835

offload enabled. 836

Training Results: We ran 4 RAFT itera- 837

tions. Figure 6 shows how the average reward 838

and best reward evolved over these iterations. 839

Figure 6
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D Case Study 840

Setup Evaluation
Our Model
Rubrics Guided Summary: Overall, the paper introduces CrossEval, a benchmark to evaluate cross-

capabilities of LLMs, and identifies the ’Law of the Weakest Link,’ showing that
cross-capability performance is constrained by the weakest individual capability.
It systematically defines cross-capabilities via taxonomies and conducts extensive
evaluations on 17 LLMs.
Comparison with previous works: Compared to previous works like CMMLU
and SKILL-MIX, which focus on individual or combinatorial skills, this work
uniquely addresses cross-capabilities. Unlike Corex or AgentBench, which em-
phasize multi-model collaboration or agent behavior, this paper emphasizes static,
task-complexity analysis. While How Abilities in Large Language Models are
Affected by Supervised Fine-tuning Data Composition studies capability scaling,
this work highlights the importance of addressing weaker individual capabilities.
Novelty: The paper introduces the ’Law of the Weakest Link’ and a systematic
framework for defining cross-capabilities via taxonomies. While prior works like
GPT-Fathom evaluate LLM capabilities, this work focuses on cross-capability
interactions, a novel angle.
Significance: The findings highlight the critical role of addressing weaker indi-
vidual capabilities to improve cross-capability performance, influencing model
development priorities. The benchmark provides a comprehensive evaluation frame-
work for future research.
Soundness: The methodology uses expert annotations, multiple model responses,
and LLM-based evaluators to ensure reliability. The experiments cover 17 models
and 14 capabilities, with correlation analyses supporting claims. However, reliance
on human judgments and limited model diversity (no open-source models) may
introduce biases.
Strengths: The strengths of the paper are the comprehensive taxonomy, expert-
validated benchmark, systematic evaluation of cross-capability performance, and
clear demonstration of the ’Law of the Weakest Link.’ The inclusion of both static
and dynamic (principle-based prompting) analyses strengthens the claims.
Weaknesses: The weaknesses of the paper are the lack of diversity in evaluated
models (all commercial), potential bias in taxonomy validation, and insufficient
comparison with real-world tasks. The cross-capability definitions are abstract, and
the experiments do not test cross-capability transfer to real-world scenarios.
Evaluation: In conclusion, the paper makes a valuable contribution by systemati-
cally studying cross-capabilities and empirically validating the ’Law of the Weakest
Link.’ While the methodology is rigorous, broader model diversity and real-world
validation would strengthen its impact.
Suggestion: To improve the paper, the authors could expand model diversity to
include open-source models, validate the taxonomy with real-world task datasets,
and compare with benchmarks like AgentBench to demonstrate practical relevance.

Table 9: Evaluation & Suggestion generated by GUIDE-7B
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Setup Evaluation
DeepSeek-R1
Rubrics Guided Summary: Overall, the paper proposes the concept of cross capabilities in LLMs,

introduces the CrossEval benchmark to evaluate them, and identifies the ’Law of
the Weakest Link’ phenomenon where cross-capability performance is constrained
by the weakest individual capability. The methodology includes taxonomy con-
struction, human-annotated benchmarks, and experiments across 17 models.
Comparison with previous works: Compared to previous works like SKILL-MIX
and L-Eval, which focus on skill combinations and long-context evaluation, this
paper uniquely defines cross capabilities through structured taxonomies and em-
phasizes the bottleneck effect of weak individual skills. While Corex explores
multi-model collaboration for complex tasks, this work focuses on intrinsic capabil-
ity interactions within single models. SCALE and CMMLU address multilingual
or domain-specific evaluations but do not systematically study cross-capability
dependencies.
Novelty: The paper introduces a novel framework for cross capabilities, combining
predefined individual skills into paired tasks, and provides empirical evidence for
the ’Law of the Weakest Link.’ While skill combination is explored in SKILL-MIX,
the structured taxonomy and weakest-link analysis are new contributions.
Significance: The work highlights a critical limitation in LLMs’ real-world applica-
bility, offering a benchmark and actionable insights for improving weak capabilities.
The findings could influence model development and evaluation practices, particu-
larly in multi-dimensional tasks.
Soundness: The methodology is rigorous, with 1,400 expert-annotated prompts,
8,400 human ratings, and evaluations across 17 models. Experiments include abla-
tion studies and system-prompting interventions to validate claims. However, cross
capabilities are limited to pairwise combinations, and the selection of individual
capabilities (e.g., Spanish) lacks justification compared to core skills like reasoning.
Strengths: The strengths of the paper are the systematic taxonomy of cross ca-
pabilities, the human-annotated CrossEval benchmark, the identification of the
weakest-link phenomenon, and comprehensive experiments validating the findings
across diverse models and evaluators.
Weaknesses: The weaknesses of the paper are the limited scope of cross capabilities
(only pairwise combinations), the inclusion of Spanish as a standalone capability
without clear rationale, and insufficient comparison to SKILL-MIX’s k-skill com-
bination approach. The experiments do not explore mitigation strategies beyond
system prompting.
Evaluation: In conclusion, the paper makes a valuable contribution by formalizing
cross capabilities and identifying a critical performance bottleneck in LLMs. While
the benchmark and findings are impactful, the novelty is partially limited by prior
work on skill combinations.
Suggestion: To improve the paper, the authors could expand cross capabilities
to include >2 skills, justify capability selection (e.g., Spanish vs. multilingual
reasoning), compare with SKILL-MIX’s combinatorial approach, and explore
methods to mitigate the weakest-link effect beyond prompting.

Table 10: Evaluation & Suggestion generated by DeepSeek-R1 with full rubrics-guided prompt.
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Setup Evaluation
DeepSeek-R1
No Rubrics Summary: Overall, the paper introduces the concept of cross capabilities in LLMs,

defines seven individual and paired cross capabilities, constructs the CrossEval
benchmark with human-annotated prompts and expert evaluations, and identifies the
’Law of the Weakest Link’ effect where cross-capability performance is constrained
by the weakest individual capability.
Comparison with previous works: Compared to previous works like SKILL-MIX
and CMMLU, which focus on skill combinations or language-specific evaluations,
this paper uniquely systematizes cross capabilities via hierarchical taxonomies
and human-annotated benchmarks. Unlike L-Eval or SCALE, which emphasize
long-context or domain-specific tasks, it explores interdependencies between core
capabilities. While Corex studies multi-model collaboration for reasoning, this
work focuses on intrinsic capability limitations within single models.
Strengths: The strengths of the paper are its systematic taxonomy of cross capa-
bilities, rigorous human annotation process (8,400 expert ratings), and empirical
validation of the ’Law of the Weakest Link’ across 17 models. The integration of
LLM-based evaluators aligned with human judgments adds methodological robust-
ness. The focus on capability interdependencies addresses a critical gap in LLM
evaluation literature.
Weaknesses: The weaknesses of the paper are the limited scope of seven predefined
capabilities, which may not cover all real-world cross-domain tasks. The man-
ual annotation process, while thorough, lacks scalability compared to automated
methods like those in SKILL-MIX. The study does not explore how model scaling
(as in GPT-Fathom) or training strategies (as in How Abilities in Large Language
Models...) might mitigate the weakest-link effect.
Evaluation: In conclusion, the paper makes a valuable contribution by formalizing
cross capabilities and demonstrating systemic performance bottlenecks in LLMs.
The findings align with trends observed in Corex and Critique Ability of Large
Language Models but offer novel insights into capability interdependencies.
Suggestion: To improve the paper, the authors could expand capability taxonomies
using automated methods from SKILL-MIX, analyze scaling effects on cross
capabilities as in GPT-Fathom, and explore mitigation strategies like multi-model
collaboration (Corex) or in-context learning (Beyond task performance...). Including
non-English cross capabilities beyond Spanish would enhance generalizability.

Table 11: Evaluation & Suggestion generated by DeepSeek-R1 without rubrics-guided prompt.

15



E Broader Impacts841

AI advisors can accelerate research progress by842

offering automated guidance, which supports re-843

searcher education and speeds up the development844

of new ideas. On the downside, the scoring capabil-845

ities of AI advisors could be misused in conference846

review processes. To prevent such misuse, we will847

release the scoring system only under appropriate848

regulatory frameworks.849

F Human Annotation for Contribution850

Extraction851

The 100 annotated contributions in Sec. 3.2 were852

manually generated by a PhD student, who is one853

of the authors of this paper.854

G AI Usage855

ChatGPT is used to correct grammatical errors and856

polish the paper writing.857
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