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Abstract001

The rapid growth of the financial sector and002
the increasing emphasis on Environmental, So-003
cial, and Governance (ESG) considerations004
have highlighted the need for advanced nat-005
ural language processing (NLP) tools. De-006
spite significant advancements, there remains007
a lack of open-source Large Language Mod-008
els (LLMs) proficient across both general fi-009
nance and ESG domains, such as generating010
ESG reports. To address this gap, we pro-011
pose SUSGEN-30K, a high-quality, category-012
balanced dataset that comprises seven financial013
NLP tasks and ESG report generation. Addi-014
tionally, we propose TCFD-BENCH, a bench-015
mark designed to enhance the evaluation of016
sustainability report generation. Employing a017
data-centric methodology, we developed a suite018
of models, referred to as SUSGEN-GPT. When019
trained on our curated dataset, these suites of020
models achieved state-of-the-art performance,021
surpassing the benchmarks set by models of022
significantly larger size. By doing so, we in-023
troduce a data-centric approach to effectively024
address the aforementioned existing challenges,025
aiming to fostering continual development in026
the financial and ESG research community.027

1 Introduction028

As automation in the financial sector gains more029

attention and climate change becomes an increas-030

ingly urgent issue, there is a growing need for more031

advanced tools capable of solving these problems.032

The ability to efficiently process and generate fi-033

nancial reports, analyze ESG metrics, and produce034

comprehensive TCFD-format1 reports is crucial for035

maintaining transparency and accountability. Re-036

cently, LLMs (Brown et al., 2020; Ouyang et al.,037

2022; Touvron et al., 2023a; OpenAI, 2023a; Tou-038

1https://www.fsb-tcfd.org/. We investigated various sus-
tainability reporting guidelines, including GRI, SASB, EU
CSRD, etc., and ultimately chose TCFD because it is more
standardized and universally applicable.

vron et al., 2023b) have gained widespread popular- 039

ity due to their ability to solve complex tasks such 040

as commonsense reasoning and machine transla- 041

tion. However, there remains a substantial gap in 042

LLMs tailored towards specialized domains such 043

as finance and ESG (Liu et al., 2023; Wang et al., 044

2023a). This is likely due to the training dataset 045

being exposed to mostly general text documents 046

and lack data of specialized information. 047

Figure 1: Performance comparison with other baseline
models on various financial NLP tasks. The radar graph
shows that the best model in SUSGEN-GPT achieves
state-of-the-art in most benchmarks.

In light of these challenges, we propose 048

SUSGEN-30K, a meticulously curated dataset that 049

is designed to balance the size of each downstream 050

task across both financial and ESG domains. These 051

includes tasks such as Sentiment Analysis (SA), 052

Named Entity Recognition (NER) for finance and 053

Task Force on Climate-related Financial Disclo- 054

sures (TCFD (Financial Stability Board, 2017)) re- 055

port generations. More importantly, we introduce 056

a suite of LLMs, trained on our proposed dataset, 057

which we refer to as SUSGEN-GPT. Due to the 058

balanced nature behind the training data, SUSGEN- 059

GPT is capable of achieving superior performance 060

across multiple downstream tasks simultaneously, 061

when compared against models that are orders of 062
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magnitude larger.063

Additionally, we propose a new benchmark,064

TCFD-BENCH, tailored specially to assess Annual065

reports on their ability to generate concise and accu-066

rate ESG reports. We likewise conduct experiments067

on the proposed benchmark using SUSGEN-GPT.068

In total, our contributions include the following:069

1. SUSGEN-30K, a large-scale high quality070

dataset in both financial & ESG domain.071

2. A suite of fine-tuned LLMs, SUSGEN-GPT,072

shown to achieve state-of-the-art performance073

across both general financial and ESG NLP074

benchmarks as shown in Figure 1.075

3. We propose and release a well-curated bench-076

mark, tailored towards ESG report generation,077

TCFD-BENCH.078

2 Related Work and Background079

NLP for Finance & ESG Natural Language Pro-080

cessing (NLP) has found extensive applications081

in various financial tasks, demonstrating its ver-082

satility and depth in addressing diverse financial083

issues (Masson and Paroubek, 2024; Aguda et al.,084

2024). The key tasks in the financial domain in-085

clude Question Answering (QA), Headline Clas-086

sification (HC), and report generation. More no-087

tably, there exists a gap in achieving an acceptable088

level of proficiency in automating the generation089

of ESG reports. One such effort, ChatReport (Ni090

et al., 2023) is developed to perform summariza-091

tion and analysis on ESG reports. However, these092

tools face challenges such as generating reports that093

are overly simplified and lacking important details.094

Other attempts (Bronzini et al., 2024; Zou et al.,095

2023; Luccioni et al., 2020) mainly rely on exist-096

ing data extraction techniques and face difficulty097

in processing unstructured data. Our dataset aims098

to bridge these gaps by providing a data-centric099

approach to training LLMs in a multi-task manner.100

General Large Language Models Given the in-101

creased accessibility to large amounts of publicly102

available data, there has been a constant upward103

trend in releasing instruct-tuned LLMs. These mod-104

els include Alpaca (Taori et al., 2023), an LLM105

trained on a dataset augmented with GPT-3. The106

latest model to join the open-source community107

is Mistral-v0.3 (Jiang et al., 2023) and Llama3108

(AI@Meta, 2024), which have demonstrated im-109

pressive human-like capabilities across various do-110

mains. However, these models are not tailored111

towards any specific domain and often underper- 112

form on specialized domains such as finance and 113

ESG. 114

Financial Large Language Models Financial 115

Large Language Models (FinLLMs) are specifi- 116

cally developed to handle financial text data, of- 117

fering more precise financial analysis and predic- 118

tions. One of the earlier efforts, BloombergGPT 119

(Wu et al., 2023), is a 50B model trained on a mas- 120

sive dataset comprising a mixture of financial and 121

general text data. However, it is not publicly ac- 122

cessible and hence there is a call for more open 123

and inclusive alternatives. Other open-source al- 124

ternatives includes FinGPT (Yang et al., 2023; Liu 125

et al., 2023) and CFGPT (Lei et al., 2024), which 126

introduce tools focused on data acquisition, clean- 127

ing, and preprocessing. Their goal is to democ- 128

ratize financial data and the development of Fin- 129

LLMs, offering a wide range of potential applica- 130

tions. Nonetheless, these efforts have not addressed 131

issues such as the imbalance in training data and 132

lack capabilities in the ESG domain. CFGPT faces 133

limitations in language such as only being limited 134

to the Chinese language. 135

Financial Benchmarks As FinLLMs rapidly ad- 136

vance, the importance of financial evaluation bench- 137

marks has grown significantly. These benchmarks 138

include FinGPT Benchmarks and FLUE, focused 139

on assessing NLP tools on a wide array of tasks 140

such as NER and SA. PIXIU (Xie et al., 2023, 141

2024) is a large-scale multitask dataset containing 142

136K data samples as well as offering benchmarks 143

covering five downstream tasks. However, these 144

evaluation frameworks lack specialized ESG con- 145

tent. We aimed to bridge this gap by introducing 146

TCFD-BENCH. 147

3 SUSGEN-GPT 148

3.1 Framework 149

The SUSGEN-GPT framework is designed to han- 150

dle both document processing and direct question- 151

answering in the financial and ESG domains. These 152

models are trained to process raw unstructured doc- 153

uments or answer financial questions directly. 154

To process raw documents, our pipeline utilizes 155

Retrieval-Augmented Generation (RAG) technol- 156

ogy for summarization, followed by the Report 157

Summarization (RS) module to generate the ESG 158

report. The RAG component retrieves relevant in- 159

formation from a vector database and synthesizes 160
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it to create a comprehensive summary of the com-161

pany’s Annual report. This summary is then pro-162

vided as context to the RS Module in the input163

prompt to generate an ESG report. The provided164

summary ensures the generated report complies165

with TCFD standards. Additionally, the model is166

capable of answering ESG-related queries concern-167

ing the company report.168

To provide an overview of SusGen-GPT’s capa-169

bilities, it is equipped to handle the following finan-170

cial tasks: sentiment analysis Relation Extraction171

(RE), named entity recognition, headline classifi-172

cation, Financial Question Answering (FIN-QA),173

Financial Table Question Answering (FIN-TQA),174

and Text Summarization (SUM). These function-175

alities are illustrated in Figure 2, which depicts176

the overall pipeline of the model, from user input177

and internal processing to report generation and178

answering questions.179

3.2 Task Definition180

SUSGEN-GPT is designed to perform a wide181

range of tasks within the financial and ESG do-182

mains. These tasks include:183

• Headline Classification: Categorizing news184

headlines or report titles into predefined185

classes.186

• Named Entity Recognition (NER): Identi-187

fying and classifying proper nouns such as188

names of individuals, organizations, locations,189

and financial entities.190

• Relation Extraction: Detecting relationships191

between entities in text, such as acquisitions,192

partnerships, or regulatory actions.193

• Sentiment Analysis: Assessing sentiment in194

text to determine if it is positive, negative, or195

neutral.196

• Financial Question Answering: Providing197

accurate answers to queries related to financial198

data and reports.199

• Financial Table Question Answering: Ex-200

tending question answering to structured data201

by extracting and interpreting information202

from financial tables.203

• Text Summarization: Generating concise204

summaries of longer documents.205

• Sustainability Report Generation: Creating 206

comprehensive and coherent reports on a com- 207

pany’s environmental, social, and governance 208

(ESG) performance by integrating data from 209

various sources and adhering to guidelines 210

such as the TCFD recommendations. 211

As Appendix B, figure 8 provides short exam- 212

ples of financial tasks handled by our model. These 213

tasks are essential in the financial domain for ex- 214

tracting, analyzing, and summarizing critical infor- 215

mation, which aids in decision-making and report- 216

ing processes. 217

3.3 Data Construction 218

SUSGEN-30K The data construction process for 219

SUSGEN-30K involves a comprehensive pipeline 220

that starts with data collection from various sources 221

such as company reports (including annual and 222

ESG reports), publicly available financial datasets, 223

and automated content crawlers that scrape finan- 224

cial data from the web, shown as the Figure 5. 225

This raw data undergoes thorough preprocessing 226

steps, including manual annotation to extract use- 227

ful content, machine-translated data to augment the 228

dataset with multilingual data, and other augmen- 229

tation techniques to generate novel data samples. 230

We also include anonymization to remove sensitive 231

information and comply with privacy regulations. 232

Finally, the preprocessed data is reformatted into a 233

format compatible with the SFT dataset, ensuring 234

it is well-balanced and ready for training models 235

in financial NLP and Sustainability Report Gener- 236

ation. This structured approach ensures that the 237

dataset is robust, diverse, and high-quality, suitable 238

for advancing the field of sustainable finance. The 239

collected data are then split into the seven afore- 240

mentioned financial tasks in Sec. 3.2. We introduce 241

an additional task in the ESG domain, Sustainabil- 242

ity Report Generation (SRG). 243

Inspired by the scaling law (Kaplan et al., 2020) 244

and Common-7B (Li et al., 2024), we perform 245

scaling on the dataset to address the imbalance 246

in sample size between the different tasks in the 247

dataset. For large-scale category data, we down- 248

sample them based on data quality to create a well- 249

balanced dataset. Finally, we concatenate all the 250

samples to form the SUSGEN-30K instruction 251

dataset, which can be used for the financial NLP 252

domain. For detailed information regarding the 253

data sources and composition, please refer to Fig- 254

ure 3 in Appendix A. 255
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Figure 2: Overview of the SUSGEN-GPT Pipeline.

Context: Wolfspeed, Inc. is a leading 
global company specializing in the 
development and production of silicon 
carbide (SiC) technology…… Company’s 
corporate governance structure is designed 
to ensure transparency, integrity, and 
accountability in all its operations…… 

(All 205 words)

Input: As an expert in TCFD, with the 
context information, you are required to 
answer the following input question on the 
topic of governance. Describe the 
organization 2019’s governance around 
climate-related risks and opportunities.

Output: The company’s board of directors 
is responsible for all sustainability matters, 
including climate change……

(All 292 words)

File: “Wolfspeed_2022.pdf”

Figure 3: A sample in TCFD-BENCH. Models are
expected to generate TCFD format sustainability report
when given questions and context.

TCFD-BENCH This benchmark offers significant256

potential to streamline and enhance the quality of257

ESG reports in the TCFD format. A sample is258

shown in Figure 3, illustrating that each report in-259

cludes three main parts: context, input, and output.260

The context section provides a detailed introduc-261

tion to the company, outlining its specific structure262

regarding the given topic (governance). The input263

consists of the instruction and question, while the264

output presents the answer from the report. All text265

is extracted using GPT-4o and expert analysis, as 266

depicted in Figure 4. The context information is 267

generated from annual reports using GPT-4o, while 268

the TCFD reports are manually extracted to obtain 269

the questions and answers. An additional instruc- 270

tion component is included to guide the model’s 271

performance. This dual approach leverages both 272

automated large language models and human ex- 273

pertise to build a comprehensive dataset for ESG 274

reporting. 275

TCFD 
Report

GPT-4o Manual

Context: 
Text of the
company’s
introductio
n and given
topic.

Question: 
from the
disclosure
report on
the TCFD
topic.

Output:
Answer
from the
report to
the given
question.

Instruction:
Initially
created by
experts, and
diversified
by GPT.

Annual 
Report

Company

Figure 4: The pipeline of TCFD-BENCH construction
for one company. Extraction from GPT-4o and experts
are two mainly methods we used for the benchmark.
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Figure 5: SUSGEN-30k Data Construction. The process involves collecting data from open-source datasets and
company reports, followed by manual annotation and various preprocessing steps including translation, augmenta-
tion, anonymization, and reformatting to create the final SFT dataset.

3.4 Statistics276

In this section, we present the statistical informa-277

tion about our training dataset, SUSGEN-30K. As278

illustrated in Figure 6, the dataset is well-balanced279

across various task categories, ensuring compre-280

hensive coverage of financial and ESG domains.281

The distribution of categories is as follows: Fi-282

nancial Question Answering (12%), Financial Ta-283

ble Question Answering (12%), Sentiment Analy-284

sis (12%), Relation Extraction (12%), Named En-285

tity Recognition (11%), Headline Classification286

(11%), Sustainability Report Generation (10%),287

General (10%), and Math (10%). This balanced dis-288

tribution allows the model to learn effectively from289

each task without bias, contributing to the robust-290

ness and versatility of SUSGEN-GPT in handling291

diverse financial and ESG-related tasks.292

Figure 6: SUSGEN-30K Category Distribution. High-
light the proportion of data dedicated to each specific
task area in financial NLP.

3.5 Evaluations 293

In this section, we introduce the metrics used to 294

evaluate the performance of SUSGEN-GPT on var- 295

ious financial and ESG tasks. For Financial Ques- 296

tion Answering and Financial Table Question An- 297

swering, we employed Exact Match Accuracy and 298

F1 score to measure the precision of the answers. 299

For Headline Classification, we used the Micro 300

F1-score to balance precision and recall across 301

all classes. Named Entity Recognition was as- 302

sessed using the Entity F1-score to evaluate the 303

accuracy of recognizing and classifying named en- 304

tities. Sentiment Analysis used the F1-score and 305

Accuracy to measure the balance between precision 306

and recall for predicted sentiments. For Text Sum- 307

marization, we utilized the ROUGE (Lin, 2004) 308

and BERTScor (Zhang et al., 2019) to evaluate the 309

quality of the summaries by comparing the over- 310

lap of unigrams between the generated and refer- 311

ence summaries. For sustainable report generation, 312

BERTScore, ROUGE, METEOR (Banerjee and 313

Lavie, 2005) , and BLEU-N (Papineni et al., 2002) 314

Score were used to assess model performance. 315

These metrics were used to measure the simi- 316

larity of the machine-generated text to the expert 317

reference content, ensuring that the evaluations are 318

robust and reliable. The chosen metrics are rel- 319

evant and effective in capturing the performance 320

nuances of each task, offering a detailed view of 321

how well the model performs in each area. Eval- 322

uation scores were calculated for each sub-task 323

individually to provide specific insights into each 324

task’s performance. Additionally, we provide the 325

average score for each category to offer a holistic 326

view of SUSGEN-GPT’s performance across dif- 327
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ferent tasks, highlighting the model’s strengths and328

areas for improvement.329

4 Experiments & Analysis330

4.1 Experimental Setup331

Our experiments employed the SUSGEN-GPT332

models, leveraging four baseline models: Mistral-333

v0.3-7B, Mistral-Instruct-v0.3-7B2, LLaMA-3-8B,334

and LLaMA-3-8B-Instruct3, using the QLoRA335

(Dettmers et al., 2024) method for supervised fine-336

tuning due to computational efficiency. The experi-337

ments were conducted on two NVIDIA RTX 24GB338

3090 Ti GPUs. We use different scale datasets339

of our curated SUSGEN-30K as the training data.340

During training, we employ 32-bit Paged AdamW341

optimizer with a cosine learning rate schedule for342

total 3 epochs of training. The learning rate is set343

to 2e-5, 10% warmup steps, 8 batchsize per device344

with 8 gradient accumulation steps. The maximum345

token length is set 2048 tokens with alpaca prompt346

template. And we use 4-bit quantization with dou-347

ble quantization enabled and bfloat16 as the com-348

pute data type, set lora rank to 16 and alpha to 32349

with a dropout rate of 0.1. Out of twelve models we350

trained, the most resource-intensive one, involving351

30K data records and 8B model, takes around 10352

hours on our device.353

During evaluation, We use same prompt as used354

in Training and combing vllm inference optimiza-355

tion techiques. We use LangChain4 to manage356

vector-database retriever. We use all-mpnet-base-357

v25 for text chunk embedding, split reports into358

chunks of 1024 tokens and retrieve the top 10 re-359

lated chunks. We set the temperature to 0.2, top_p360

to 0.9, top_k to 40 and repetition_penalty to 1.2.361

4.2 Benchmarks & Baseline Models362

In this section, we introduce the benchmarks and363

baseline models used to evaluate SUSGEN-GPT’s364

performance. Benchmarks consist of 14 datasets365

across 8 tasks to evaluate the performance of366

SusGen-GPT and baseline models.367

Benchmarks For finanical Q&A task, the FinQA368

(Chen et al., 2021) dataset focuses on multi-step369

numerical reasoning through financial reports. In370

2The model is released by Mistral AI under the Apache
2.0 license for both commercial and non-commercial usage.

3LLaMA3 models are licensed under a bespoke commer-
cial license by Meta AI.

4https://python.langchain.com/
5https://huggingface.co/sentence-transformers/all-mpnet-

base-v2

finanical table Q&A, the TATQA (Zhu et al., 2021) 371

dataset addresses multi-step numerical reasoning 372

through financial tables, while the ConvFinQA 373

(Chen et al., 2022) dataset involves multiple rounds 374

of Q&A based on earnings reports and tables. Sen- 375

timent analysis examines linguistic and economic 376

meanings in financial texts, using FinQASA (Maia 377

et al., 2018) for sentiment extraction and FOMC 378

(Shah et al., 2023a) to categorize sentences as 379

"hawkish" or "dovish."As for news headlines clas- 380

sification, the MultiFin (Jørgensen et al., 2023) 381

dataset classifies financial texts like analyst re- 382

ports, news stories, and investor commentary. The 383

MLESG (Chen et al., 2023) dataset detects ESG is- 384

sues. Named entity recognition extracts entities 385

from financial agreements and SEC documents 386

using NER (Alvarado et al., 2015) and FINER- 387

ORD (Shah et al., 2023b) datasets. Relation ex- 388

traction uses the FINRED (Sharma et al., 2022) 389

dataset to identify relationships in financial news 390

and earnings records, such as "products produced" 391

and "manufacturers." The SC (Mariko et al., 2020) 392

dataset discerns causal relationships in news and 393

SEC filings. For text summarisation, EDTSUM 394

(Zhou et al., 2021) dataset abstracts financial news 395

articles into concise summaries. And in sustain- 396

ability report generation, the AnnualReport dataset 397

extracts TCFD-compliant ESG content from annual 398

reports of listed companies, assessing the model’s 399

ability to generate ESG quizzes and reports. 400

Baseline Models We compare against the most 401

capable model from OpenAI, GPT-4 (OpenAI, 402

2023b) which excels across multiple NLP tasks. 403

We use GPT-4 as a benchmark to compare 404

SUSGEN-GPT’s performance. We also compare 405

against Mistral 7B-Inst-V0.2/V0.3 (Jiang et al., 406

2023), which are open-source LLMs known for 407

their general NLP task performance. LLaMA3 408

(AI@Meta, 2024) is a state-of-the-art open-source 409

LLM. Developed by Meta, they enhance accuracy 410

and efficiency in text generation and comprehen- 411

sion. Launched by Google, Gemini (Team et al., 412

2023) is a multimodal model processing text and 413

images, improving cross-modal task performance. 414

FinMA7B (Xie et al., 2023) is optimized for the 415

financial sector, with 7 billion parameters, enhanc- 416

ing financial text analysis accuracy. Falcon7B (Al- 417

mazrouei et al., 2023) is an open-source model 418

with 7 billion parameters, designed for diverse NLP 419

tasks, providing efficient text generation and com- 420

prehension. 421
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4.3 Main Results and Comparison422

The performance of SUSGEN-GPT on various fi-423

nancial tasks is summarized in Table 1. We evalu-424

ate SUSGEN-GPT on several financial NLP tasks425

using well-established benchmarks, comparing its426

performance against models like GPT-4, Gemini,427

and various versions of LLaMA and Mixtral.428

Our model achieves competitive results across429

multiple benchmarks. For instance, in Sentiment430

Analysis, SUSGEN-GPT scores an F1 of 0.64 on431

the FiQASA dataset and 0.70 on the FOMC dataset,432

closely trailing behind GPT-4, which shows slightly433

higher scores. This demonstrates SUSGEN-GPT’s434

robust performance in capturing sentiment from435

financial texts.436

In HC, SUSGEN-GPT outperforms several other437

models, achieving a Micro F1 score of 0.71 on the438

MultiFin dataset and 0.50 on the MLESG dataset,439

indicating its proficiency in accurately categorizing440

financial news headlines.441

For NER, the model scores 0.35 and 0.09 for442

EntityF1 on the NER and FINER-ORD datasets,443

respectively. While these scores are lower com-444

pared to GPT-4, they highlight the potential for445

further improvement in entity recognition tasks.446

In RE, SUSGEN-GPT excels with an F1 score of447

0.96 on the SC dataset, significantly outperforming448

other models, though it shows a modest perfor-449

mance of 0.19 on the FinRED dataset.450

For FinQA and FinTQA, SUSGEN-GPT demon-451

strates strong capabilities with an Exact Match Ac-452

curacy (EmAcc) of 0.87 on the FinQA dataset and453

0.69 on the TATQA dataset, surpassing most com-454

peting models. This highlights the model’s effec-455

tiveness in understanding and accurately answering456

complex financial queries.457

The performance of SUSGEN-GPT in gener-458

ating sustainability reports is evaluated using the459

TCFD-BENCH dataset and compared against the460

CHATREPORT model which are shown in Table 2.461

SUSGEN-GPT demonstrates superior perfor-462

mance across various metrics. It achieves a Rouge-463

L score of 0.18, a Bert-Score of 0.40, and a ME-464

TEOR score of 0.22. These results indicate that465

SUSGEN-GPT generates more accurate and com-466

prehensive sustainability reports compared to CHA-467

TREPORT, which trails in most metrics.468

These findings underscore the advanced capabil-469

ities of SUSGEN-GPT in producing high-quality,470

TCFD-compliant sustainability reports, making it471

a valuable tool for organizations aiming to enhance472

their ESG reporting. 473

4.4 Ablation Study 474

In this section, we investigate the data scaling effect 475

on SUSGEN-GPT using datasets of 3k, 10k, and 476

30k scales. Comprehensive results are provided 477

in Table 4 in the Appendx C. Figure 7 illustrates 478

the performance trends for FinTQA and Sentiment 479

Analysis tasks. 480

Figure 7: Performance of SUSGEN-GPT on FinTQA
and sentiment analysis (SA) across different scales of
supervised fine-tuning datasets.

The results indicate that increasing the dataset 481

size significantly improves the performance of 482

SUSGEN-GPT, especially after supervised fine- 483

tuning. For FinTQA (left plot), the models 484

show notable gains with larger datasets after fine- 485

tuning: Mixtral-7B-Inst and Mixtral-7B models 486

exhibit consistent improvement, with Mixtral-7B- 487

Inst achieving the highest F1 score. Llama3-8B- 488

Inst shows substantial gains from the base model, 489

reaching an F1 score close to 0.83 at the 30k scale, 490

suggesting strong potential. For Sentiment Anal- 491

ysis (right plot), Mixtral-7B-Inst leads in perfor- 492

mance across all dataset scales. Llama3-8B-Inst 493

also shows significant improvement, highlighting 494

the benefits of larger datasets. These findings 495

demonstrate that scaling the dataset enhances the 496

model’s ability to capture complex patterns, lead- 497

ing to better performance across financial and ESG 498

tasks. Larger datasets provide more diverse and 499

comprehensive training data, crucial for achieving 500

state-of-the-art results. 501

4.5 Qualitative Analysis 502

Generated Sustainability Report Analysis A 503

comparison of the outputs obtained by SusGen- 504

GPT and ChatReport based on the company’s an- 505

nual report after inputting the same TCFD stan- 506

dard ESG-related questions is shown in Appendix 507

D. ChatReport is a robust, publicly available text 508
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Datasets Tasks Metrics SusGen GPT4 Gemini LLaMA3
8B

LLaMA2
70B

LLaMA3
8B-Inst

FinMA
7B

Falcon
7B

Mixtral
7B-Inst-V0.2

Mixtral
7B-Inst-V0.3

FiQASA (Maia et al., 2018) SA F1 0.64 0.80 0.81 0.82 0.83 0.82 0.79 0.77 0.75 0.84
FOMC (Shah et al., 2023a) SA F1 0.70 0.71 0.53 0.53 0.49 0.47 0.49 0.30 0.30 0.37
MultiFin (Jørgensen et al., 2023) HC MicroF1 0.71 0.65 0.62 0.50 0.63 0.86 0.14 0.09 0.70 0.71
MLESG (Chen et al., 2023) HC MicroF1 0.50 0.35 0.34 0.23 0.31 0.48 0.00 0.06 0.57 0.59
NER (Alvarado et al., 2015) NER EntityF1 0.35 0.83* 0.61 0.06 0.04 0.04 0.69 0.00 0.17 0.15
FINER-ORD (Shah et al., 2023b) NER EntityF1 0.09 0.77 0.14 0.06 0.07 0.04 0.00 0.00 0.08 0.14
FinRED (Sharma et al., 2022) RE F1 0.19 0.02 0.00 0.04 0.00 0.08 0.00 0.00 0.13 0.14
SC (Mariko et al., 2020) RE F1 0.96 0.81 0.74 0.93 0.61 0.90 0.19 0.67 0.90 0.85
FinQA (Chen et al., 2021) FINQA EmAcc 0.87 0.63* 0.00 0.16 0.06 0.54 0.04 0.00 0.31 0.32
TATQA (Zhu et al., 2021) FINTQA EmAcc 0.69 0.13 0.18 0.26 0.01 0.60 0.00 0.00 0.48 0.52
ConvFinQA (Chen et al., 2022) FINTQA EmAcc 0.90 0.76* 0.43 0.21 0.25 0.65 0.20 0.00 0.48 0.58

EDTSUM (Zhou et al., 2021) SUM
Rouge-1 0.30 0.20 0.39 0.11 0.25 0.15 0.13 0.12 0.15 0.18

BertScore 0.55 0.67 0.72 0.41 0.68 0.47 0.38 0.51 0.48 0.49

Table 1: The zero-shot and few-shot performance of different LLMs on the general financial tasks. “*” represents
the result from the previous paper.

Models Rouge-L Bert-Score METEOR BLEU-1 BLEU-2 BLEU-3 BLEU-4

ChatReport 0.14 0.32 0.12 0.41 0.10 0.03 0.02

SUSGEN-GPT 0.18 0.40 0.22 0.37 0.12 0.06 0.04

Table 2: The sustainability report generation performance on TCFD-BENCH with the comparison of CHATREPORT.
All results via our evaluations are the average of three runs.

generation model for creating ESG reports in the509

TCFD format, leveraging the capabilities of GPT-510

3.5. However, SUSGEN-GPT surpasses ChatRe-511

port in several key areas. It offers a detailed break-512

down, specific action points, enhanced contextual513

clarity, and a comprehensive approach.514

SUSGEN-GPT’s structured format provides sig-515

nificant advantages, making it a superior tool for516

generating TCFD-format ESG reports. These517

improvements ensure that reports produced by518

SusGen-GPT are not only more informative but519

also more actionable and easier to understand. By520

breaking down the risks and opportunities into521

specific time horizons, SusGen-GPT provides a522

clear roadmap for addressing climate-related chal-523

lenges and leveraging opportunities. Each identi-524

fied risk and opportunity is linked to specific ac-525

tions and goals, ensuring that the report is practical526

and aligned with the company’s strategic objec-527

tives. The enhanced contextual clarity provided by528

SusGen-GPT allows users to better understand the529

implications of each risk and opportunity, aiding530

stakeholders in making informed decisions. The531

detailed action points help in formulating concrete532

sustainability strategies, improving operational ef-533

ficiency, enhancing reputation, and ensuring regu-534

latory compliance.535

In contrast, while ChatReport provides a broad536

overview of climate-related risks and opportuni-537

ties, it lacks the depth and specificity found in538

SUSGEN-GPT’s output. ChatReport’s responses539

are less structured and do not consistently associate 540

risks with specific time horizons, which can make 541

it harder for users to prioritize actions and under- 542

stand the timeline for implementation. In summary, 543

SUSGEN-GPT’s comprehensive and structured ap- 544

proach to generating ESG reports in the TCFD 545

format makes it a more effective tool for compa- 546

nies aiming to address climate-related risks and 547

opportunities in a clear, actionable, and strategi- 548

cally aligned manner. 549

5 Conclusion and Future Work 550

In conclusion, our work specifically addresses the 551

significant gap in specialized language models 552

for the financial and ESG sectors by introducing 553

SUSGEN-30K and SUSGEN-GPT. The balanced 554

nature of SUSGEN-30K allows SUSGEN-GPT to 555

excel in multiple downstream financial tasks in- 556

cluding sustainability report generation, achieving 557

superior performance even than other larger scale 558

LLMs. Additionally, our proposed TCFD-BENCH 559

benchmark provides a rigorous evaluation frame- 560

work for ESG report generation. Future work will 561

focus on expanding the dataset to cover more spe- 562

cialized tasks within the ESG domain, enhancing 563

the model’s capabilities, and refining the bench- 564

mark to include more diverse evaluation metrics. 565

This work lays a robust foundation for develop- 566

ing advanced tools that meet the growing demands 567

of the financial sector and contribute to climate- 568

related financial disclosures. 569
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Limitations570

Limited Model Performance One of the limita-571

tions of our work is the performance of our models,572

which is influenced by resource constraints. The573

large models we utilize are typically in the range574

of 7B/8B in terms of parameters. Due to limited575

resources, we have not had the opportunity to ex-576

plore the potential benefits of 70B parameter or577

larger models. As a result, our models may not578

achieve their full potential performance, and this579

is an aspect we are mindful of as we continue our580

work. We aim to address these limitations in the581

future and strive to improve the performance of our582

models as resources allow.583

Limited Evaluation from Expert While experts584

have conducted quality analysis for certain cases,585

the evaluation of large-scale data relies on auto-586

mated scores such as BLEU and ROUGE metrics.587

These automated evaluations, while valuable, may588

potentially introduce biases and lack the nuanced589

understanding that human expertise provides, par-590

ticularly in the ESG (Environmental, Social, and591

Governance) domain. Furthermore, there is a short-592

age of expert resources in the ESG domain, which593

limits the comprehensive evaluation of the data594

with respect to ESG factors. As a result, the evalua-595

tion may not fully capture the depth and complexity596

of the ESG-related aspects of the data.597

Unsuitable for Vary ESG Subtasks The model’s598

performance may exhibit significant variability599

across different subfields, highlighting the neces-600

sity for targeted research and optimization for spe-601

cific ESG-related subtasks. For example, certain602

subfields, such as renewable energy investment or603

sustainable supply chain management, might re-604

quire more customized approaches to ensure that605

the model’s performance meets the expected stan-606

dards. These variations necessitate a more granular607

understanding of each subfield’s unique character-608

istics and requirements, demanding further data609

gathering and model adjustments.610

Insufficient Diverse Report Template Despite the611

significant progress achieved by our model, there612

are still notable limitations concerning the compre-613

hensiveness of the dataset. Firstly, our model was614

predominantly trained on a limited number of re-615

ports in the TCFD (Task Force on Climate-related616

Financial Disclosures) format, with sparse repre-617

sentation from other key standards such as the GRI618

(Global Reporting Initiative), SASB (Sustainability619

Accounting Standards Board), and CDP (Carbon 620

Disclosure Project). This narrow data source lim- 621

its the model’s generalization capabilities and may 622

hinder its performance when dealing with reports 623

adhering to different standards and formats. 624

Ethical Considerations 625

False Information from LLMs One of the press- 626

ing issues in this work is the phenomenon of model 627

hallucination, where the model generates informa- 628

tion that is not present in the input data. This prob- 629

lem is particularly significant when applying ad- 630

vanced techniques like LLMs to financial data, as 631

the generation of false information can have serious 632

implications. For instance, inaccurate or mislead- 633

ing financial reports can lead to incorrect business 634

decisions, regulatory non-compliance, and loss of 635

stakeholder trust. Addressing this issue requires 636

ongoing research and development to improve the 637

reliability and accuracy of NLP models. 638

Bias towards Firm Perspective Another consider- 639

ation is the inherent bias towards the firm’s perspec- 640

tive in the extracted information from corporate 641

sustainability reports. This bias arises because the 642

data predominantly originates from the companies 643

themselves, potentially leading to a one-sided view 644

that may overlook critical aspects such as stake- 645

holder opinions and third-party assessments. To 646

mitigate this, future work should aim to incorporate 647

a more diverse set of data sources, including inde- 648

pendent audits and reports from non-governmental 649

organizations (NGOs), to provide a more balanced 650

view of corporate sustainability practices. 651

License of the Tool To ensure that our tool is ac- 652

cessible and adaptable by all stakeholders, we have 653

chosen to release it under the Apache License 2.0. 654

This open-source license allows for wide distribu- 655

tion, usage, and modification of the tool, thereby 656

facilitating collaborative development and continu- 657

ous improvement. By doing so, we aim to foster a 658

community of practice that can collectively address 659

the challenges and leverage the opportunities pre- 660

sented by the use of NLP in financial contexts. This 661

approach not only democratizes access to advanced 662

technologies but also encourages transparency and 663

accountability in their application. 664
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A Composition of our SUSGEN dataset929

This section details the various components and930

sources of data included in the SUSGEN dataset,931

providing an overview of the dataset’s structure and932

content.933

Each dataset listed in Table 3 is meticulously934

curated and split to optimize model training and935

evaluation, covering a diverse range of scenarios936

and applications in financial NLP. This approach937

ensures that the model performs well across these938

specific tasks and integrates seamlessly with real-939

world financial applications, providing robust and940

reliable insights.941

B Financial Tasks Examples942

This appendix provides examples of various finan-943

cial tasks handled by SUSGEN-GPT. The tasks944

include Financial Question Answering, where the945

model answers specific queries based on finan-946

cial reports; Financial Table Question Answering,947

which involves extracting data from financial ta-948

bles; Headline Classification, categorizing news949

headlines; Named Entity Recognition, identifying950

proper nouns; Relation Extraction, detecting re-951

lationships between entities; Sentiment Analysis,952

assessing sentiment in text; and Summarization,953

generating concise summaries of longer documents.954

These examples illustrate the diverse capabilities955

of SUSGEN-GPT in processing and analyzing956

financial data.957

C Our Ablation Study Results about958

Training Data Scale959

This section showcases the results of our ablation960

studies, focusing on the impact of different training961

data scales on the model’s performance.962

Table 4 presents the zero-shot and few-shot per-963

formance of various LLMs, including different con-964

figurations of SUSGEN-GPT with dataset sizes of965

3k, 10k, and 30k. The metrics evaluated include F1966

score, Micro F1, Entity F1, Exact Match Accuracy,967

Rouge, and BertScore across multiple datasets.968

The results indicate that increasing the dataset969

size significantly improves the performance of970

SUSGEN-GPT, especially after supervised fine-971

tuning. For instance, on the FiQASA dataset,972

SUSGEN-GPT with Mistral-7B-Instruct v0.3 at973

30k scale achieves an F1 score of 0.87, the highest974

among all configurations. Similarly, for the FOMC975

dataset, the model attains an F1 score of 0.73 at976

10k scale, outperforming other versions.977

In the MultiFin dataset for Headline Classifica- 978

tion, SUSGEN-GPT with 10k data and Mistral- 979

7B-Instruct v0.3 achieves a Micro F1 score of 0.71, 980

demonstrating the model’s improved ability to cat- 981

egorize financial news headlines with more exten- 982

sive training data. For the NER task on the FINER- 983

ORD dataset, the model shows a significant im- 984

provement in Entity F1, reaching 0.35 at 10k scale. 985

For Relation Extraction on the SC dataset, 986

SUSGEN-GPT with 30k data and Mistral-7B- 987

Instruct v0.3 achieves an F1 score of 0.96, indi- 988

cating robust performance. In Financial Question 989

Answering tasks such as FinQA and TATQA, the 990

model consistently performs well, with EmAcc 991

reaching 0.87 and 0.69, respectively, at 10k and 992

30k scales. 993

The sustainability report generation results on 994

the TCFD-Bench dataset also show that SUSGEN- 995

GPT excels with larger datasets. The model 996

achieves a Rouge-L score of 0.18 and a BertScore 997

of 0.40, demonstrating superior performance com- 998

pared to smaller dataset scales. 999

D Sustainability Report Generation 1000

Examples 1001

We provide examples of sustainability reports 1002

generated by SUSGEN-GPT, demonstrating the 1003

model’s ability to create comprehensive and accu- 1004

rate ESG reports. SusGen-GPT’s structured format 1005

offers significant advantages, establishing it as a 1006

superior tool for generating TCFD-format ESG 1007

reports. These enhancements ensure that reports 1008

produced by SusGen-GPT are not only more infor- 1009

mative but also more actionable and easier to com- 1010

prehend. By categorizing risks and opportunities 1011

into specific time horizons (short-term, medium- 1012

term, and long-term), SusGen-GPT provides a clear 1013

roadmap for addressing climate-related challenges 1014

and leveraging opportunities. Each identified risk 1015

and opportunity is linked to specific actions and 1016

goals, making the report practical and aligned with 1017

the company’s strategic objectives. 1018

Additionally, the improved contextual clarity 1019

provided by SusGen-GPT allows users to better 1020

understand the implications of each risk and oppor- 1021

tunity. This is essential for stakeholders who de- 1022

pend on these reports to make informed decisions. 1023

The detailed action points offered by SusGen-GPT 1024

assist in developing concrete strategies for sustain- 1025

ability, enhancing operational efficiencies, improv- 1026

ing reputation, and ensuring compliance with regu- 1027

13



latory requirements.1028

In contrast, while ChatReport delivers a general1029

overview of climate-related risks and opportuni-1030

ties, it lacks the depth and specificity present in1031

SusGen-GPT’s output. ChatReport’s responses are1032

less structured and do not consistently link risks to1033

specific time horizons, making it more challenging1034

for users to prioritize actions and comprehend the1035

timeline for implementation.1036
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Task Dataset Train Language Test Final Comment

General Alpaca-52k (Taori et al., 2023) 52,000 EN ✗ 3,000
Arithmetic GSM-8k (Cobbe et al., 2021) 7,473 EN 1,319 3,000

HC fingpt-headline-cls (Wang et al., 2023b) 82,200 EN 20,500 1,500 CLS
HC fingpt-headline (Wang et al., 2023b) 82,200 EN 20,500 1,500 Instr Diff
HC FLUE-headline (Shah et al., 2022) 80,000 EN ✗ 0 ✗

HC flare-multifin-en (Xie et al., 2024) ✗ EN 546 500 CLS
HC flare-mlesg-en (Xie et al., 2024) ✗ EN 300 300 ESG-CLS

NER fingpt-ner-cls (Wang et al., 2023b) 13,500 EN 3,500 2,700 CLS
NER fingpt-ner (Wang et al., 2023b) 511 EN 98 500
NER flare-ner (Xie et al., 2024) 408 EN 98 300 valid103
NER flare-finer-ord (Xie et al., 2024) ✗ EN 1,075 1,075

RE fingpt-finred (Wang et al., 2023b) 27,600 EN 5,112 5,112 RE+CLS
RE fingpt-finred-re (Wang et al., 2023b) 11,400 EN 2,140 1,750 RE
RE fingpt-finred-cls (Wang et al., 2023b) 48,500 EN 8,930 1,750 CLS
RE flare-finarg-ecc-auc-test (Xie et al., 2024) ✗ EN 969 0 RE+CLS
RE flare-causal20-sc-test (Xie et al., 2024) ✗ EN 8,628 8,628 RE+CLS

SA esg-sentiment 611 EN 93 843 ESG
SA enhanced-financial-phrasebank 4,850 EN ✗ 1,457
SA FIN_NUMBER 4,680 KO ✗ xx ESG
SA fingpt-sentiment (Wang et al., 2023b) 76,800 EN ✗ 800 Duplicate?
SA fingpt-sentiment-cls (Wang et al., 2023b) 47,600 EN ✗ 400 CLS
SA FLUE-sentiment (Shah et al., 2022) 4850 EN ✗ 0 ✗

SA flare-fiqasa (Xie et al., 2024) 750 EN 235 235 valid188
SA flare-fomc (Xie et al., 2024) ✗ EN 496 496 valid188

FIN-QA FIN_NUMBER-EQA/train 400 KO ✗ 400
FIN-QA FIN_NUMBER-BQA/train 400 KO ✗ 400 CLS
FIN-QA FIN_NUMBER-MCQA/train 400 KO ✗ 398 CLS
FIN-QA FIN_NUMBER-NQA-ARI/train 400 KO ✗ 398
FIN-QA FIN_NUMBER-NQA-COM/train 400 KO ✗ 399
FIN-QA FIN_NUMBER-NQA-EXT/train 400 KO ✗ 397
FIN-QA flare-cfa/test (Xie et al., 2024) ✗ EN 1030 0 CLS
FIN-QA fingpt-fiqa_qa (Wang et al., 2023b) 17,100 EN ✗ 708
FIN-QA fingpt-fineval (Wang et al., 2023b) 1,060 ZH 265 0 CLS
FIN-QA flare-finqa (Xie et al., 2024) 6250 EN 1147 400
FIN-QA flare-fsrl (Xie et al., 2024) ✗ EN 97 97

FIN-TQA fingpt-convfinqa (Wang et al., 2023b) 11,100 EN 1,490 1,000
FIN-TQA flare-convfinqa (Xie et al., 2024) 8890 EN 1,490 2,500
FIN-TQA flare-tatqa (Xie et al., 2024) ✗ EN 1,668 1,668

SUM flare-edtsum-test (Xie et al., 2024) ✗ EN 2000 2000

SRG ESG-Chat 914 EN ✗ 914
SRG TCFD_QA 260 EN ✗ 1669
SRG salmasally 417 FR ✗ 417

Table 3: Composition of our SUSGEN dataset. We report the list of datasets and associated splits used to build the
dataset. We mainly focus on eight following tasks in the datasets in order to let the model cover most applications in
the financial NLP domain. HC: Headline Classification. NER: Named Entity Recognition. RE: Relation Extraction.
SA: Sentiment Analysis. FIN-QA: Financial Question Answering. FIN-TQA: Financial Table Question Answering.
SUM: Text Summary. SRG: Sustainability Report Generation.
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Figure 8: Financial Tasks Examples. Examples of main tasks in financial domain and the corresponding context and
response.
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Datasets Metrics

SusGen
GPT-3k
Llama3

8B
Instruct

SusGen
GPT-3k
Llama3

8B

SusGen
GPT-3k
Mistral

7B
Instruct

v0.3

SusGen
GPT-3k
Mistral

7B
v0.3

SusGen
GPT-10k
Llama3

8B
Instruct

SusGen
GPT-10k
Llama3

8B

SusGen
GPT-10k
Mistral

7B
Instruct

v0.3

SusGen
GPT-10k
Mistral

7B
v0.3

SusGen
GPT-30k
Llama3

8B
Instruct

SusGen
GPT-30k
Llama3

8B

SusGen
GPT-30k
Mistral

7B
Instruct

v0.3

SusGen
GPT-30k
Mistral

7B
v0.3

FiQASA F1 0.73 0.60 0.73 0.87 0.66 0.56 0.64 0.76 0.64 0.46 0.60 0.63
FOMC F1 0.71 0.37 0.69 0.56 0.73 0.67 0.70 0.70 0.72 0.64 0.67 0.67
MultiFin MicroF1 0.50 0.00 0.60 0.39 0.56 0.66 0.71 0.70 0.41 0.32 0.50 0.41
MLESG MicroF1 0.30 0.03 0.51 0.06 0.25 0.08 0.50 0.40 0.22 0.04 0.32 0.04
NER EntityF1 0.37 0.10 0.02 0.27 0.31 0.35 0.35 0.34 0.31 0.35 0.25 0.31
FINER-ORD EntityF1 0.28 0.00 0.14 0.11 0.06 0.09 0.09 0.07 0.11 0.04 0.08 0.07
FinRED F1 0.04 0.02 0.06 0.05 0.19 0.21 0.19 0.17 0.16 0.23 0.11 0.09
SC F1 0.77 0.23 0.95 0.85 0.52 0.48 0.96 0.84 0.83 0.41 0.96 0.96
FinQA EmAcc 0.65 0.56 0.33 0.37 0.38 0.64 0.87 0.84 0.38 0.53 0.26 0.57
TATQA EmAcc 0.59 0.41 0.67 0.58 0.59 0.57 0.69 0.55 0.60 0.62 0.63 0.55
ConvFinQA EmAcc 0.68 0.35 0.64 0.53 0.39 0.70 0.90 0.84 0.49 0.73 0.68 0.58

EDTSUM
Rouge-1 0.20 0.12 0.24 0.10 0.20 0.14 0.30 0.19 0.19 0.12 0.25 0.13
Rouge-2 0.08 0.03 0.10 0.04 0.08 0.04 0.13 0.08 0.07 0.03 0.10 0.05
Rouge-L 0.10 0.15 0.19 0.08 0.16 0.10 0.25 0.15 0.15 0.09 0.20 0.10
BertScore 0.44 0.67 0.53 0.45 0.50 0.46 0.55 0.50 0.49 0.44 0.52 0.47

TCFD-BENCH
Rouge-L 0.14 0.10 0.17 0.13 0.13 0.11 0.18 0.16 0.13 0.10 0.18 0.13
BertScore 0.32 0.28 0.35 0.30 0.31 0.29 0.40 0.36 0.31 0.28 0.38 0.31
METEOR 0.25 0.15 0.24 0.25 0.20 0.19 0.22 0.21 0.22 0.19 0.27 0.23
BLEU-1 0.22 0.21 0.27 0.18 0.22 0.19 0.37 0.30 0.20 0.17 0.29 0.19
BLEU-2 0.05 0.03 0.09 0.05 0.04 0.03 0.12 0.09 0.04 0.02 0.10 0.04
BLEU-3 0.02 0.01 0.05 0.02 0.01 0.01 0.06 0.04 0.01 0.00 0.05 0.02
BLEU-4 0.01 0.00 0.03 0.01 0.01 0.01 0.04 0.02 0.01 0.00 0.03 0.01

Table 4: The zero-shot and few-shot performance of different LLMs on data scaling effects. All results via our
evaluations are the average of three runs. “-” represents the result that is currently unable to yield due to model size
or availability, and “*” represents the result from the previous paper.

Figure 9: A generated Sustainability Report Example. A comparison of the output obtained by our SUSGEN-GPT
and ChatReport with the same question in the TCFD-BENCH.
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