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ABSTRACT

Spatial proteomics technologies have transformed our understanding of com-
plex tissue architectures by enabling simultaneous analysis of multiple molecu-
lar markers and their spatial organization. The high dimensionality of these data,
varying marker combinations across experiments and heterogeneous study designs
pose unique challenges for computational analysis. Here, we present Virtual Tis-
sues (VirTues), a foundation model framework for biological tissues that operates
across the molecular, cellular and tissue scale. VirTues introduces innovations in
transformer architecture design, including a novel tokenization scheme that cap-
tures both spatial and marker dimensions, and attention mechanisms that scale to
high-dimensional multiplex data while maintaining interpretability. Trained on di-
verse cancer and non-cancer tissue datasets, VirTues demonstrates strong general-
ization capabilities without task-specific fine-tuning, enabling cross-study analysis
and novel marker integration. As a generalist model, VirTues outperforms exist-
ing approaches across clinical diagnostics, biological discovery and patient case
retrieval tasks, while providing insights into tissue function and disease mecha-
nisms.

1 INTRODUCTION

Tissues, particularly in cancer, display pronounced heterogeneity across patients, disease stages
and even within individual tumors—evident in diverse cell phenotypes, states and spatial organi-
zation (de Souza et al., 2024). Accounting for this heterogeneity is critical: tumor development
and response to therapy depend not just on cancer cells, but on their complex interactions with
their surrounding environment. Different cell phenotypes may act as promoters or suppressors of
tumor development and progression, depending on the biological context (Hanahan & Weinberg,
2011; Hanahan, 2022), with their spatial co-occurrence patterns predicting immunotherapy response
(Wang et al., 2023; Phillips et al., 2021), disease relapse (Radtke et al., 2024) and survival (Sorin
et al., 2023). Understanding the spatial organization, composition and function of the tumor mi-
croenvironment (TME) has thus emerged as an important element for advancing cancer treatment.

Capturing complex tissue structure requires advanced molecular imaging techniques that go be-
yond traditional methods (Lin et al., 2023a). The emergence of multiplexed imaging technologies—
including co-detection by indexing (CODEX) (Black et al., 2021), imaging mass cytometry (IMC)
(Giesen et al., 2014) and multiplex immunohistochemistry (IHC) (Lewis et al., 2021)—has revolu-
tionized our ability to study the TME by enabling in situ detection of multiple markers on a single
slide (Nordmann et al., 2024). IMC, in particular, can measure up to 150 target proteins at cellular
and sub-cellular scales, serving as a crucial tool for precision oncology (Danenberg et al., 2022).

Advancement in computational tools of multiplexed tissue imaging data from patient tumors may
provide three critical functions in clinical oncology: clinical diagnostics, e.g., the identification
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and characterization of tumors, biological discovery, e.g., understanding disease mechanisms and
therapy responses, and clinical decision support through retrieval of comparable patient cases for
molecular tumor boards (Tsimberidou et al., 2023). The complexity of multiplexed data, character-
ized by immense scale and highly non-linear, context-dependent relationships between molecular
markers, necessitates artificial intelligence (AI) methods for meaningful pattern interpretation and
prediction (Rigamonti et al., 2024).

To achieve this, we present Virtual Tissues, an AI-driven foundation model framework for repre-
senting biological tissues from spatial proteomics data. Trained on diverse datasets covering breast
(Danenberg et al., 2022; Jackson et al., 2020), lung (Cords et al., 2023) and melanoma (Hoch et al.,
2022) tissues and evaluated via zero-shot inference on diabetic pancreatic tissue (Damond et al.,
2019), VirTues achieves strong performance across various clinical and biological tasks without
task-specific training. Importantly, it can generate virtual tissue representations of new cancer types
or diseases without fine-tuning, while maintaining robustness to dataset-specific artifacts.

Recent foundation models in digital pathology (Chen et al., 2024; Xu et al., 2024; Wang et al., 2024)
and cellular microscopy (Kraus et al., 2024; Kenyon-Dean et al., 2024; Gupta et al., 2024; Bao et al.,
2023) (such as CellPainting data (Bray et al., 2016)) have established vision transformers (ViT)
(Dosovitskiy et al., 2021) as the predominant architecture for analyzing spatial biomedical data.
However, neither these transformer-based approaches nor CNN-based methods (Sorin et al., 2023)
adequately address the unique challenges inherent in multiplex imaging data: First, multiplex images
are high-dimensional—instead of the three-dimensional RGB format of H&E slices, these images
often comprise more than 40 channels of intensity values indicating the presence of different protein
or RNA molecules. Second, every experiment may record a different set of markers, requiring
architectures that scale and deal with flexible inputs of potentially never-measured markers and
their distribution within cells and tissues. Lastly, multiplex tissue imaging remains costly, resulting
in fewer, often smaller datasets. The relative data scarcity necessitates models that can robustly
generalize across diverse study contexts and incorporate future patient cohorts while maintaining
reliable performance.

Following the vision of constructing multi-scale foundation models for biology (Bunne et al., 2024),
VirTues provides new innovations in AI architecture development: Its success stems from its trans-
former architecture that respects biological hierarchy across multiple scales, providing representa-
tions and insights into tissue function. At the molecular level, it is powered by protein language
models (PLM), enabling it to capture complex relationships between protein markers, distinguish
the semantic meanings of different markers, and generalize to previously unseen markers.

VirTues is a generalist model: Contrary to existing tools, VirTues is the first model able to tackle a
wide range of prediction and retrieval tasks across cell, niche and tissue levels, while consistently
outperforming all baselines and demonstrating emergent capabilities for embedding unseen markers,
patients and diseases.

2 METHOD

2.1 VIRTUES ARCHITECTURE

To address these unique challenges posed by multiplex imaging data, we propose VirTues, an
encoder-decoder model based on the ViT architecture. VirTues is designed for the efficient pro-
cessing of highly-multiplexed image data accommodating varying numbers and combinations of
measured markers. Furthermore, VirTues incorporates the attribution of distinct biological meaning
to each measured marker. VirTues operates on tokenized image crops of size dc × dc = 128× 128,
capturing tissue niches. Restricting VirTues’ input to such crops increases the number and diversity
of pretraining samples while decreasing the dimensionality per sample.

Tokenization. To preserve the biologically distinct meaning of each channel and allow for a flexi-
ble number of channels per image, we employ a multi-channel tokenization procedure (Kraus et al.,
2024; Bao et al., 2023). Each channel is spatially divided into patches of size dp × dp = 8 × 8,
since this approximately captures one cell per patch. Flattening each patch results in a three-
dimensional grid of image tokens x ∈ RM×H×W×d2

p , where M is the number of measured markers
and H = W = dc/dp the grid height resp. width. For all M markers, we retrieve from a precom-
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Figure 1: Overview of the VirTues tokenization procedure and architecture.

puted lookup table the corresponding protein embeddings π ∈ RM×dPLM given by the protein lan-
guage model ESM-2 (Lin et al., 2023b) with dPLM = 640. We refer to these embeddings as marker
tokens. For each channel m and each grid position (i, j), we project the image token xmij and the
corresponding marker token πm to the same dimension dmodel using learnable linear projections, to
get x′

mij ∈ Rdmodel and π′
m ∈ Rdmodel respectively. The image and marker tokens are fused through

summation, resulting in the image tokens x̃ ∈ RM×H×W×dmodel , where x̃mij = x′
mij + π′

m. The
fusion of the marker token with the image tokens serves two main purposes: (1) enabling VirTues
to differentiate the channel origins of input tokens, and (2) introducing an inductive bias regarding
the marker function, which cannot be added through other marker tokenization schemes (such as
one-hot or learnable marker embeddings). We note that this is the first of many building blocks
enabling VirTues to generalize across unseen markers. Further, to allow VirTues to capture an ag-
gregated representation for each patch, we introduce an additional layer of learnable cell summary
tokens c ∈ RH×W×dmodel , one for each spatial position. Each cell summary token cij ∈ Rdmodel is
initialized using the same weights.

Masking. During training, a portion of the image tokens {x̃mij} is masked by replacing them
with a special masking token □ ∈ Rdmodel initialized with learnable weights. Masking is applied
channel-wise by sampling a masking ratio rmasking between 60% and 100% and uniformly selecting
the corresponding ⌈rmaskingHW ⌉ tokens to mask within the channel. We denote the resulting 3D
binary mask by M ∈ {0, 1}M×H×W , where the value 1 marks masking. Masked tokens remain
linked to their specific markers, which is indicated by adding the marker tokens to the masked tokens.

VirTues Encoder. The set of all non-masked image tokens {x̃mij | Mmij = 0} and the set of
cell summary tokens {cij} is passed as an input to the VirTues Encoder. This encoder is constructed
by modifying the vision transformer’s architecture (Dosovitskiy et al., 2021), to adapt it to work with
varying input channels efficiently, and capture marker correlations and spatial patterns separately.
In contrast to standard Vision Transformers, which use full multi-head self-attention where all to-
kens attend pairwise to each other (Fig. 1e), we use two specialized sparse multi-head self-attention
mechanisms, marker attention and channel attention, (Fig. 1d) akin to space and time attention em-
ployed in video transformers (Bertasius et al., 2021). In marker attention, only tokens which are
placed at the same spatial grid position attend to each other, thereby capturing inter-marker depen-
dencies and correlations. We denote the set of input tokens to the ℓ-th transformer block as

{
tℓmij

}
,

where the token tℓmij is associated to the m-th channel and position (i, j). In this notation, we treat
the layer of cell summary tokens simply as a further channel. Then, a marker attention transformer
block computes

∀i∗, j∗ :
{
tℓ+1
mij | i=i∗

j=j∗
}
= MHSA(

{
tℓmij | i=i∗

j=j∗
}
).

where MHSA denotes a transformer block with standard multi-head self-attention. In contrast, in
channel attention, only tokens present in the same channel attend to each other, hence capturing
spatial patterns across tissue. Following the notation for marker attention, a channel attention trans-
former block computes as

∀m∗ :
{
tℓ+1
mij | m = m∗} = MHSA(

{
tℓmij | m = m∗}).

3



Published at LMRL Workshop at ICLR 2025

VirTues Encoder outputs a set of encoded image tokens
{
x̃enc
mij | Mmij = 0

}
and a set of encoded

cell summary tokens
{
cencij

}
.

VirTues Decoder. The VirTues Decoder is used during training and inference to reconstruct the
original image. It is comprised of a Vision Transformer (Dosovitskiy et al., 2021) followed by a sin-
gle linear projection. To reconstruct the original image, the encoded tokens

{
x̃enc
mij | Mmij = 0

}
,

the encoded cell summary tokens
{
cencij

}
and the masked tokens {x̃mij | Mmij = 1} are regrouped

as follows: For each channel m∗, we group the encoded and the masked tokens of that channel with
a copy of the encoded cell summary tokens:{

x̃enc
m∗ij | Mm∗ij = 0

}
∪ {x̃m∗ij | Mm∗ij = 1} ∪

{
cencij

}
.

These groups of tokens are passed individually to the decoder one by one. Hence, in the decoder
tokens of different channels do not interact with each other. This design is intended to force the de-
coder to extract the majority of the information to reconstruct each channel from the cell summary
tokens rather than relying on other channels and thus incentivize the encoder to store a meaning-
ful representation in these. This regrouping further limits the individual token set sizes to 2HW ,
thus allowing us to use full multi-head self-attention instead of marker and channel attention. Pro-
cessing all tokens by the decoder’s transformer followed by the linear projection yields the final
grid of reconstructed image tokens xrec ∈ RM×H×W×d2

p . For details on hyperparameters and the
implementation, see the appendix.

Aggregation into niche and tissue level representations. During inference, VirTues Encoder
represents each image crop as a grid of cell summary tokens cenc ∈ RH×W×dmodel . To process an
entire tissue, the multiplexed image is divided into non-overlapping crops, each representing a niche,
which are then embedded individually. Niche or tissue level representations are obtained by aggre-
gating all encoded cell summary tokens from the crop or the full image, respectively. For unsuper-
vised tasks, such as the retrieval experiments in Suppl. Fig. 4, a simple average z = 1

HW

∑
i,j c

enc
ij

is used for aggregation, generating task-agnostic embeddings. In supervised settings, a dynamically
weighted average is employed, achieved by training an attention-based multiple instance learning
classifier (Ilse et al., 2018) on the given task (while the parameters of VirTues’ are kept frozen),
generating task-specific embeddings. This attention weighted average computes as

z =
∑
i,j

aijc
enc
ij with aij =

expwT (tanh (V cencij )⊙ σ(Ucencij ))∑
i′j′ expw

T (tanh (V cenci′j′)⊙ σ(Ucenci′j′))
,

where U, V ∈ Rdhidden×dmodel and w ∈ Rdhidden are learnable weights, σ is the sigmoid activation
function and ⊙ indicates element-wise multiplication. In a multi-head setting, this computation is
repeated for each head with a different weight vector wh ∈ Rdhidden and the resulting representations
are concatenated. Per default, we use 4 heads.

2.2 VIRTUES PRETRAINING

Loss function. VirTues is trained end-to-end to reconstruct image crops in a masked auto-
encoding framework (He et al., 2022; Vincent et al., 2008). Our reconstruction loss is the mean
squared error between the reconstructed pixels’ intensity values and the original pixels’ intensity
values, i.e., LMAE = 1

d2
cM

∥xrec − x∥22. Note that this loss is computed over all pixels of both
masked and non-masked tokens.

Datasets. For training VirTues, we curated four publicly available image mass cytometry datasets,
each mapping the spatial organization of tumor microenvironments across various cancer types and
tissue sites. The Cords et al. (2023) dataset contains samples of non-small cell lung cancer, Jackson
et al. (2020) and Danenberg et al. (2022) focus on breast cancer tissues, and Hoch et al. (2022)
examines primary and metastatic melanoma tissues. Images smaller than 256 × 256 pixels were
excluded, resulting in a total of 3,473 distinct images. An overview of the measured marker panels
and the individual dataset sizes is shown in Suppl. Fig. S1. Each dataset was split into an 80%-20%
train-test partition, grouped by patient identities. For each dataset, we computed the ESM-2 (Lin
et al., 2023b) embeddings of the measured markers. For mRNA markers, we used the sequences of
the encoded proteins. For additional details on data preprocessing and augmentation, see Appendix.

4



Published at LMRL Workshop at ICLR 2025

in
de

pe
nd

en
t 

m
as

ki
ng

primary breast cancer tissue 
(Danenberg et al., 2022)

primary and metastatic melanoma  
cancer tissue (Hoch et al., 2022)

primary breast cancer tissue 
(Jackson et al., 2020)

primary lung cancer tissue 
(Cords et al., 2024)

m
ar

ke
r 

m
as

ki
ng

ni
ch

e 
m

as
ki

ng

Figure 2: Examples of images reconstructed by VirTues for independent, marker and niche masking.

2.3 VIRTUES DATABASE AND RETRIEVAL

We construct the Virtual Tissue database by extracting from each image the central 4 × 4 grid of
crops with each crop sized 128 × 128, excluding those smaller than this grid. The remaining crops
are embedded using VirTues or one of the baselines and the resulting niche-level representations
are stored in the database. For VirTues and CA-MAE (Kraus et al., 2024), we use self-supervised
niche-level representations, computed as the average of cell-level embeddings.

The database is used to retrieve tissues similar to a given reference image, measured using the
2-Wasserstein distance between sets of niche-level representations. Given the niche-level represen-
tations a, b ∈ RN×dmodel for two tissues, the Wasserstein distance computes as

W2(a, b) =

min
π∈Γ

N∑
i,j=1

πij ∥ai − bj∥22

 1
2

,

where Γ =
{
π ∈ RN×N | π1⃗ = 1⃗/N and πT 1⃗ = 1⃗/N

}
. For a given reference image, we identify

the closest matches based on this distance metric.

3 RESULTS

3.1 MASKED AUTOENCODER RECONSTRUCTIONS

We evaluate VirTues’ understanding of molecular tissue structure and biological relationships be-
tween markers by assessing the reconstruction ability of VirTues for three different masking strate-
gies: independent masking, marker masking and niche masking. For independent masking, akin to
the training, we sample a masking ratio rm ∼ U([0.6, 1.0]) independently for each marker m in the
input image and mask the corresponding number of patches. For marker masking, we select a single
marker from the input image and mask all corresponding patches. In contrast, in niche masking,
we sample for each image a single masking ratio r ∼ U([0.6, 1.0]) and use this ratio to select the
corresponding number of grid positions, where we mask all patches across all channels. Marker
masking and niche masking are intended to assess VirTues understanding of spatial patterns and
marker correlations in isolation of each other.

In the independent masking experiments, VirTues successfully reconstructs masked regions across
markers, e.g., CAV1, panCK, CD45RA and B2M in Fig. 2, preserving both spatial distribution and
intensity patterns. This demonstrates the model’s ability to leverage contextual information across
both spatial and marker dimensions. The marker masking experiments reveal the model learns the
correlations between different markers and is thus able to fully inpaint a masked channel, e.g., CD68,
CK19, ER or FSP1 in Fig. 2. Since with marker masking the VirTues Decoder receives only the en-
coded cell summary tokens as input, its ability to decode a channel absent from the encoder’s input
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Figure 3: Comparison of prediction performance of VirTues, CA-MAE (Kraus et al., 2024) and
ResNet (Sorin et al., 2023) across scales.

further demonstrates that the cell summary tokens generated by VirTues effectively capture a mean-
ingful and robust representation of the molecular tissue architecture. The niche masking experiments
(e.g. CAV1, Twist, HER2 and PD-L1 in Fig. 2) show that the model is able recover complex spa-
tial tissue architectures. Quantitative evaluation in terms of the average mean squared error (MSE)
computed over all masked token’s pixels across different markers, datasets and masking strategies
(Suppl. Fig. S2) shows robust reconstruction capabilities, with however, notable differences between
the individual markers.

3.2 BIOLOGICAL DISCOVERY AND CLINICAL DIAGNOSTICS TASKS

VirTues enables comprehensive analysis of tissues across biological scales. At the cellular level,
cell summary tokens support tasks such as cell type classification. Niche summary tokens facilitate
tissue structure analysis, while tissue summary tokens enable clinical diagnostics like the prediction
of cancer type and grade. We thus evaluate these multi-scale representations in the following using
cell, niche and tissue level classification tasks.

Cell level classification. Identifying the cell types in a tissue sample offers critical insights into
its functional dynamics and cellular makeup. Moreover, it helps in dissecting the complex interac-
tions between different cell types within a TME, which can help guiding systemic therapies geared
towards the tumor environment (such as immunotherapy), treatments targeting the tumor cells them-
selves, and ultimately refine a broad range of systemic anti-cancer treatment regimens. Therefore,
we benchmark the performance of VirTues against CA-MAE (Kraus et al., 2024) in identifying the
most common cell type within a patch. This evaluation spans two datasets, Cords et al. (2023) as
well as Danenberg et al. (2022), and for Cords et al. (2023), is performed at two levels of class
granularity. Metdata of the datasets allows the pixel-wise assignment of cell types. We determine
patch labels as the mode of all pixel labels within a patch. For the prediction task, we perform linear
probing using a logistic regression model with an L-BFGS solver and L2 regularization with coef-
ficient λ = 1.0. This ensures the evaluation focuses on the quality of the learned representations
rather than the complexity or configuration of the classifier.

We report the results in terms of class-wise recall and F1-scores in Fig. 3 and Suppl. Fig. S3.
VirTues outperforms the baseline in cell type multi-class classification for both breast cancer (dis-
tinguishing stromal, ER+, NK, ER-, B cell, myeloid and T cell populations) and lung cancer tissues
(tumor, immune, fibroblast, T cell and vessel cells). Despite significant class imbalance, the model
demonstrates particular strength compared to the baseline in identifying rare cell populations, main-
taining robust performance across varying cell type frequencies.

Niche level classification Multi-cellular structures present within the niches of the TME often re-
cur across tumors and identifying such structures gives insights into the functional state of the TME
providing prognostic value. For instance, Danenberg et al. (2022) identify recurrent multicellular
structures within breast tumor microenvironments, which correlate with the hazard ratio. We thus
evaluate VirTue’s niche level representations by predicting in form of a binary classification task
the presence of three such structures, suppressive expansion, tertiary lymphoid structures (TLS)-like
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regions, PDPN+ regions, within a niche. For these, we train gated attention-based multiple instance
learning (ABMIL) models on the cell summary tokens of VirTues.

We report the results in form of accuracy and macro-average F1-score in Fig. 3 averaged over
five seeded runs and bench-marked against CA-MAE (Kraus et al., 2024) and ResNet (Sorin et al.,
2023).

Tissue level classification Akin to a pathologist, AI models should evaluate tissue characteristics
comprehensively for robust clinical classifications and predictions. We therefore evaluate VirTues’
tissue level representations obtained from fine-tuned ABMIL models on critical clinical tasks such
as ER status determination, tumor grade classification and PAM50 subtyping in breast cancer, as
well as the prediction of cancer type, cancer relapse and grade classification in lung cancer.

Results in form of accuracy and macro-average F1-score are shown in Fig. 3.

Further details. For a more detailed analysis of the results of cell, niche and tissue level classifi-
cation tasks, we refer to the appendix.

3.3 CLINICAL INFORMATION RETRIEVAL
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Figure 4: Quantitative and qualitative retrieval results for VirTues database built from Cords et al.
(2023) dataset. Each retrieved case includes a visualization of the cell type distribution and clinical
annotations, enabling direct comparison of tissue architecture and outcomes.

We test VirTues database for the Cords et al. (2023) dataset and assess its retrieval results. For this,
we consider only images of Cords et al. (2023) associated with the two most frequent cancer types:
Adenocarcinoma and Squamous cell carcinoma. Two case examples shown in Fig. 4 demonstrate
VirTues’ ability to retrieve relevant matches. To quantitatively evaluate the efficacy of the retrieval
mechanism with VirTues’ embeddings, we compare it against the two baseline embedding meth-
ods, CA-MAE (Kraus et al., 2024) and ResNet (Sorin et al., 2023), as well as randomized retrieval.
Specifically, we compute two alternative distance metrics between the reference image and its clos-
est retrieved match, then compare their average values to those from randomized retrieval. The first
metric evaluates similarity based on cell type composition by calculating the proportion of each
coarse cell type within the image and computing the L1-distance between the resulting proportion
vectors. The second metric assesses molecular tissue composition by treating each image as a set
of pixel vectors and calculating the sliced Wasserstein distance (Bonneel et al., 2015) between these
sets. This evaluation (see Fig. 4) demonstrates superior performance in matching both cell type
composition and molecular tissue structure compared to existing methods (i.e., ResNet (Sorin et al.,
2023), CA-MAE (Kraus et al., 2024)) and random retrievals.

Further, we evaluate the similarity of the retrieved archival patients also based on their associated
clinical records. Concretely, we perform a McNemar test for each clinical label to compare the
number of hits among the top three results achieved by VirTues with the number of hits for random
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retrieval. The model achieves significant improvements in critical clinical diagnostic tasks (see
Fig. 4), including cancer type classification (P = 6.5e-116), grade determination (P = 1.1e-25), lymph
node metastasis prediction (P = 1.0e-06) and relapse prediction (P = 5.6e-07).

This systematic evaluation of VirTues’ retrieval capabilities demonstrates not only its ability to iden-
tify similar tissue architectures but also the clinical relevance of these similarities, as evidenced by
the concordance of retrieved cases’ clinical features and outcomes. Thus, by integrating molecular
profiles, tissue architecture and clinical outcomes in a unified retrieval framework, VirTues provides
the foundation for a data-driven comparison of tissue phenotypes across patient cohorts.

3.4 ZERO-SHOT CAPABILITIES
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Figure 5: Zeroshot reconstruction, cell type classification and tissue level classification results on
Hoch et al. (2022) using markers present during training.

The rapid advancement of precision oncology and the emergence of new molecular disease subtypes
require computational methods that can immediately analyze novel cancer types without the time-
consuming process of collecting large training datasets and retraining models. This is particularly
critical in clinical settings, where prompt analysis of rare cancers or newly characterized disease sub-
types can directly impact treatment decisions. We therefore examine VirTues’s ability to generalize
to a new dataset and cancer type by retraining VirTues only on Cords et al. (2023), Danenberg et al.
(2022) and Jackson et al. (2020) and running reconstruction, cell level and tissue level experiments
on Hoch et al. (2022). The results of these experiments, presented in Fig. 5 and Suppl. Fig. S4 and
analyzed in detail in the appendix, demonstrate emergent zero-shot capabilities of our model.

4 CONCLUSION AND OUTLOOK

The development of the Virtual Tissues platform represents a new development in computational
pathology, introducing a foundation model framework that addresses key challenges in analyzing
multiplex imaging data while enabling new capabilities for biological discovery and clinical ap-
plications. Our results demonstrate that VirTues achieves three critical objectives: universal tissue
representation across cancer types, diseases and organs, flexible incorporation of new molecular
markers and interpretable multi-scale analysis from molecular to tissue levels. The system also of-
fers clinical decision support by identifying similar cases based on molecular and cellular patterns,
though prospective clinical validation would be needed to confirm its utility in clinical decision-
making. Current limitations of our study include performance degradation for out-of-distribution
markers, and the need for further validation across larger, more diverse datasets and new experi-
mental protocols. Addressing these limitations, expanding to other imaging modalties or molecular
data types, improving generalization for rare markers, and integrating generative AI approaches to
improve virtual multiplexing are promising directions for future research.

MEANINGFULNESS STATEMENT

Life is a phenomenon that emerges as the consequence of physical, chemical and biological pro-
cesses and interactions across the scale of molecules, organelles, cells, organs. A meaningful rep-
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resentation of life should thus capture this multi-scale aspect of life and allow the prediction of
properties across scales. In pursuit of this vision, we developed VirTues to generate representations
across the scales of cells, niches and tissues while integrating prior information from the molecular
scale through the use of protein language model embeddings.
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A APPENDIX

A.1 ARCHITECTURE HYPERPARAMETERS AND IMPLEMENTATION DETAILS.

Following He et al. (2022), we setup the encoder-decoder framework in an asymmetric fashion,
where the size of the encoder is deeper than the decoder, allowing the major workload of the model
to rely on the encoder rather than the decoder. We construct a deep encoder consisting of 16 trans-
former blocks with alternating marker and channel attention in contrast to the shallow decoder com-
prised of only 4 transformer blocks with full attention. Both encoder and decoder use 8 attention
heads, 2D rotatory position embeddings (Su et al., 2024) to encode spatial positions and pre-layer
normalization (Xiong et al., 2020).

To efficiently implement marker and channel attention, we reduce these mechanisms to full attention
by merging either the spatial or channel axis of the batched token tensor with the batch axis, allowing
subsets of tokens that attend to each other to be treated as independent sequences. During inference
without masking, this reduction leverages built-in, hardware-optimized implementations of standard
self-attention. However, during training, channel-wise independent masking with varying ratios
and channel dropout lead to token sequences in the marker and channel attention blocks having
variable lengths. This variability poses a technical challenge because efficient built-in PyTorch
attention mechanisms require uniform sequence lengths within a batch. To avoid the computational
overhead of adding padding tokens, we employ a dynamic re-packaging strategy in conjunction with
xFormers’ (Lefaudeux et al., 2022) support for block-diagonal masked self-attention. Non-masked
tokens within a batch are repacked into a single sequence, preserving coherent subsequences of
tokens that belong to the same sample and channel or spatial position. A block-diagonal mask is
generated dynamically to indicate the subsequences, specifying which tokens can attend to each
other. The repacked sequence and associated mask are processed using xFormers’ masked self-
attention implementation.

A.2 ADDITIONAL PRETRAINING DETAILS

Data preprocessing For each image, intensity values are clipped channel-wise at the 99th per-
centile, followed by a shifted logarithm transformation with a size factor of 1, as commonly applied
to scRNA-seq count data (Heumos et al., 2023). Additionally, a Gaussian blur filter with a kernel
size of 3 and unit variance is used to smooth each image. Finally, each image is self-standardized
channel-wise (Sypetkowski et al., 2023; Kraus et al., 2024).

Data augmentation. Before training, we first randomly sample from each tissue image 4N subim-
ages of dimension 256 × 256, where N is the number of 128 × 128 crops within the tissue image.
During training, each size 128 × 128 is subsampled uniformly at random from a randomly chosen
subimage. Such a hierarchical two-step subsampling method approximates sampling crops uni-
formly at random from the whole image, while avoiding an I/O-bottleneck while training. We
further apply random rotations and flips to each selected crop. Moreover, to ensure VirTues learns
representations robust to varying combinations of markers, and enhance its ability to generalize to
unseen datasets and markers, we also randomly drop up to 25% of input channels randomly, and
exclude them from the training sample.

Optimization. We train VirTues for 3000 epochs using AdamW (Kingma, 2014) with an effective
batch size of 128, achieved by accumulating gradients over 8 mini-batches. Each epoch involves
iterating over one random crop from each training image. A weight decay, applied to all weights
except biases and Layer Normalization terms, follows a cosine schedule from 0.04 to 0.4. The
learning rate is initialized with a linear warmup over 10 epochs, followed by a cosine schedule from
2 × 10−4 to 2 × 10−6. Training employs automatic mixed precision. Gradients are clipped to a
maximum norm of 1.0.

A.3 BASELINES FOR DOWNSTREAM TASKS

We compare VirTues primarily with two baselines: (1) ResNet (Sorin et al., 2023) and (2)
CA-MAE (Kraus et al., 2024). We utilize a pretrained ResNet (Sorin et al., 2023) based on the
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Figure S1: Overview of marker panels used in pretraining datasets and their respective sizes in terms
of number of patients, images and cells measured.

approach described by Sorin et al. (2023). Specifically, each channel is individually embedded us-
ing the ResNet50 (He et al., 2016) architecture, pretrained on ImageNet-1K (Deng et al., 2009),
where each channel is duplicated thrice to match the input dimension. The resulting ResNet50
embeddings are then projected channel-wise to their 16 principal components and concatenated to
generate the crop representation. We specifically choose the top 16 prinicipal components, so that
the final crop representation retains approximately the same dimension as VirTues’. Since ResNet
is a convolutional neural network that generates niche level representations directly and is thus
unable to embed patches at the cellular level. Hence, we compare against ResNet (Sorin et al.,
2023) only for niche-level and tissue-level tasks. Furthermore, since it utilizes a pretrained net-
work and is channel-agnostic, we also compare against it for zero-shot tasks. Secondly, we use a
channel-agnostic masked autoencoder proposed by Kraus et al. (2024). This model adopts a multi-
channel tokenization strategy and an encoder-decoder framework similar to VirTues, but with key
differences: each channel is assigned a separate decoder, marker identities are not encoded in the
tokenization, and full attention is utilized. These design choices restrict the model’s capability to
scale to a large number of channels, imposes efficiency issues and hinders the model’s ability to
zero-shot to unseen markers or datasets. We pretrain CA-MAE (Kraus et al., 2024) with the re-
construction objective and procedure described in Kraus et al. (2024), setting the patch size to 8 to
capture information at the cellular scale. Further, we train CA-MAE (Kraus et al., 2024) for each
dataset separately addressing scaling issues and mitigating the computational bottlenecks caused
by the unequal representation of channels in datasets, which would otherwise lead to a dispropor-
tionate increase in model parameters without a corresponding increase in data. CA-MAE (Kraus
et al., 2024) can be used to generate both cell-level and niche-level representations. For cell-level
representations, we average the embedded tokens along the channel dimension. For self-supervised
niche-level representations, we take the average of all embedded tokens of the crop.

A.4 MAE RECONSTRUCTION LOSSES

We report mean squared reconstruction errors per dataset, marker and masking strategy in Suppl.
Fig. S2.

A.5 FURTHER ANALYSIS OF BIOLOGICAL DISCOVERY AND CLINICAL DIAGNOSTIC TASKS

Cell type classification. For breast cancer tissue, VirTues achieves F1-scores of 0.55 for stromal
cells and 0.49 for ER- cells, surpassing CA-MAE (Kraus et al., 2024) by 4.94% and 18.27% re-
spectively. The performance advantage is even more pronounced for rare cell types such as NK
and B cell, which cover only 1.17% and 3.27% of the test set. We first notice that VirTues is able
to achieve an F1-score of 0.51 for NK, while CA-MAE (Kraus et al., 2024) fails to identify any
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Figure S2: Overview of reconstruction errors per dataset, marker and masking strategy in terms of
mean squared error computed over all masked tokens’ pixels.

NK cell. In case of B cells, VirTues achieves an F1-score of 0.41, surpassing CA-MAE (Kraus
et al., 2024) by 66.26%. In the coarse-grained lung cancer cell type analysis, VirTues maintains its
superior performance, achieving F1-scores of 0.91 for tumor cells and 0.75 for immune cells, rep-
resenting improvements of 4.05% and 48.83% over CA-MAE (Kraus et al., 2024) respectively. For
the challenging and underrepresented vessel cell identification task, VirTues achieves an F1-score
of 0.36, outperforming the baseline by a significant margin of 324.38%. This advanced ability to
predict rare cell types, become even more apparent in the results of the fine-grained cell type classi-
fication on Cords et al. (2023) (see Suppl. Fig. S3), where the F1-scores of VirTues exceed those of
CA-MAE (Kraus et al., 2024) in all classes, with significant margins especially in the rare cell types
such as the different cancer-associated fibroblasts (CAFs).

Virtual Tissues CA-MAE

Figure S3: Classification results for fine-grained cell type prediction on Cords et al. (2023).

Niche level classification. For suppressed expansion regions, binary classification based on
VirTues learned representation achieves an accuracy of 0.85, surpassing CA-MAE (Kraus et al.,
2024) by 4.11% (P < 0.006), and ResNet (Sorin et al., 2023) by 3.45% (P < 0.005). The VirTues-
based model maintains strong performance across other tissue structures, with accuracies of 0.81 for
TLS-like regions and 0.78 for PDPN+ regions, consistently outperforming CA-MAE (Kraus et al.,
2024) by 15.01% (P < 0.006) and 11.49% (P < 0.005), and ResNet (Sorin et al., 2023) by 7.28%
(P < 0.005) and 4.24% (P < 0.005) for TLS-like and PDPN+ respectively. P values are computed
using a Mann-Whitney U test.

Tissue level classification. For breast cancer, VirTues representations achieve accuracies of 0.89
for ER Status and 0.68 for cancer grade prediction, representing improvements of 7.26% (P < 0.005)
and 32.16% (P < 0.005) over CA-MAE (Kraus et al., 2024), and 1.88% (P < 0.199) and 8.86%
(P < 0.02) over ResNet (Sorin et al., 2023) respectively. Similarly, in lung cancer analysis, the
model demonstrates superior performance in cancer type prediction (0.87 accuracy, 11.72% over
CA-MAE (Kraus et al., 2024) (P < 0.006) and 4.36% over ResNet (Sorin et al., 2023) (P < 0.005))
and cancer grade prediction (0.63 accuracy, 16.21% over CA-MAE (Kraus et al., 2024) (P < 0.006),
and 5.37% over ResNet (Sorin et al., 2023) (P < 0.005)).
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A.6 MODEL AND TRAINING DETAILS FOR NICHE AND TISSUE CLASSIFICATION TASKS

The ABMIL classifiers aggregate the input representations using gated-attention computed over four
heads, each with a hidden dimension of 256. The aggregated representation is projected either to a
single binary logit value or class logits followed by a sigmoid activation resp. softmax to compute
the class probabilities. The models are trained using the Adam (Kingma, 2014) optimizer with
learning rate of 10−4 and a batch size of 32. We use early stopping, with patience of 5 epochs over
the training loss. For ResNet (Sorin et al., 2023), we employ for niche level classification logistic
regression instead of ABMIL, as ResNet (Sorin et al., 2023) directly provides aggregated niche-
level representations, and for tissue level classification tasks these niche levels representations are
used instead of cell summary representations. To train and evaluate the classifiers, we precompute
training and testing sets of embedded cell or niche representations: Each training and testing image
is divided in non-overlapping crops of size 128×128, and excess pixels at the borders of the images
are disregarded. Each crop, representing a single niche, is embedded individually using VirTues and
the baseline methods.

A.7 ZERO-SHOT EXPERIMENTS

To assess VirTues’ ability to generalize to a new dataset, we retrain the model on Cords et al. (2023),
Danenberg et al. (2022) and Jackson et al. (2020) and subsequently evaluate the performance on (1)
reconstruction, (2) cell type classification and (3) tissue level classification tasks on the withheld
dataset Hoch et al. (2022). We benchmark against the model pretrained on the complete collection
of datasets.

For reconstruction experiments, we employ the same three masking strategies, independent, marker
and niche, as the for the non-zeroshot evaluation. However, since the marker panel in the study
of Hoch et al. (2022) partially overlaps with the markers of the training datasets, we distinguish
two cases: (1) reconstruction of markers present during pretraining and (2) reconstruction of unseen
markers. For the first case, examples of different marker reconstructions are visible in Fig 5c. Quan-
tifying the average MSE over all markers (see Fig 5b) shows that the reconstruction performance
for independent and niche masking is relatively stable across the trained (many-shot) and the zero-
shot setting. When masking an entire marker and thus any information of inter-marker correlation,
the performance significantly drops. This suggest that in independent and niche masking, spatial
attention can leverage local spatial context and marker attention dynamically picks up correlations
between markers to reconstruct missing regions. However, when an entire marker is masked, recon-
struction relies solely on learned relations between markers from the training data. Unsurprisingly,
in zero-shot settings, these may not fully generalize to novel cancer types where marker relationships
could differ from the training distribution.

independent masking marker masking
supported markers isolated markers

zero-
traine

indep
marke
niche averag

a. b.

Figure S4: Zeroshot reconstruction results on Hoch et al. (2022) for markers unseen during training.

For the reconstructions of markers unseen during training, we observe similar trends (see Suppl.
Fig. S4c). For independent and niche masking, the zero-shot model achieves almost the same
reconstruction quality as the model instance whose training included Hoch et al. (2022). In contrast,
in the setting where the entire marker is masked, VirTues can reconstruct only the overall expression
of the marker, however not its intensity. To investigate further the importance of the PLM, which
serves in VirTues’ architecture as a crucial building block to enable the integration of new markers,
we separate the markers of Hoch et al. (2022) unseen during training into two groups: The first
group consist of markers, which are well supported among markers seen during training, i.e., they
have close neighboring markers in the PLM embedding space, whereas the second contains the
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isolated markers. The average squared reconstruction errors, reported in Suppl. Fig. S4a thereby
increase from 0.40 in supported markers to 0.67 in isolated markers.

For the cell type classification and tissue level classification tasks, we use annotations provided
in Hoch et al. (2022). To compute the embeddings we only use markers of Hoch et al. (2022)
which were present during training and follow otherwise apart from the model instance the same
experimental setup as in the many-shot experiments. Strikingly, quantitative evaluation (Fig. 5a)
shows strong performance in these biological discovery and clinical diagnostic tasks even in the
zero-shot setting, i.e., for melanoma samples cell type classification and clinical feature prediction
performance levels approach those achieved on a trained model instance. At the cellular level, we
compare the performance of VirTues (zero-shot) with VirTues (many-shot) on cell type classifica-
tion, distinguishing lymphocytes, macrophages, stromal, T cell and tumor cells. VirTues (zero-shot)
achieves F1-scores of 0.94 for tumor cells and 0.81 for T cells, as compared to VirTues (many-
shot) achieving F1-scores of 0.94 and 0.84 respectively. Moreover, we notice that in macrophages,
VirTues (zero-shot) outperforms VirTues (many-shot) achieving F1-scores of 0.51 and 0.48 respec-
tively. At the tissue level, VirTues shows stronger performance than ResNet (Sorin et al., 2023) in
general. VirTues (zero-shot) demonstrates superior performance, for example, in relapse predic-
tion (0.88 accuracy, improving performance by over 79.49% as compared to ResNet (Sorin et al.,
2023)), and mutation prediction (0.76 accuracy, with relative performance improvement of 32.59%
over ResNet (Sorin et al., 2023)). Benchmarking here is reduced to ResNet (Sorin et al., 2023) in
the tissue level as CA-MAE (Kraus et al., 2024) is not designed to operate in the zero-shot setting.
As mentioned before, ResNet (Sorin et al., 2023) is restricted to niche- and tissue-level tasks.
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