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Abstract

Recently, Vision Graph Neural Network (ViG) has gained
considerable attention in computer vision. Despite its
groundbreaking innovation, Vision Graph Neural Network
encounters key issues including the quadratic computa-
tional complexity caused by its K-Nearest Neighbor (KNN)
graph construction and the limitation of pairwise rela-
tions of normal graphs. To address the aforementioned
challenges, we propose a novel vision architecture, termed
Dilated Vision HyperGraph Neural Network (DVHGNN),
which is designed to leverage multi-scale hypergraph to
efficiently capture high-order correlations among objects.
Specifically, the proposed method tailors Clustering and
Dilated HyperGraph Construction (DHGC) to adaptively
capture multi-scale dependencies among the data samples.
Furthermore, a dynamic hypergraph convolution mecha-
nism is proposed to facilitate adaptive feature exchange and
fusion at the hypergraph level. Extensive qualitative and
quantitative evaluations of the benchmark image datasets
demonstrate that the proposed DVHGNN significantly out-
performs the state-of-the-art vision backbones. For in-
stance, our DVHGNN-S achieves an impressive top-1 accu-
racy of 83.1% on ImageNet-1K, surpassing ViG-S by +1.01
and ViIHGNN-S by +0.67.

1. Introduction

The rapid advancement of deep learning has significantly
propelled computer vision community. Convolutional Neu-
ral Networks (CNNs) [6, 17, 19, 26, 42, 43, 45] have be-
come the predominant approach in various vision tasks, ef-
ficiently capturing the spatial relationships and structural
complexities within images owing to the locality and shared
weights. However, CNNs are constrained by their narrow
focus on local information, rendering them incapable of
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Figure 1. Comparison of FLOPs and Top-1 accuracy on

ImageNet-1K. The proposed DVHGNN achieves the best perfor-
mance compared to other state-of-the-art models.

capturing the long-range dependencies. The introduction
of the Transformer [47], renowned for handling long-range
information in natural language processing (NLP), to com-
puter vision via the Vision Transformer (ViT) [9] marked
a significant shift. ViT demonstrates strong performance
across various vision tasks by efficiently modeling long-
range dependencies of an image. Despite its strengths, ViT
still has the drawbacks including the absence of CNNs’ in-
ductive bias, a dependency on extensive training data and
the quadratic computational complexity caused by its global
self-attention mechanism. Subsequently, various variants
and extensions [28, 32, 37, 46, 49, 53] of ViT have been
proposed to mitigate these drawbacks, offering more effi-
cient and adaptable solutions for different vision tasks.

Both CNNs and ViTs treat images as grid and sequential
structures, respectively, lacking the flexibility and the abil-
ity to capture the structure of complex objects in an image.
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Recently, Vision Graph neural network (ViG) [15] trans-
forms images into graph structures within non-Euclidean
space and leverages Graph Neural Networks (GNNs) to em-
ploy feature exchange and fusion at the graph level. This
marks the first successful generalization of GNNs to a gen-
eral vision backbone, bridging the gap in capturing complex
object structures with enhanced flexibility.

However, ViG still faces two key limitations. On the
one hand, despite efforts to extract deeper semantic infor-
mation through an increased number of blocks, ViG fails
to represent the complex inter-class and intra-class relation-
ships among objects in an image effectively. This limitation
stems from its normal graph structure, designed to model-
ing the connections of low-level and local features between
neighboring nodes that fails to capture the high-order corre-
lations among more than two nodes. On the other hand, the
employment of the KNN graph in ViG has quadratic com-
putational complexity, which requires a substantial amount
of memory and computational resources. Furthermore, the
inherent non-learnability of the KNN graph strategy results
in the potential information lost in the graph construction.

To overcome the abovementioned issues, models like
ViHGNN [16] are proposed to enhance ViG’s capability
via hypergraph capturing high-order correlations among ob-
jects. However, VIHGNN shows marginal performance im-
provement based on two reasons:

1) Limitations of Hypergraph Construction: ViHGNN
employs the Fuzzy C-means algorithm to construct hyper-
graphs across the entire image, neglecting the significance
of local and multi-scale features, resulting in quadratic com-
putational complexity for the number of hyperedges.

2) Reciprocal Feedback Limitations: Although VIHGNN
introduces a reciprocal feedback mechanism between patch
embeddings and the hypergraph for message passing and
mutual optimization, the nature of the Fuzzy C-means still
constrains the model’s adaptability during the learning pro-
cess. Specifically, VIHGNN lacks the capability to effec-
tively model the dynamic connections between hypergraph
structure and hypergraph convolution.

To address the issues above, we propose a novel Vi-
sion Hypergraph Neural Network, termed Dilated Vision
HyperGraph Neural Network (DVHGNN), which intro-
duces a multi-scale hypergraph approach to image represen-
tation. Specifically, a multi-scale hypergraph is constructed
using cosine similarity clustering and Dilated HyperGraph
Construction (DHGC) techniques. In this process, each hy-
peredge generates a centroid, allowing each vertex to adap-
tively perform dynamic hypergraph convolution by utilizing
either cosine similarity or sparsity-aware weights relative to
the centroid. Our contributions are summarized as follows:

* We propose a novel paradigm termed DVHGNN, which
is designed to leverage multi-scale hypergraph to effi-
ciently capture high-order correlations among objects.

 To obtain multi-scale hypergraph representations of the
images, we adopted a dual-path design that includes
clustering and DHGC, simultaneously focusing on lo-
cal and sparse multi-scale information.

» To better facilitate information exchange at the hyper-
graph level, we propose a novel two-stage Dynamic Hy-
pergraph Convolution framework, which leverages the
pairwise cosine similarity and sparsity-aware weight of
hyperedges to adaptively aggregate vertex embeddings
into hyperedge features to update original embeddings.

» Extensive experiments demonstrate the superior perfor-
mance of our DVHGNN. Specifically, our DVHGNN-
S achieves an impressive Top-1 accuracy of 83.1%
on ImageNet-1K, surpassing ViG-S by 1.4% and
ViHGNN-S by 0.6% with fewer parameters and FLOPs.

2. Realted Works
2.1. CNNs and Transformer for Vision

Convolutional Neural Networks (CNNs) [27] have been the
cornerstone of computer vision, since AlexNet [26] marked
a significant breakthrough, leading to the development of
various influential CNN architectures including VGG [42],
GoogleNet [43], ResNet [17], and MobileNet [19]. Inspired
by the success of Transformer [47] in natural language pro-
cessing, Vision Transformer [9] was introduced into vision
tasks, which is used as the basis of the subsequent mod-
els like DeiT [46], PVT [49], and Swin-Transformer [32]
to achieve impressive performances across various down-
stream vision tasks. Furthermore, hybrid architectures such
as CvT [52], Coatnet [7], and ViTAE [57] have been pro-
posed to amalgamate the strengths of convolutions and
Transformers. Recently, larger kernel CNNs, such as Con-
vNeXt [33] and RepLKNet [8], have demonstrated strong
competitive capabilities, highlighting the diverse and evolv-
ing landscape in advancing computer vision technologies.
However, CNNe still struggle with long-range modeling.

2.2. Graph/Hypergraph Neural Network

Graph Neural Networks (GNNs) [12, 40] were initially
used for processing non-Euclidean data and have achieved
various applications in social networks [13], citation net-
works [41], and biochemical graphs [48]. Currently, GNNs
have been applied to computer vision, including object de-
tection [55], and point cloud classification [58].

In computer vision, HGNNs are regarded as a signifi-
cant extension of GNNs, distinguished by their ability to
capture high-order relationships through hypergraphs. This
shift enhances the understanding and representation of com-
plex data structures, as demonstrated in applications such
as image retrieval [23], 3D object classification [11, 22],
and person re-identification [66]. Specifically, HGNNs im-
prove image retrieval by modeling images as vertices con-
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Figure 2. Architecture of the proposed DVHGNN. In each block, Multi-Scale(MS) DVHGNN block constructs multi-scale hyperedges,
followed by message passing through vertex and hyperedge convolutions, and finalizes with ConvFFN to enhance feature transformation

capacity and counteract over-smoothing.

nected by hyperedges based on feature correlations, thereby
refining the retrieval process with greater sensitivity to im-
age relationships. Similarly, in 3D object classification,
HGNNSs enhance accuracy by leveraging vertices for object
representation and hyperedges to capture the complex re-
lationships between different views. Despite the contribu-
tions made by GNNs and HGNNS, there has been limited
use of GNNs or HGNNs as the backbone in computer vi-
sion. ViG [15] and ViHGNN [16] are among the few works
that treat patches within input images as nodes and con-
struct graphs/hypergraphs through different strategies like
KNN or Fuzzy C-means. However, both KNN and Fuzzy
C-means face challenges in high-dimensional spaces, suf-
fer from computational inefficiency, and struggle to capture
complex patterns, making them less suitable for modern vi-
sual tasks compared to more adaptive deep learning models.

2.3. Graph/Hypergraph Structure Learning

In GNNs and HGNNS, the performance is significantly in-
fluenced by the quality of graph and hypergraph structures.
Recent advances have focused on structure learning to en-
hance the effectiveness of these models. For GNNs, meth-
ods such as those in [4, 10] have been developed to jointly
learn graph structures and node embeddings, relying on
graph adjacency matrix properties like low-rank and spar-
sity. Other approaches [35, 67] dynamically adjust graph
structures by learning metrics or distributions for the edges.

Hypergraph structure learning, while less explored, has

seen advances with models like DHSL [64, 65] applying
dual optimization for simultaneous learning of label pro-
jection matrices and hypergraph structures. DHGNN [24]
uses K-Means and KNN for adaptive hypergraph construc-
tion, and HERALD [63] focuses on optimizing hypergraph
Laplacian matrices. Challenges include non-convex op-
timization issues and high computational demands, espe-
cially noted in DHSL. Expanding the repertoire of structure
learning, recent works include HyperSAGE [1] for scalable
hypergraph learning and Dynamic HyperEdge Convolution
Networks (DHECN) that adjust hyperedge weights dynam-
ically. However, these methods are constrained by their
graph construction techniques, preventing them from adap-
tively adjusting their hypergraph structures.

3. Methods

In this section, we begin by revisiting the concept of hy-
pergraph. Subsequently, we delineate the process of the
proposed multi-scale hypergraph image representation. Fi-
nally, we elaborate on the design of the dynamic hypergraph
convolution and the multi-head computation mechanism.

3.1. Preliminary:Recap the Concept of Hypergraph

Notations. For an image with dimensions H x W x 3, we
employ Vision GNN [15] to divide it into IV patches. A
linear layer is then applied to the derived patches to con-
vert them into high-dimensional vectors x; € R”. This
transformation results in a matrix X = {x1,Xa,...,Xx},
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Figure 3. Illustration of Multi-Scale Hypergraph Construction
(without region partition). The final hyperedge set is composed
of two types of hyperedges: a set of size C' obtained from co-
sine similarity clustering, and a set of size R derived from DHGC.
Each hyperedge corresponds to a hyperedge centroid, marked with
a pentagon in the diagram. By default, R = 3, with the distinct
dilated hyperedges corresponding to a kernel size of 3 x 3 with
dilation rates r = 1, 2, and 3, respectively, resulting in receptive
field sizesof 3 x 3,5 x 5,and7 x 7.

where D represents the dimensionality of the features and
¢ indexes the patches with ¢ = 1,2,..., N. These vectors
can be conceptualized as a collection of unordered vertices,
denoted by V = {v1,vs,...,un}. A hypergraph is defined
as G = (V,E, W), where V is a set of vertices and & is a
set of hyperedges. The set of incident edges of vertex % is
denoted by E;, where E; = {e € E | v; € e}. The weight
of each hyperedge is encoded by W, a diagonal matrix of
edge weights. Differing from a normal graph, each hyper-
edge can connect any number of vertices.

3.2. Multi-Scale HGNN Representation of Image

In this subsection, we propose the Cluster and Dilated Hy-
pergraph Construction (DHGC) based Hypergraph repre-
sentation. Our hypergraph construction approach includes
two distinctive hyperedge types: ones derived from cluster-
ing and the others obtained via DHGC. Initially, a hyper-
edge set is generated through a clustering technique. The
derived set is then augmented by employing a DHGC mech-
anism, culminating in a multi-scale hyperedge collection
characterized by its sparsity. The details of our Multi-Scale
Hypergraph Construction are shown in Figure. 3.

Clustering. Given a set of vertices V and associated fea-
ture vectors X € RV*P vertices are grouped into the dis-
tinct clusters reflecting their mutual similarities and ensur-
ing that each vertex belongs exclusively to a single cluster.
Initially, the feature vectors X are mapped onto a similar-
ity space X. In this space, C' centroids X, are established

Vertex Hyperedge Vertex
Features

Embeddings Embedding

he = ¢1(hc + {¢,(Sie) * zi}z,ee) Zl!; = ¢2(-’Ez + {¢I(Sie) * he}eeE,)

Figure 4. Illustration of two-stage message passing of our Dy-
namic Hypergrpah Convolution (DHConv). k. is the feature of
the hyperedge centroid, S;. is the cosine similarity matrix between
vertices and hyperedge centroids, and x; and x/, represent the ver-
tex feature before and after DHConv. Note that how messages flow
to vertex 2 is marked in red.

uniformly, and their characteristics are distilled using an av-
erage pooling methodology. Subsequently, the cosine simi-
larity matrix S between X and X, is computed, resulting
in S € RN, Based on the similarity matrix S, each ver-
tex is then assigned to the nearest hyperedge. This process
yields a primary set of hyperedges, denoted as &..

Region Partition. In terms of computational efficiency, the
time complexity for comparing N D-dimensional vectors
across C clusters is O(NCD). To mitigate excessive com-
putational demands, the image is partitioned into m sub-
regions akin to the Swin Transformer [32]. This strategy re-
duces the time complexity to O (NTCD) While it may limit
the scope of global information exchange, it introduces a
beneficial inductive bias by promoting locality, akin to the
sliding window approach observed in CNNss.

Dilated Hypergraph Construction. We propose a novel
hypergraph construction strategy, named Dilated Hyper-
graph Construction (DHGC), to enhance the hyperedge set
derived from clustering processing. In this approach, for
each w x w window, the central vertex v, forms a series of
dilated hyperedges. For the central vertex v. in each win-
dow, we define a set of hyperedge neighborhoods Ny (v.)
for different dilation rates € N*. These hyperedge neigh-
borhoods connect the central vertex in the window to the
vertices in its dilated neighborhood.

For a given dilation rate r, the hyperedge neighborhood
N (v.) for each w x w window’s central vertex v, includes
K vertices, identified within a dilation step . The hyper-
edge comprises vertices whose coordinates, after dilation,
remain inside the window’s boundary.

The coordinates are defined as follows:

Nig(ve) ={(",j)i" =i+pxrj =j+qgxr},

w w
o <pq< §,|Nk('00)| =K,

)]
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where (i, j) are the coordinates of v, p, ¢ are integers that
scale with the dilation rate r, and | N (v.)| represents the
number of vertices within the hyperedge structure. This
arrangement ensures that each hyperedge captures a fixed
number of vertices, enabling a consistent representation of
spatial relationships across different scales.

Each dilated hyperedge is assigned to a unique sparsity-
aware weight w,., reflecting its specific dilation rate’s con-
tribution to the feature aggregation process. If there are R
dilation rates considered, the final weight matrix W for the
hypergraph is obtained by combining the R individual hy-
peredge weights w,., leading to:

W:diag(wl,WQ,--~ ,WR). (2)

Consequently, our Dilated Hypergraph is mathemati-
cally formulated as follows:

G(V,E,W,S) = {v, U Sk,vcuec,ws}, 3)

v.EV

where V represents the entire set of vertices within the im-
age or dataset, and £ is the cumulative union of all hyper-
edge neighborhoods derived from different dilation levels
and all hyperedge sets formed by clustering, corresponding
to every central vertex v. within the windows. This struc-
ture not only enables the capture of the local information
of an image but also facilitates the grasping of neighbor in-
formation at extended distances, according to varying dila-
tion levels. By amalgamating features from different levels
of dilation, we gain a deeper understanding of the intricate
structure and interactions within an image.

3.3. Dynamic Hypergraph Convolution

In this subsection, we detail the architecture of our proposed
Dynamic Hypergraph Convolution (DHConv), divided into
two principal stages similar to [21, 24]. The first stage, Ver-
tex Convolution, aggregates vertex embeddings to consti-
tute the hyperedge features. The second stage, Hyperedge
Convolution, involves the distribution of these hyperedge
features back to the associated vertices, which serves to up-
date their individual embeddings.
Vertex Convolution. In previous studies, vertex convolu-
tions have relied on techniques such as pooling, applying
pre-defined transformation matrices based on graph struc-
tures, and dynamically learning the transformation matrix
T utilizing MLPs and 1 — d convolutions [24]. Due to
the computational complexity when dealing with vision
tasks, the existing methods are unsuitable to handle the
hypergraph-based vision data.

Our Dynamic Vertex Convolution approach is specifi-
cally designed to handle the high dimensionality and com-
plexity of visual data. Unlike conventional methods, we

leverage cosine similarity clustering hyperedges ., aggre-
gating features adaptively through dynamic learning.

Each given clustering hyperedge e consists of a hyper-
edge centroid h. and multiple vertices x; € e. Our vertex
feature aggregation process is formulated as follows:

he = é <hc + Z sig(as; + ) * xz> ,
T €e (4)
st. C=1+ Z sig(as; + ),
x;€€e

where s; represents the cosine similarity between vertex ¢
and the hyperedge centroid h,, x; are the feature vectors of
vertex, and C' is a normalization factor in ensuring numeri-
cal stability and emphasizing the locality in each hyperedge.
For each given dilated hyperedge e, the feature aggrega-
tion process is designed to capture multi-scale information

efficiently. This process is formulated as follows:

he + in@ Wy * T,
1+ |e|w,
where w, is a learnable parameter, assigned to the dilated
hyperedge e with dilation r, reflecting the importance of

features at different scales.

Through this approach, the proposed vertex convolution
not only adapts to the complexity of hypergraph structure
but also dynamically adjusts the interaction between ver-
tices based on their cosine similarity to the hyperedge cen-
ter. Thus, the proposed method can derive a dynamic hyper-
graph image representation, which is more suitable for han-
dling highly complex relationships in different vision tasks.
Hyperedge Convolution. The proposed Hyperedge Con-
volution, inspired by the Graph Isomorphism Network
(GIN) convolution [56], adaptively leverages hyperedge
features to update the vertex embeddings based on cosine
similarity or hyperedge weights, enabling feature exchange
and fusion of local vertex information with hyperedge con-
text. The update formulation is defined as follows:

zi= Y (L(e) *siglas; + B) + Ta(e) * wy) x he, (6)
ecE;

a2} = FC (o (Conv((1 + &)z; + 2))), (7

where h. denotes the aggregated feature of hyperedge e,
FE; denotes a set of all hyperedges connected to vertex 1,
€ is a learnable parameter, o(-) is a non-linear activation
function, F'C is a fully connected layer, I.(e) and I4(e) are
the indicator functions for the two types of hyperedges, with

I.(e),Iq(e) € {0,1} and I.(e) # I4(e).
3.4. Multi-head Computation

he = ; ®)

Multi-head computations have been extensively studied in
transformer architecture [47]. Our DVHGNN model con-
tinues to implement these computations and update mech-
anisms as described in [36]. Specifically, we employ h
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Model | Type |Params (M)|FLOPs (G)|Top-1 (%)
ResNet-18 [17] CNN 12.0 1.8 70.6
ResNet-50 [17] CNN 25.6 4.1 79.8
InceptionNeXt-T [60] | CNN 28.0 4.2 82.3
InceptionNeXt-S [60] | CNN 49.0 8.4 83.5
InceptionNeXt-B [60] | CNN 87.0 14.9 84.0
Swin-T [32] ViT 29.0 4.5 81.3
Swin-S [32] ViT 50.0 8.7 83.0
Swin-B [32] ViT 88.0 15.4 83.5
PVTv2-B1 [50] ViT 13.1 2.1 78.7
PVTv2-B2 [50] ViT 25.4 4.0 82.0
FLatten-Swin-T [14] | ViT 29.0 4.5 82.5
FLatten-Swin-S [14] | ViT 51.0 8.7 83.5
FLatten-Swin-B [14] | ViT 89.0 154 83.8
Poolformer-S12 [59] Pool 12.0 2.0 77.2
Poolformer-S36 [59] | Pool 31.0 11.2 80.3
Poolformer-M48 [59] | Pool 73.0 159 81.4
Vim-Tiny [70] SSM 7.0 - 76.1
Vim-Small [70] SSM 26.0 5.1 80.5
Vim-Base [70] SSM 98.0 - 81.9
VMamba-T [31] SSM 22.0 5.6 82.2
VMamba-M [31] SSM 44.0 11.2 83.5
VMamba-B [31] SSM 75.0 18.0 83.7
CoC-S [36] Cluster 14.0 2.6 717.5
CoC-M [36] Cluster 27.9 5.5 81.0
ClusterFormer-T [28]|Cluster 28.0 5.7 81.5
ClusterFormer-S [28] | Cluster 48.7 9.9 83.4
FEC-Small [2] Cluster 5.5 14 72.7
FEC-Base [2] Cluster 14.4 3.4 78.1
FEC-Large [2] Cluster 28.3 6.5 81.2
Pyramid ViG-Ti [15] | GNN 10.7 1.7 78.2
Pyramid ViG-S [15] | GNN 27.3 4.6 82.1
Pyramid ViG-M [15] | GNN 52.4 8.9 83.1
Pyramid ViG-B [15] | GNN 92.6 16.8 83.7
PVIHGNN-Ti [16] |HGNN 12.3 2.3 78.9
PViHGNN-S [16] HGNN 28.5 6.3 82.5
PViIHGNN-M [16] |HGNN 52.4 10.7 83.4
PVIHGNN-B [16] |HGNN 94.4 18.1 83.9
DVHGNN-T (ours) |HGNN 11.1 1.9 79.8
DVHGNN-S (ours) |HGNN 30.2 5.2 83.1
DVHGNN-M (ours) |HGNN 52.5 10.4 83.8
DVHGNN-B (ours) |HGNN 92.8 16.8 84.2

Table 1. Results of DVHGNN variants and other backbones on
ImageNet-1K. All the models are trained at 224 x 224 resolution

heads, standardizing the dimensions of the value space X,
and similarity space X, to D’ for simplicity. The outputs
of the multi-head operations are combined and integrated
via a FC layer, resulting in A distinct hypergraphs. This
multi-head computation allows the model to concurrently
update features across multiple representational hypergraph

subspaces, thereby enhancing feature diversity.

3.5. Dilated Vision HGNN Architecture

As shown in Figure. 2, the basic component of our proposed
architecture is the Multi-Scale (MS) DVHGNN block. Each
MS DVHGNN block consists of three modules: MS Hyper-
graph Construction, DHConv, and ConvFFN. To make the
model compatible with various downstream vision tasks, we
adopt a four-stage pyramid structure. Within each stage, a
convolutional layer is employed to reduce the dimensions
of the input feature map to a quarter of its original height
and width (% X %), which is subsequently succeeded by
a series of MS ViIHGNN blocks. Culminating the architec-
ture, a prediction head is deployed for image classification.
Detailed configurations of our DVHGNN variants are listed
in appendices, with D’ refers to the dimension of each head.

4. Experiments
4.1. Image Classification on ImageNet

Experimental Settings: We benchmark our models on
ImageNet-1K [39], a dataset with 1.3 million training im-
ages and 50,000 validation images across 1,000 classes.
The training was conducted over 300 epochs with an image
resolution of 224 x224, using AdamW [34] optimizer. We
enhanced our models’ generalization with a combination of
data augmentation and regularization techniques, including
RandAugment [5], Mixup [62], CutMix [61], and Random
Erasing [68], with weight decay, Label Smoothing [44] and
Stochastic Depth [20]. Our implementation leverages Py-
Torch [38] and Timm [51].

Experimental Results: As depicted in Table. |, DVHGNN
models outperform other state-of-the-art vision backbones,
especially the GNN-based and HGNN-based models.
Specifically, DVHGNN-S achieves a Top-1 accuracy of
83.1%, surpassing ViG-S by 1.0% and ViHGNN by 0.6%
with 18% less FLOPs. These results highlight our model’s
ability to capture complex visual representations effectively
with increased computational efficiency.

4.2. Object Detection and Instance Segmentation

Experimental Settings: The experiments were conducted
on the MS-COCO [29] dataset, which includes 118K train-
ing images, validation images, and 20K test images. Re-
spectively, for objection detection and instance segmenta-
tion, We employed DVHGNN-S pre-trained on ImageNet-
1K as a backbone and incorporated it into two detectors:
RetinaNet [30] and Mask R-CNN [18]. Following common
practice, we trained the two downstream vision tasks with
DVHGNNS-S for 12 (1 x schedule) epochs and the imple-
mentation was performed by MMDetection [3].

Experimental Results: As depicted in Table. 2,
our DVHGNN outperforms the state-of-the-art back-
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RetinaNet 1x Params | FLOPs | mloU
Backbone ParamFLOPS| AP APso APr;|APs APy AP, Dockbone et o | @ | @
ResNet-50 [17] | 38M 239G [36.3 55.3 38.6[19.3 40.0 48.8 ResNet-50 [17] SFPN | 29 183 | 36.7
PVT-Small [49]  |34M 227G [40.4 61.3 44.2|25.0 42.9 55.7 Swin-T [32] SFPN | 32 182 | 415
Swin-T [32] 30M 245G [41.5 62.1 44.2(25.1 44.9 55.5 PVTS [49] S-FPN | 28 225 | 420
Slide-PVT-S [37] | - 251G [42.4 63.9 45.0(26.8 45.6 56.9 Slide-PVT-S [37] S-FPN | 26 188 | 42.5
Pyramid ViG-S [15]] 36M 240G |41.8 63.1 44.7|28.5 45.4 53.4 DAT-T [53] SFPN | 32 198 | 426
PVIHGNN-S [16] |38M 244G [42.2 63.8 45.1|29.3 459 55.7 InceptionNeXt-T [60] | S-FPN | 28 - 43.1
DVHGNN-S (ours) | 38M 242G [43.3 64.3 46.3|28.3 47.9 54.6 DVHGNN-S (ours) | S-FPN | 32 181 | 438
Backbone sk RCNN 1 FLaToSwinT[14] | Upoet| @0 | 95 | 548
Param FLOPS|AP” AP5, AP5|AP™ APE; APY: o pere '
aram TS 0 AP 20 AT DAT-T [53] UperNet | 60 957 | 455
ResNet-50 [17] | 44M 260G [38.0 58.6 41.4[34.4 55.1 36.7 Slide-Swin-T [37] UperNet | 60 946 | 457
PVT-Small [49] | 44M 245G [40.4 62.9 43.8(37.8 60.1 40.3 ConvNeXt-T [33] UperNet | 60 945 | 46.1
Swin-T [32] 48M 264G [42.2 64.6 46.2|39.1 61.6 42.0 DVHGNN-S (ours) | UperNet | 60 945 | 4638

Slide-PVT-S [37] |42M 269G [42.8 65.9 46.7|40.1 63.1 43.1
ConvNeXt-T [33] |48M 262G |44.2 66.6 48.3|40.1 63.3 42.8
Pyramid ViG-S [15]| 46M 259G [42.6 65.2 46.0(39.4 62.4 41.6
PViHGNN-S [16] |48M 262G |43.1 66.0 46.5|39.6 63.0 42.3
DVHGNN-S (ours) | 499M 261G |44.8 66.8 49.0/40.2 63.5 43.1

Table 2. Results of object detection and instance segmentation on
COCO 2017. The input size is 1280 x 800.

bones. Specifically, under the RetinaNet framework, our
DVHGNN-S achieves 43.3% mAP that surpasses ViG by
1.5% and VIHGNN by 1.1%, respectively. Under the Mask
R-CNN framework, our DVHGNN-S achieves 44.8% bbox
mAP and 40.2% mask mAP that surpasses VIHGNN by
1.7% and 0.6%, respectively.

4.3. Semantic Segmentation on ADE20K

Experimental Settings: We evaluated the semantic seg-
mentation performance of our DVHGNN on ADE20K [69]
dataset using two representative frameworks: Upernet [54]
and Semantic FPN [25], with our pre-trained DVHGNN-S
as the backbone. For Upernet, we followed the Swin Trans-
former [32] configuration and trained our model for 160K
iterations. As for Semantic FPN with 80K iterations, we
followed the PVT [49] configuration.

Experimental Results: Table. 3 shows the superior re-
sults of our DVHGNN with other popular backbones on
the ADE20K validation set. Specifically, using the Se-
mantic FPN [25] framework, our DVHGNN-S achieves
43.8% mloU, surpassing Swin-T [32] by 2.3 %. Under
UperNet [54] framework, our DVHGNN-S achieves 46.8%
mloU, surparssing Swin-T [32] by 2.3 %.

4.4. Ablation Study

Ablation study of modules. In our structured ablation ex-
periments on the ImageNet-1K dataset, as depicted in Ta-
ble. 4, we trained the DVHGNN-T model for 250 epochs to
systematically evaluate the contributions of its modules. In

Table 3. Results of semantic segmentation on ADE20K validation
set. The input size is 2048 x 512.

Params | FLOPs | Top-1 acc

Step Method ™) G) %)

0 Feature Dispatching 7.7 2.1 76.1

1 More Heads & Thinner 11.0 1.7 76.1
2 DHConv 11.1 1.8 77.21.0)
3 +DHGC 11.1 1.8 78.0(+()_x)
4 ++ConvFFN 11.2 1.9 78.4:04)

Table 4. Ablation experiments of DVHGNN, where “Feature Di-
patching”, “DHConv” and “DHGC”epresent Feature Dipatching
in baseline model, Dynamic Hypergraph Convolution, Dilated Hy-
pergraph Construction. The training epochs is set to 250.

Step 0, we aligned the channel configuration and downsam-
pling stages of the baseline model, ContextCluster-Ti [36],
with those of DVHGNN-T, achieving a Top-1 accuracy of
76.1%. In Step 1, we increased the number of heads while
making the model thinner and deeper, which reduced the
computational cost by 19% GFLOPs. In Step 2, the inte-
gration of our Dynamic Hypergraph Convolution, replacing
the standard Feature Dispatching mechanism, led to a 0.9%
improvement in Top-1 accuracy. Step 3 involved the incor-
poration of dilated hyperedges via DHGC, further boosting
accuracy by 0.8%. Finally, in Step 4, replacing the conven-
tional MLP with the ConvFEN architecture resulted in an
additional 0.3% increase in Top-1 accuracy.

Ablation Study of Hyperparameters. To rigorously as-
sess the impact of key hyperparameters on DVHGNN per-
formance, we conducted comprehensive ablation studies on
four crucial factors: (1) the number of clustering centroids
C, (2) the number of attention heads per stage h, (3) the fea-
ture dimension of each head D’, and (4) the minimum ker-
nel size (dilation factors). All experiments were conducted
using the DVHGNN-T variant, trained on ImageNet-1K. As
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(a) Input image.

(b) Hyperedges of Clustering.

(d) Hypergraph structure.

(c) Hyperedges of DHGC.

Figure 5. Visualization of the hypergraph structure of DVHGNN. The hypergraph structure is obtained by an overlay of hyperedges derived

from the Clustering method and DHGC.

| Params (M) | FLOPs (G) | Top-1(%) | Top-5 (%)

D' | Params (M) | FLOPs(G) | Top-1(%) | Top-5 (%)

4 11.2 1.9 79.8 95.3
9 11.3 1.95 79.6 95.0
16 11.5 2.0 79.5 94.9
25 13.0 2.1 79.7 95.1

Table 5. Effects of number of clustering centroids C' (300 epochs).

h | Params (M) | FLOPs (G) | Top-1 (%)
[2.4.8, 16] 10.2 1.76 74.8
3.6, 12,24] 11.2 1.92 75.8
4,8, 16, 32] 122 2.08 76.3

Table 6. Effects of number of heads h (200 epochs).

depicted in Table. 5, increasing the number of clustering
centroids beyond a certain threshold leads to a marginal de-
cline in Top-1 accuracy, likely due to redundancy and over-
clustering, which degrades feature aggregation. Thus, we
adopt C' = 4 as the optimal setting. Conversely, Table. 6
and Table. 7 demonstrate that increasing the number of at-
tention heads h and the feature dimension per head D’ con-
sistently enhances performance, underscoring the benefits
of richer representation learning. Moreover, as indicated in
Table. 8, employing a 7x7 minimum kernel size yields the
best results, emphasizing the advantages of larger receptive
fields for spatial feature extraction.

4.5. Visualization

To provide a more intuitive evaluation of our proposed
DVHGNN model, we visualize the hypergraph construc-
tion of one head in the DVHGNN-S model after the last
stage. As depicted in Figure. 5, the background areas on
the left, right, and bottom are grouped into one hyperedge
(represented by red patches), while distinct components of
the dog, including its head, body, and limbs, are assigned
to separate hyperedges (represented by yellow, green, and

16 10.4 1.75 75.3 92.6
24 11.2 1.92 75.8 93.1
32 12.0 2.10 76.1 93.3

Table 7. Effects of dimension of each head D’ (200 epochs).

Minimum Kernel size | Params (M) ‘ FLOPs (G) ‘ Top-1 (%)

3x3 11.2 1.87 75.5
5x5 11.2 1.89 75.6
7x7 11.2 1.92 75.8

Table 8. Effects of different Mininum Kernel sizes (200 epochs).

blue patches, respectively). This observation highlights that
our model not only effectively captures global semantic
structures but also comprehends intricate intra-class rela-
tionships among object parts, demonstrates the strength of
DVHGNN in learning high-level semantic information, en-
abling accurate and structured object understanding.

5. Conclusion

In this paper, we have proposed a novel vision backbone
architecture, termed the DVHGNN, to learn hypergraph-
aware vision features. The proposed method is character-
ized by its dynamic and learnable hypergraph, which can
adaptively capture the multi-scale dependencies of an im-
age. Furthermore, a novel dynamic hypergraph convolu-
tion is designed to aggregate vertex features into hyperedge
features. The extensive qualitative and quantitative exper-
imental results on the benchmark vision datasets demon-
strate that the proposed DVHGNN significantly enhances
the learning performance of different vision tasks, which
achieves remarkable Top-1 accuracy on the ImageNet-1K.
In future work, we will further explore the scalability and
generalization of the proposed across the other vision tasks.
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