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Abstract

Despite the many use cases for large language001
models (LLMs) in creating personalized chat-002
bots, there has been limited research on evaluat-003
ing the extent to which the behaviors of person-004
alized LLMs accurately and consistently reflect005
specific personality traits. We consider study-006
ing the behavior of LLM-based agents which007
we refer to as LLM personas and present a008
case study with GPT-3.5 and GPT-4 to investi-009
gate whether LLMs can generate content that010
aligns with their assigned personality profiles.011
To this end, we simulate distinct LLM personas012
based on the Big Five personality model, have013
them complete the 44-item Big Five Inven-014
tory (BFI) personality test and a story writing015
task, and then assess their essays with auto-016
matic and human evaluations. Results show017
that LLM personas’ self-reported BFI scores018
are consistent with their designated personality019
types, with large effect sizes observed across020
five traits. Additionally, LLM personas’ writ-021
ings have emerging representative linguistic022
patterns for personality traits when compared023
with a human writing corpus. Furthermore, hu-024
man evaluation shows that humans can perceive025
some personality traits with an accuracy of up026
to 80%. Interestingly, the accuracy drops sig-027
nificantly when the annotators were informed028
of the AI’s authorship.029

1 Introduction030

With LLMs’ impressive ability to engage in human-031

like conversations, there has been a surge of interest032

in building personalized AI agents that interact with033

and support humans in various contexts. Startups034

such as Character AI1 and Replika2 have engaged035

many users through virtual characters on their fast-036

growing platforms. Meanwhile, in the academic037

sphere, research (Park et al., 2023; Wang et al.,038

2023b) has also suggested that generative agents039

1https://character.ai/
2https://replika.ai/

can exhibit believable human behavior and could 040

potentially be used to simulate human agents in 041

social science studies. However, while these gen- 042

erative characters are becoming ubiquitous, it is a 043

common yet unsubstantiated assumption that these 044

agents consistently behave in a human-like manner. 045

Recent studies in the field of LLMs and personality 046

have started to provide some empirical support. For 047

example, recent research has studied LLM’s per- 048

sonality expression (Li et al., 2022; Pan and Zeng, 049

2023; Safdari et al., 2023), created new bench- 050

marks to measure personality expressed by LLMs 051

(Jiang et al., 2022a; Wang et al., 2023a; Mao et al., 052

2023), and proposed better prompting techniques 053

to induce (Karra et al., 2022; Jiang et al., 2022a,b; 054

Caron and Srivastava, 2022; Li et al., 2023), and 055

edit (Mao et al., 2023) personality expressed by 056

LLMs. Despite these advancements, there has been 057

little research in NLP that leverages insights from 058

personality psychology and psychometric tools to 059

study if LLMs can dutifully express personality 060

traits. Furthermore, there is little work that explores 061

how these agents assigned with certain personality 062

traits are perceived by humans. 063

Drawing on the extensive research of the Big 064

Five Personality model (Goldberg, 2013), we aim 065

to investigate the capability of LLMs in expressing 066

the Big Five personality traits – namely Extraver- 067

sion, Agreeableness, Conscientiousness, Neuroti- 068

cism, Openness to Experience. In this paper, we 069

define an LLM persona to be an LLM-based agent 070

prompted to generate content that reflects certain 071

personality traits as defined in its initial prompt 072

configuration. In our study, we first seek to deter- 073

mine whether these LLM personas can accurately 074

reflect their assigned personalities when taking a 075

personality test. Given that they show promising 076

results on that initial exploration, we pursue the 077

question of whether they can create narratives that 078

are indicative of their assigned personality traits. 079

To assess their generated stories, we extract psy- 080
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Figure 1: Illustration of the core workflow of the paper. The left section presents the prompts designed to create LLM
personas. The center section shows the prompt used to instruct models to write stories. The right section outlines
the three-pronged analytical approach: LIWC analysis, story evaluation, and text-based personality prediction.

cholinguistic features using dictionaries that have081

been designed to analyze human behavior and pro-082

pose to use these features to study the behavior of083

LLM personas. We also investigate whether LLM084

personas are proficient in using lexicons related085

to their assigned personality profiles and whether086

they can convincingly portray these personalities087

to human observers. In other words, can human088

evaluators discern the assigned personality traits089

of the LLM personas based on their narratives?090

Lastly, we suggest potential avenues for extending091

this evaluation to more real-life scenarios, such as092

multi-round dialogues and action planning. Moti-093

vated by these inquiries, we aim to provide a com-094

prehensive evaluation of LLM personas, focusing095

on the following research questions (RQs):096

• RQ1: Can LLMs reflect the behavior of their097

assigned personas when completing the Big098

Five Personality Inventory (BFI) assessment?099

• RQ2: What linguistic patterns are evident in100

the stories generated by LLM personas?101

• RQ3: How do humans and LLM raters evalu-102

ate the stories generated by LLM personas?103

• RQ4: Can humans and LLMs accurately per-104

ceive the Big Five personality traits from sto-105

ries generated by LLM personas?106

2 Experiment Design 107

As shown in Figure 1, this paper investigates the 108

behavior of LLM personas through a multi-faceted 109

approach. Initially, we create LLM personas with 110

distinct personality traits and administer a person- 111

ality assessment to them. Subsequently, we prompt 112

these LLM personas to write stories, which we 113

then analyze using the widely adopted Linguis- 114

tic Inquiry and Word Count (LIWC) framework. 115

Following this analysis, we recruit human evalu- 116

ators to manually evaluate the stories and concur- 117

rently carry out an LLM-based automatic evalua- 118

tion. Both human and LLM evaluators are required 119

to (1) assess these stories across six dimensions in- 120

cluding readability, personalness, redundancy, co- 121

hesiveness, likeability, and believability, and (2) 122

infer the personality traits assigned to the LLM 123

personas from the stories. 124

2.1 Experiment Setup 125

2.1.1 Model Settings 126

GPT-3.5 (GPT-3.5-turbo-0613) and GPT-4 127

(GPT-4-0613)3 are used for this experiment 128

because they are among the state-of-the-art 129

chat-based LLMs and well-suited for multi-turn 130

interactions. Temperature is set as 0.7 to introduce 131

variability in personas’ behavior. All other 132

parameters remain at their OpenAI default settings. 133

3https://platform.openai.com/docs/models
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2.1.2 LLM Persona Simulation134

For GPT-3.5 and GPT-4, we simulate 10 LLM135

personas for each combination of the binary136

Big Five personality types, resulting in 320 dis-137

tinct personas. They are referred to as GPT-3.5138

personas and GPT-4 personas respectively. Fig-139

ure 1 demonstrates how we prompt an LLM to gen-140

erate personas and complete specific tasks. Initially,141

we create an LLM Persona with a system prompt:142

“You are a character who is [TRAIT 1, ..., TRAIT143

5].”, where [TRAIT 1, ..., TRAIT 5] represents a144

combination of five personality traits. For each of145

the Big Five personality dimensions, we choose146

one descriptor among the following pairs: (1) ex-147

troverted / introverted, (2) agreeable / antagonistic,148

(3) conscientious / unconscientious, (4) neurotic /149

emotionally stable, (5) open / closed to experience,150

resulting in a total of 320 distinct personas.151

2.1.3 BFI Personality Test152

After specifying a personality type, we ask the LLM153

persona to finish the 44-item Big Five Inventory154

(BFI), a widely-used self-report scale designed to155

measure the Big Five personality traits. We only ac-156

cept responses that strictly adhere to the format “(x)157

y”, where (x) indicates the question number and158

y indicates the level of agreement on a scale from159

1-5. As the green section demonstrates in Figure160

1, “(a) 5” would indicate that the persona strongly161

agrees that it talks a lot. Each LLM persona’s re-162

sponses will be aggregated into five personality163

scores, which will be used as the dependent vari-164

able of the initial analysis. We use the BFI to as-165

sess the personality profiles expressed by LLMs166

because it is widely utilized in personality-related167

studies, including many studies involving LIWC,168

thus allowing us to compare our results to them.169

2.1.4 Storywriting170

Subsequently, we prompt these 320 LLM personas171

to write personal stories with the following sim-172

ple prompt: “Please share a personal story in 800173

words. Do not explicitly mention your personal-174

ity traits in the story.” We impose this restriction175

to prevent the persona from revealing its hidden176

attributes, ensuring an unbiased text-based person-177

ality assessment by other LLMs and human raters.178

We tried multiple prompt variants in our initial ex-179

periment and decided to purposefully simplify the180

prompt to reduce demand characteristics for the181

generalizability of the result. Examples of LLM-182

generated stories are included in Appendix A.183

2.2 Evaluation Methods 184

We evaluate LLM personas’ storywriting with a 185

three-pronged analytical approach. First, we con- 186

duct a Linguistic Inquiry and Word Count (LIWC) 187

analysis on stories generated by GPT-3.5 and 188

GPT-4 personas. Subsequently, we recruit hu- 189

man evaluators and use LLM evaluations to rate 190

these stories from various perspectives. Lastly, we 191

request human evaluators to infer the personality 192

traits of the story author. In human evaluation, the 193

evaluators are randomly assigned to one of two 194

conditions: they are either made aware or kept un- 195

aware that the stories were written by an AI. This 196

study design is to investigate how the “awareness 197

of the AI authorship” impacts the evaluation of 198

the narratives and the accuracy of their personality 199

predictions. 200

For human evaluation, we sample from stories 201

that do not explicitly mention personality traits to 202

avoid compromised performance in personality pre- 203

diction. Details of the sampling step are included 204

in the Appendix D.1. With a lexicon-based classi- 205

fier, We find that most stories produced by GPT-3.5 206

personas contained explicit references to person- 207

ality traits (96.56% compared to GPT-4’s 31.87%). 208

Therefore, we focus on the stories generated by 209

GPT-4 personas in the final human evaluation. 210

2.2.1 LIWC Analysis 211

We use LIWC-224 to extract psycholinguistic fea- 212

tures from stories generated by LLM personas. By 213

examining the correlation between these features 214

and the personas’ assigned personality traits, we 215

aim to identify patterns of linguistic characteris- 216

tics corresponding to certain personality traits. To 217

compare with human language use, we perform the 218

same analysis on human-generated writing sam- 219

ples from the Essays dataset 5, consisting of short 220

essays written by human participants and their self- 221

report Big-Five personality traits. We then examine 222

whether the linguistic markers associated with cer- 223

tain personality traits are consistent between human 224

and LLM writers. 225

4https://www.liwc.app/
5The Essays dataset, collected by Pennebaker and King

(1999) from 2,467 participants between 1997 and 2004, con-
sists of stream-of-consciousness essays. Participants also pro-
vided self-assessments of the Big five personality traits in
binary form. Note that our personal story prompt differs from
the stream-of-consciousness prompt in Essays. However, our
comparison aims to approximate the linguistic behavior differ-
ences between LLM personas and human writers.
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2.2.2 Story Evaluation226

We recruit both human and LLM raters to evaluate a227

subset of the stories generated by GPT-4 personas.228

Due to budget constraints, we sample 1 out of 10229

stories from each personality type, which do not230

explicitly mention any personality trait (Appendix231

D.1). This results in 32 LLM-generated stories for232

evaluation. For the human evaluation, we recruit233

five raters to judge each story across six dimen-234

sions on a scale of 1 to 5: (1) Readability: whether235

the story is easy to read, well-structured, and flows236

naturally, (2) Personalness: whether the story is237

personal, revealing the writer’s thoughts, feelings,238

and lives, (3) Redundancy: whether the story is239

concise and free from unneeded content, (4) Cohe-240

siveness: whether sentences in the story fit together241

well. They are logically organized and coherent,242

(5) Likeability: whether the story is enjoyable or243

entertaining to read, (6) Believability: whether the244

story is convincing and realistic, grounded in real-245

life situations. For the LLM evaluation, we follow246

Chiang and Lee (2023a) to use GPT-3.5 and GPT-4247

evaluators (temperature = 0) with identical criteria248

as human raters. The exact prompts given to human249

and LLM raters are in Appendix D.2.250

2.3 Personality Prediction251

On the same collection of 32 stories, each human252

annotator and LLM evaluator is asked to predict253

Big Five personality traits of the writer from the254

story on a scale of 1 to 5. The objective is to255

evaluate whether the writing samples from LLM256

personas can effectively exhibit personality traits257

to the extent that they are discernible by both hu-258

man and LLM raters. For each of the personality259

trait, we provide the descriptions from the work260

by John et al. (1999) to the human evaluators as261

references (see Appendix D.2).262

3 Results263

3.1 RQ1: Behavior in BFI Assessment264

Based on their responses to the BFI scale, we cal-265

culate the personality scores for the 320 GPT-3.5266

personas and the 320 GPT-4 personas. We then267

analyze the distribution of these scores as a func-268

tion of the assigned personality traits. Specifically,269

paired t-tests are applied to evaluate the differ-270

ences between the means of the personality score.271

The results reveal statistically significant differ-272

ences across all five personality traits. Large273

effect sizes are observed for for both GPT-3.5274

personas (EXT: d = 7.81, p < .001; AGR:d= 275

5.93, p < .001; CON: d = 1.56, p < .001; NEU: 276

d = 1.83, p < .001; OPN: d = 2.90, p < .001) 277

and GPT-4 personas (EXT: d = 5.47, p < .001; 278

AGR: d = 4.22, p < .001; CON: d = 4.39, p < 279

.001; NEU: d = 5.17, p < .001; OPN: d = 280

6.30, p < .001). As shown in Figure 2, BFI scores 281

are lower for LLM personas when they are assigned 282

negative traits (representing the lower end of the 283

trait spectrum) compared to positive traits across all 284

personality dimensions. In summary, the findings 285

effectively address RQ1, substantiating that LLM 286

personas are indeed reflecting their assigned 287

personas in BFI assessment. 288
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Figure 2: BFI assessment in five personality dimensions
by GPT-3.5 and GPT-4 personas. Significant statisti-
cal differences are found across all dimensions.

3.2 RQ2: Linguistic Patterns in Writing 289

We extract psycho-linguistic features from personal 290

stories generated by LLM personas using LIWC 291

and then calculate Point Biserial correlations be- 292

tween these features and assigned personality types. 293

The correlation measure is suitable for analyzing 294

the relationship between binary (assigned personal- 295

ity type) and continuous variables (LIWC features). 296

Subsequently, we compare these correlations with 297

those found in human data (i.e., the Essays dataset). 298

Table 1 summarizes the LIWC features that have 299

a statistically significant correlation with certain 300
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Trait Selected LIWC Features Lexicons GPT-3.5 GPT-4 Humans GPT-3.5# GPT-4#

EXT

Positive Tone good, well, new, love + + +

16/18 10/18
Affiliation we, our, us, help + + +
Certitude really, actually, real - -

Social Behavior said, love, care + +
Friends friend + +

AGR

Moralization wrong, honor, judge - - -

16/23 13/23
Interpersonal Conflict fight, attack - - -

Affiliation we, our, us, help + + +
Negative Tone bad, wrong, hate - - -

Prosocial Behavior care, help, thank + +

CON

Drives we, our, work, us + +

1/31 11/31

Achievement work, better, best + +
Lifestyle (Work, Money) work, price, market + +

Moralization wrong, honor, judge - -
Interpersonal Conflict fight, attack -

Time when, now, then +

NEU

Anxiety worry, fear, afraid + + +

7/27 15/27

Negative Tone bad, wrong, hate + + +
Mental Health trauma, depressed + + +

Sadness sad, disappoint, cry - + +
Anger hate, mad, angry + +

Perception (Feeling) feel, hard, cool + +

OPN

Curiosity research, wonder + + +

2/36 17/36
Insight know, how, think + +

Affiliation we, our, us, help - -
Perception (Visual) see, look, eye + +

Future Focus will, going to - -

Table 1: Correlated metrics between LIWC features and binary personality traits with Point-biserial Correlation.
The analysis is done on personal stories generated by GPT-3.5 and GPT-4 and the human Essays corpus (Pennebaker
and King, 1999). This analysis focuses on the psychological and extended vocabulary metrics (81 in total). We
report the representative personality LIWC features (+ means positive correlation, − means negative correlation)
and the # of overlapped significant LIWC features for GPT-3.5 and GPT-4 with human writings.

personality traits. We find that assigning different301

personality types considerably influences the lin-302

guistic style of LLM personas. For instance, for303

both GPT-3.5 and GPT-4, we find that assigning an304

LLM persona to be open to experience positively305

correlates with its use of curiosity lexicons. Sim-306

ilarly, GPT-3.5/GPT-4 personas assigned to be307

neurotic are more likely to use lexicons in anxiety,308

negative tones, and mental health. Also, assigned309

extraversion correlates positively with lexicons in310

positive tone and affiliation. In Appendix F, we311

include a similar analysis between BFI scores (in-312

stead of assigned personality types) and LIWC.313

Importantly, these correlations mirror patterns314

observed in human data (the Essays dataset), in-315

dicating a notable alignment in word usage be-316

tween humans and LLM personas. We report the317

number of shared significant correlations between318

human and LLM data (denoted as GPT-3.5# and319

GPT-4#) in Table 1.GPT-4 exhibits greater align-320

ment with humans than GPT-3.5, with more over-321

lapping lexicons across various traits. This differ-322

ence is particularly pronounced for Conscientious-323

ness and Openness, where GPT-3.5 personas324

have 1/31 and 2/36 overlapping correlations with 325

humans on Conscientiousness and Openness re- 326

spectively, whereas GPT-4 personas have 11/31 327

and 17/36. 328

For example, one of the traits associated with 329

high Conscientiousness is achievement striving. 330

This trait is positively correlated with the LLM 331

personas, but doesn’t hold significant correla- 332

tion in human writings. Furthermore, the emotion 333

of sadness, linked to Neuroticism, shows a nega- 334

tive correlation in writings produced by GPT-3.5 335

personas. However, it is positively correlated in 336

both GPT-4 persona and human writings, aligning 337

with the typical characteristics of this personality 338

group. It’s important to clarify that the human writ- 339

ings from the Essays dataset serve as a comparative 340

reference to gauge the expressivity of LLMs. They 341

should not be considered as an absolute standard, 342

given that human-authored and LLM-generated nar- 343

ratives are not created under identical prompts. 344

3.3 RQ3: Story Evaluation 345

Next, we extend our analyses to other aspects of the 346

stories generated by GPT-4 personas, evaluated 347
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Evaluator Readability Redundancy Cohesiveness Likability Believability Personalness
Uninformed Condition – Evaluation Scores (MeanSTD)

Human 4.280.85 3.701.17 4.230.88 3.741.00 3.961.02 4.320.85
GPT-3.5 4.750.43 3.040.40 4.970.17 4.220.48 3.930.25 3.550.61
GPT-4 4.940.24 4.960.22 5.000.00 4.840.36 4.930.25 5.000.00

Informed Condition – Evaluation Scores (MeanSTD)
Human 4.380.70 3.621.16 4.120.82 3.800.98 3.970.80 3.990.90
GPT-3.5 4.970.17 2.990.35 5.000.00 4.220.41 3.970.17 3.310.77
GPT-4 5.000.00 4.920.33 5.000.00 4.840.36 4.910.28 5.000.00

Table 2: LLM and human evaluation results of GPT-4 generated stories across six dimensions. Uninformed and
informed conditions indicate whether evaluators are informed that the stories are generated by AI. For each attribute,
we report its mean Likert scale and the standard deviation. Temperature is set to 0 for both GPT-3.5 and GPT-4.

by both human and LLM raters. Given the sub-348

jective nature of the evaluation, we observe a low349

inter-annotator agreement (IAA) among three an-350

notators, mirroring the findings of Chiang and Lee351

(2023b). Consequently, we decide to have five hu-352

man or LLM evaluators per story to collect diverse353

perceptions from humans instead of aiming for high354

agreement. The detailed scores can be found in in355

Appendix D for future reference. In Table 2, we356

have the following interesting observations. These357

stories generated by GPT-4 personas receive high358

ratings, close to or higher than 4.0, in terms of359

readability, cohesiveness, and believability from360

both human and LLM evaluators. This suggests361

that the stories are not only linguistically fluent362

and structurally cohesive, but also convincingly363

believable. Furthermore, human evaluators assign364

high scores for personalness, indicating that these365

stories genuinely describe personal experiences. In-366

terestingly, these stories receive lower scores for367

likeability from human evaluators, suggesting that368

while the stories may be believable and personal,369

they might not necessarily be as engaging or en-370

joyable to read. We also discover some interesting371

comments on these stories from human evaluators372

(see Appendix B).373

Unsurprisingly, the GPT-4 rater assigns the high-374

est ratings across all dimensions, indicating that the375

GPT-4 rater has a strong preference towards sto-376

ries generated by GPT-4. This confirms previous377

findings that LLMs prefer LLM-generated content378

(Liu et al., 2023). Notably, the GPT-3.5 evaluator379

assigns lower ratings in redundancy and person-380

alness than both human and GPT-4 evaluators.381

We also try multiple temperatures, finding that such382

trends are consistent in Appendix E.383

In Table 2, we observe interesting patterns in384

the ratings from human and LLM raters in two385

conditions. Firstly, it appears that human evalu-386

ators’ perception of stories remain consistent387

in readability, redundancy, cohesiveness, like- 388

ability, and believability regardless of whether 389

they are aware that the content is generated by 390

an AI. Secondly, there is a significant drop in the 391

perceived personalness of the content when human 392

evaluators are informed that the writer is an AI, 393

suggesting that knowledge of the content’s origin 394

may influence their sense of connection to the 395

material. Thirdly, the GPT-3.5 evaluator assigns 396

notably higher ratings for readability and markedly 397

lower ratings for personalness when aware that the 398

content is AI-generated. Lastly, the ratings from the 399

GPT-4 evaluator are consistently high with minimal 400

variation between the informed and uninformed 401

conditions, indicating a strong and consistent bias 402

in favor of GPT-4 content. 403

3.4 RQ4: Personality Perception 404

To assess whether personality traits are predictable 405

from these stories, we undertake two distinct anal- 406

yses. Firstly, we treat each persona’s personality 407

traits as a binary classification problem and com- 408

pute the accuracy of both humans and LLMs in in- 409

ferring personality traits. Secondly, we extract the 410

persona’s personality scores and examine the lin- 411

ear relationship between human judgement and the 412

persona’s BFI score. A comprehensive overview of 413

the average ratings from humans and LLMs across 414

the five personality dimensions are in Appendix C. 415

3.4.1 Personality Prediction 416

The human evaluators’ perceptions of personal- 417

ity were gathered using a Likert scale that ranged 418

from 1 to 5. These numerical values were then 419

transformed into nominal categories. Specifically, 420

scores of 4 and 5 were labeled as “positive”, 1 and 421

2 were deemed “negative”, and a score of 3 was 422

considered “neutral”. The accuracy of individual 423

and collective evaluations for each story is shown 424

in Figure 3 and Figure 4, respectively. 425
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Figure 3: Individual accuracy of human and LLM
evaluators in predicting personality.
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Figure 4: Collective accuracy of human and LLM
evaluators in predicting personality with majority votes.

The two figures reveal that the accuracy of hu-426

mans to predict personality traits from stories writ-427

ten by GPT-4 personas varies across the six di-428

mensions. When human evaluators are unaware429

of the AI’s authorship, they achieve an accuracy430

of 0.68 on Extraversion and 0.51 on Agreeable-431

ness but perform close to random (0.50) on the432

other BFI dimensions. This shows that the diffi-433

culty of text-based personality prediction task to434

human raters. When we aggregate the votes of hu-435

man annotators based on the majority vote for each436

story, the accuracy for Extraversion and Agree-437

ableness increases to 0.84 and 0.69, respectively.438

The accuracy of the other three personality traits439

also improves with majority voting, indicating the440

personality traits are perceivable (better than441

random 0.5) from the stories to human raters442

on a group level. Interestingly, we find that the ac-443

curacy decreases with varying degrees when the444

human evaluators are aware of AI’s authorship.445

Finally, GPT-4 shows impressive performance in446

recognizing Extraversion, achieving an accuracy447

of 0.97. GPT-4 also exhibits decent performance in448

predicting Agreeableness and Conscientiousness,449

with an accuracy of 0.68 and 0.69, respectively.450

3.4.2 Correlation with BFI Scores451

Beyond the binary classification of personality, we452

have delved into the relationship between the Big453

Five Inventory (BFI) scores of LLM personas’ and454

human perception. Spearman’s r is calculated be-455

tween the human’s ratings and the Personas BFI456

scores on each trait. Our findings reveal that LLM457

personas’ BFI scores correlate to varying ex-458

tents with human perceptions, with Extraver-459

sion exhibiting the strongest link. Specifically,460

when humans are unaware of AI authorship, sig-461

nificant correlations are found across all five traits462

(EXT: r = .64, p < .001; AGR: r = .33, p < .001; 463

CON: r = .26, p < .001; NEU: r = .23, p < .005; 464

OPN: r = .22, p < .005). Conversely, when partic- 465

ipants knew about the AI authorship, correlations 466

persisted in four traits (EXT: r = .42, p < .001; 467

AGR: r = .32, p < .001; CON: r = .20, p < .05; 468

NEU: r = .17, p < .05), with non-significance 469

for Openness. The diminished strength of the BFI 470

correlations in the condition where evaluators were 471

informed of the AI authorship corroborates our ear- 472

lier observation: the awareness of the AI author- 473

ship influences the perception of personality. 474

4 Related Work 475

4.1 Personality and Language Use 476

Psychologists have developed various personal- 477

ity theories to understand common human traits, 478

including the Big Five (Briggs, 1992; De Raad, 479

2000; Goldberg, 2013), Sixteen Personality Fac- 480

tors (16PF) (Cattell, 1957; Cattell and Mead, 2008), 481

and the Myers-Briggs Type Indicator (MBTI) (My- 482

ers, 1962, 1985). These theories offer consistent 483

and reliable descriptions of individual differences 484

and have been widely applied in practical contexts 485

such as career planning (Schuerger, 1995; Kennedy 486

and Kennedy, 2004; Lounsbury et al., 2005), aca- 487

demic achievement (Ayers et al., 1969; O’Connor 488

and Paunonen, 2007; DiRienzo et al., 2010; Ka- 489

jzer, 2023), and relationship compatibility (Cur- 490

ran Jr, 1970; Hines and Saudino, 2008). Psycho- 491

metric instruments, such as the BFI (John et al., 492

1999), NEO-PI-R (Costa and McCrae, 2008), and 493

MBTI®6, have been developed based on these the- 494

ories to represent (quantitatively) personality traits 495

in individuals. Furthermore, research has consis- 496

tently shown a strong correlation between personal- 497

6https://www.themyersbriggs.com/
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ity and language use (Pennebaker and King, 1999;498

Pennebaker and Graybeal, 2001; Lee et al., 2007;499

Hirsh and Peterson, 2009). Pennebaker et al. (2001)500

introduced a dictionary LIWC (Linguistic Inquiry501

and Word Count) to summarize features from hu-502

man writings and demonstrated their correlation503

with the Big Five personality traits. While most504

previous research has focused on language use in505

humans, our study extends this inquiry to LLMs.506

4.2 LLMs as Simulated Agents507

Recent research has shown that, as the size of508

LLMs increases, LLMs demonstrate emerging abil-509

ities as agents (Andreas, 2022) and exhibit human-510

like behavior in reasoning (Dasgupta et al., 2022;511

Webb et al., 2023; Binz and Schulz, 2023; Aher512

et al., 2023; Wong et al., 2023), role-playing (Wang513

et al., 2023b; Shao et al., 2023; Wang et al., 2023a),514

and social science experiments (Horton, 2023; Park515

et al., 2023; Ziems et al., 2023). These studies pri-516

marily leverage advanced prompting techniques to517

generate human-like behavior within specific con-518

texts. However, there remains a gap in the literature519

regarding understanding the abilities of LLM-based520

agents to exhibit certain personality traits and the521

effect of said abilities on the linguistic behavior of522

these agents and human perception towards them.523

4.3 Personality in NLP524

The NLP community has historically been inter-525

ested in personality research, including automatic526

text-based personality prediction (Mairesse et al.,527

2007; Feizi-Derakhshi et al., 2021; Bruno and528

Singh, 2022), personality prediction from digi-529

tal footprints (Farnadi et al., 2013; Oberlander530

and Nowson, 2006; Skowron et al., 2016; Tadesse531

et al., 2018), and personalized dialogue generation532

(Mairesse and Walker, 2007, 2011; Zhang et al.,533

2018; Qian et al., 2018) including stylistic transfer534

of personality traits such as formality and polite-535

ness (Kabbara and Cheung, 2016; Jin et al., 2019;536

Madaan et al., 2020). With the recent wave of537

LLM models, research has investigated the use of538

LLMs for automatic personality prediction (Gane-539

san et al., 2023; Rao et al., 2023; Cao and Kosinski,540

2023; Yang et al., 2023), assessing the ability of541

LLMs to express certain personality traits (Li et al.,542

2022; Pan and Zeng, 2023; Safdari et al., 2023)543

and on creating benchmarks for assessing this abil-544

ity (Jiang et al., 2022a; Wang et al., 2023a), in545

addition to manipulating personality in LLM con-546

tent via prompting engineering (Karra et al., 2022;547

Jiang et al., 2022a,b; Caron and Srivastava, 2022; 548

Li et al., 2023). However, none of the previous 549

work has delved into the linguistic behavior of LLM 550

personas nor the human perception of personality- 551

conditioned LLM content. This study aims to fill 552

that gap by not only examining the linguistic behav- 553

ior of these personas but also by evaluating their 554

generated content through both human and LLM 555

evaluation. We use story evaluation and personality 556

prediction to offer valuable insights into the capac- 557

ity of LLM personas to utilize personality-related 558

words and their perception by human evaluators. 559

5 Conclusion 560

In this work, we explore the capability of GPT- 561

3.5 and GPT-4 to consistently express a personal- 562

ity profile using a well-validated personality scale. 563

Specifically, we investigate the behavior of LLM 564

personas in completing the BFI test and story writ- 565

ing and run analyses with psycholinguistic features, 566

human evaluation, and personality prediction. 567

Through psycholinguistic analysis, we find that 568

LLM personas from GPT-3.5 and GPT-4 can con- 569

sistently tailor their BFI answers to match their 570

assigned personalities and write with linguistic fea- 571

tures characteristic of those personality traits. Re- 572

garding our investigation on linguistic patterns in 573

writing, we found that each personality trait is as- 574

sociated with different representative linguistic be- 575

havior of LLM personas in writing. We also find a 576

notable alignment in word usage between humans 577

and LLM personas. On LLMs’ ability to generate 578

stories conditioned on certain personality profiles, 579

we find that the stories are not only linguistically 580

fluent and structurally cohesive, but also convinc- 581

ingly believable. Moreover, our investigation show 582

that human evaluators’ perception of readability, 583

redundancy, cohesiveness, likeability, and believ- 584

ability remain consistent regardless of whether they 585

are aware that the content is generated by an AI. 586

We also show that human judges are able to predict 587

personality traits (expressed in the LLM-generated 588

content) with varying degrees across various per- 589

sonality traits. Perhaps, the most interesting finding 590

is that the awareness of AI authorship influences 591

the human judges’ perception of personality as we 592

notice that the accuracy (of predicting prompted 593

personality traits) decreases (with varying degrees) 594

when human judges are aware of AI authorship. 595
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Limitations596

Our research presents some limitations which we597

discuss here. First, our work evaluates LLMs in598

personality assessment and writing task settings but599

does not include more naturalistic settings like as-600

sessing the human interaction and collaboration of601

LLM personas. Further, future studies should col-602

lect data about the human annotator’s background603

with a deeper investigation of the effect of the anno-604

tator’s personality and background on their person-605

ality prediction accuracy. Lastly, we find a decrease606

in human accuracy in personality assignment and607

their perception of the story’s personalness when608

informed about AI. Whether there exists a casual609

relationship could be insightful for artificial agent610

research. A future step could investigate what fun-611

damental factors contribute to the decrease in per-612

sonality assignment when humans are aware of613

AI’s authorship. It could also be linked with em-614

bodied agents to investigate how additional modal-615

ities impact the person’s perception. It will also616

be promising to explore how personality influences617

the action planning of LLM personas as a further618

step. At last, our study solely focuses on English619

stories and does not investigate other languages,620

which can also be a future direction to explore.621

Ethical Considerations622

This study strictly adheres to the ACL Code of623

Ethics for human experiments and has been granted624

Exempt status by the Institutional Review Board625

(IRB). We have conducted our research on the626

Prolific platform, ensuring compliance with Mas-627

sachusetts laws by compensating our online annota-628

tors at a rate of $15 per hour. In the interest of trans-629

parency and reproducibility, we have included the630

exact instructions and prompts used in this study631

in either the paper appendix or the GitHub repos-632

itory. In the human evaluation, we make sure the633

stories selected do not contain harmful or offensive634

text. The evaluators are made aware that their re-635

sponses will be used exclusively for the study, and636

no personal identifiers will be collected.637

We follow the license or terms for use for any638

research artifact we use in the paper. We follow the639

terms of use release from OpenAI 7 and Licenses640

from LIWC 8. We use the Essays dataset (Pen-641

nebaker and King, 1999) solely for our research642

use. We have checked the content of the generated643

7https://openai.com/policies/terms-of-use
8https://www.liwc.app/

stories in our paper and ensure that there is no sen- 644

sitive or provocative content in the data, which will 645

be made public upon paper acceptance. 646

Personalized LLMs have demonstrated remark- 647

able abilities in generating human-like content. As 648

these generative agents become increasingly preva- 649

lent, it is crucial to consider their potential misuse 650

for harmful purposes, targeting individuals, com- 651

munities, or entire societies. Personified agents 652

have the potential to provide more enticing interac- 653

tions for people in their daily lives. Although we 654

do not take a general stance on AI agent applica- 655

tions, we strongly advocate for all stakeholders to 656

disclose their transparency in AI usage to increase 657

trust among individuals. One of the results of our 658

study suggests the necessity of ethical disclosure of 659

AI usage to human users: human’s reported person- 660

alness and perception of psychological personality 661

traits is greatly impacted by their awareness of AI 662

usage. 663

Lastly, it is important to emphasize that the pri- 664

mary objective of this work is a scientific inquiry 665

into LLM’s expressivity and human personality 666

perception of written records. Our evaluation used 667

story writing as a vehicle because it is effective for 668

the purpose of the study and does not have a strong 669

implication for a specific application. That being 670

said, we believe in harnessing the power of AI to 671

foster constructive and less polarized conversations 672

across divided communities while also ensuring its 673

ethical and responsible use. We urge all parties to 674

remain vigilant and proactive in mitigating the risks 675

associated with AI and to work collaboratively to- 676

ward establishing robust guidelines and regulations 677

that prevent its misuse. Meanwhile, transparency 678

about AI usage is a critical practice to ensure user 679

agency and protect human rights. 680
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A Story Examples Generated by LLM 962

Here, we select a few stories as examples for the audience based on the human-evaluation results in Table 963

3. Specifically, we sample one story from each personality trait that achieved relatively high accuracy in 964

human personality inference results. Notably, due to the unbalanced prediction results on each trait, some 965

selected stories have lower accuracy among 5 annotators. 966

Personality Story
Extroverted (5/5) One sunny afternoon, I found myself at the local park, my eyes scanning the horizon, watchful of

any interesting activity that might crop up. As an individual who thrives in the company of others, I
naturally gravitate towards gatherings and events. So, when I spotted a group of people setting up for a
concert, I couldn’t help but be intrigued. I approached the group, a mixture of musicians and technical
crew, offering a hand. Their initial surprise quickly transformed into appreciation as my enthusiasm
and energy seemed to infect them. I’ve always been someone who can’t resist lending a helping hand,
especially if it involves an exciting experience. As the hours wore on, I found myself assisting with
multiple tasks, each more exciting than the last. From helping set up the stage to engaging in a friendly
banter with the band members, I was in my element. Although the setting sun indicated that I should
be tired, my energy seemed boundless. However, amidst the excitement, I couldn’t shake off a nagging
feeling. The concert was to start soon, and the lead guitarist seemed to be nowhere in sight. My worry
grew when I overheard the band members...

Introverted (5/5) In the quiet solitude of my apartment, I often lose myself in the twisting corridors of my thoughts. The
world outside buzzes with life, yet I find comfort in the soft hum of the refrigerator and the rhythmic
ticking of the clock. My sanctum is a world of books, music, and art, each holding a mirror to the
depth of human experiences. One particular rainy afternoon, I found myself engrossed in a novel that
explored the paradox of human existence. It was then that I received a call from my neighbor, Mrs.
Jenkins. Her son had broken his arm and she needed someone to watch over her six-year-old daughter,
Lily. I hesitated, aware that I was about to step outside my comfort zone. But the desperation in Mrs.
Jenkins’ voice nudged me into agreeing. Lily was a whirlwind of energy, her infectious laughter and
inquisitive nature a stark contrast to my usual tranquility. As soon as Lily stepped into my apartment,
her eyes widened at the sight of my overflowing bookshelves, my sketches littered on the coffee table,
and the classical music playing softly in the background. I could see her mind buzzing with...

Agreeable (5/5) Once upon a time, I was working as an event coordinator for a large corporation. While I was always
busy, I relished the opportunity to be surrounded by a bustling environment and a sea of people. My
days were filled with planning meetings, coordinating logistics, and ensuring that everything ran like
clockwork. One day, I was tasked with planning our most significant event of the year, the annual gala.
The event was a considerable undertaking, with hundreds of guests, including our CEO, high-profile
clients, and notable industry personalities. The pressure was on, but I was ready to rise to the occasion.
I meticulously planned every single detail, from the venue layout to the minute-by-minute schedule.
I triple-checked everything, ensuring that the caterers understood the menu, the decorators knew the
theme, and the audiovisual team was prepared. My team and I worked tirelessly around the clock to
make sure that the event would be perfect. A week before the gala, I started feeling a knot of unease in
my stomach. I was constantly replaying every detail in my head, worrying about what could go wrong.
I couldn’t shake off the feeling that I was forgetting something crucial....

Antagonistic (4/5) There I was, in the back corner of the local coffee shop, my sanctuary from the world. My gaze was
transfixed on the dark, bitter coffee in my hand, the steam rising in wisps like my thoughts. The world
outside seemed to buzz and hum, but I was insulated from it all, safe in my solitude. The bell on the
front door jingled, signaling a new customer’s arrival. I didn’t bother to look up. Why would I? I was
there for the coffee, not the people. But, the universe seemed to have other plans. A voice, chipper
and bright, echoed through the shop, cutting through the usual din of murmuring voices and clinking
cups. "Hey, can I sit here? All the other seats are taken." I looked up to see a girl, probably in her early
twenties, standing at my table. She had a wide smile that seemed to shine brighter than the sun outside.
I gave her a curt nod, gesturing to the empty seat across from me. She sat down, her eyes sparkling
with an eagerness that I found unsettling. She launched into a conversation, talking about the weather,
the coffee, the book she...

Conscientious (5/5) It was a typical Tuesday afternoon and I was comfortably settled in my favorite corner of the local
library. Surrounded by the faint smell of old books and the hushed whispers of other patrons, I felt
a sense of calm wash over me. The library was my sanctuary, a place where I could retreat from the
world and lose myself in the quiet contemplation of the written word. One particular book had caught
my interest that day, ’The Art of Solitude.’ It was a thought-provoking exploration of the joys and
challenges of being alone, a theme that resonated deeply with me. As I turned each page, I found
myself nodding in agreement with the author’s reflections on the importance of solitude in fostering
self-awareness and introspection. A sudden burst of laughter interrupted my reading. Looking up, I
saw a group of teenagers huddled around a table, their faces lit up by the glow of their smartphones.
I felt a pang of annoyance. This was a library, after all, a place of quiet and respect. But I quickly
reminded myself that everyone has a different way of engaging with the world. I took a deep breath,
refocused, and immersed...
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Unconscientious (2/5) I remember the time when I was given the responsibility of organizing our company’s annual retreat.
I was thrilled at the opportunity, not because I enjoy coordinating such events, but because I knew
it was going to be a great chance to stir things up a bit. We were a group of 20 people who would
be spending an entire weekend at a remote resort. The retreat was meant to foster team bonding and
camaraderie, but honestly, these events were always predictable and monotonous. I decided this one
would be different. I strode into the planning meeting with an air of confidence that was hard to ignore.
Most of my colleagues were looking forward to a well-organized and systematic event. They knew I
wasn’t exactly diligent when it came to planning, but they probably hoped I would make an exception
this time. I had a different plan. I decided to make the retreat as spontaneous and unpredictable as
possible. No schedules, no pre-planned activities, just a free-for-all. I stated my plan to the team, and
as expected, it was met with raised eyebrows and skeptical looks. I shrugged off their doubt. After all,
I wasn’t one...

Neurotic (3/5) My life has always been a tapestry of solace and solitude, a universe of its own. On a chilly winter night,
I sat alone in my dimly lit room, the faint glow from my computer screen illuminating the scattered
books and papers. I had a deadline to meet, a story to submit, but my mind was adrift, entangled in a
web of thoughts, each more intricate than the last. A cup of cold coffee lay discarded on the desk, its
purpose long forgotten. My gaze fell on the worn, leather-bound book peeking from the pile, "Art: The
Definitive Visual Guide." A surge of curiosity urged me to pick it up. I consider myself an eclectic
reader, my interests spanning from the realms of science to the oasis of arts, and everything in between.
I found solace in the unknown, in the novelty of new ideas, and the thrill of uncharted territories. I
opened the book, and the artistic world unfolded before me. The vivid colors, the passionate strokes,
and the silent stories captivated me. Each painting was a universe of its own, a tale of the artist’s soul,
and a mirror reflecting the observer’s psyche. The world around...

Emotionally Stable (5/5) In the heart of the bustling city, I lived in a small apartment, my sanctuary from the world. One day,
as I was returning from my weekly trip to the local bookstore, I found a stray kitten huddled by the
staircase of my building. It was a tiny, shivering furball, looking up at me with wide eyes. I couldn’t
ignore it. I brought the kitten home, creating a warm makeshift bed from an old sweater. I named
her Luna. Luna was timid and wary of her new surroundings. But with time, she grew comfortable
around me, her purrs filling my once quiet apartment with life. Being an editor for a publishing house,
I worked from home, which meant I spent a great deal of time with Luna. I would read her passages
from the manuscripts I was working on, and she would purr in response, as if she understood. One
day, I received a manuscript from a new author. It was a fantasy novel, filled with magical creatures,
enchanted forests, and heroic quests. As I read the manuscript, I noticed it was riddled with plot holes
and inconsistencies. But beneath the imperfections, there was...

Open (5/5) There I was, standing at the entrance of the art museum, my heart pounding with anticipation. I was
about to experience the grand opening of the museum’s new modern art exhibit, a highly anticipated
event in our city. I was lucky to have scored an invite to the opening night, and I was buzzing with
excitement. I had no idea that this evening would lead me to a new friend and an unforgettable
experience. As I walked into the grand hall, I was greeted by a sea of vibrant colors, unusual shapes,
and thought-provoking installations. Each piece of art seemed to tell a unique story, inspiring a sense
of curiosity within me. I was eager to explore more, to dive into the unknown, and to allow the art
to speak to me. As I was studying a beautiful abstract painting, a lady standing next to me started a
conversation. "Quite a mesmerizing piece, isn’t it?" she asked, her eyes sparkling with enthusiasm. She
introduced herself as Grace, a local art enthusiast. We instantly clicked and found ourselves engrossed
in deep conversations about the various art pieces. We both loved the same paintings, shared the same
perspectives, and could...

Closed (4/5) I remember it was a chilly Saturday in December. The sky was overcast, a canvas of grey, and the
streets were bustling with last-minute holiday shoppers. I, however, was tucked away in my quiet
corner of the world, my small yet cozy apartment. My place could be described as a bit messy. Books
were strewn haphazardly on my coffee table, and my laundry hamper was positively overflowing. But
I liked it that way‚Äîit felt lived in, familiar. That day, I had chosen to retreat from the world and
indulge in my favorite pastime: reading. As I sank into my worn-out couch, a worn-out paperback
in my hands, I felt a wave of contentment wash over me. There was something comforting about the
world of literature. The characters never asked too much of me, and I was free to explore their lives
without the pressure of social interaction. There was a knock at the door, breaking the peaceful silence
of my sanctuary. It was my neighbor, Mrs. Jenkins, her arms full of freshly baked cookies. She was an
extrovert, always popping by to chat or share her latest culinary creations. Despite our stark personality
differences, we had formed...

Table 3: Selected stories from human-evaluation experiment. The personality columns shows its corresponding
predicted personality accuracy rate. x/5 means x out of 5 annotators predicted correctly.

B Story Comments967

During human annotation, we provide an optional comment section for each story, allowing human annotators to share their968
thoughts after reading the story. We receive some interesting comments from human annotators when they are informed969
or uninformed that the writer of the story is AI. After filtering out comments such as “N/A”, “No”, “None” and “No Com-970
ments”, there are 104 valid comments whose average length is 12.7 words in the informed condition and 122 valid comments971
whose average length is 13.4 words in the uninformed condition. We compute the sentiment scores of the comments with972
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cardiffnlp/twitter-roberta-base-sentiment-latest by mapping negative, neutral, and positive to -1, 0, and 1. We find 973
out that the average sentiment is 0.45 in the informed condition and 0.16 in the uninformed condition, indicating that evaluators 974
have a slightly better attitude towards the stories when informed of the AI authorship. We also sample a few representative 975
comments for each condition in Table 4. We notice that there are constant mixed comments towards these stories, where some 976
stories are quite believable and enjoyable and other stories are banal and exaggerating. However, we observed that when informed 977
of the AI authorship people tend to be more lenient about the stories and give more complements about the stories (see comments 978
in the “surprised” section), which is consistent with the higher average sentiment score we show earlier. When people are 979
unaware that the author is AI, they constantly guess the author’s personality and question the motivation of the author to write 980
some stories (see comments in the “confused” section). This is particularly interesting and highlights that the potential social 981
implications in terms of chaos and confusion if AI-generated content is consumed or AI characters interact with humans without 982
notifying people. All the comments will be published along with the stories and code on Github. 983

Attitude Comments
Informed Condition

Critical (1) I thought the story was a little basic and lacked deeper meaning.
(2) The build up is pretty good but falls flat towards the end.
(3) A believable story, if it seems somewhat exaggerated with the author’s impulsiveness.

Sympathetic (1) It’s a relatable situation that someone could get behind and feel for.
(2) Relatable work & anxiety story. I relate in some ways.
(3) live your dreams even when there no planned.

Positive (1) I found myself really being put into the characters shoes.
(2) I found this story to be hilarious. I was laughing while I was reading it. The main character’s
interactions were absolute greatness.
(3) Vivid descriptions, almost cinematic like a movie script.

Surprised (1) The story actually sounded genuine and I wouldn’t have believed it was written by AI unless
someone told me.
(2) I would have never guessed this was an AI writer. I’m quite impressed and I thoroughly enjoyed
this road trip story.
(3) I like this story here the cat was a separate side story but the AI was able to integrate it in throughout,
in other stories it had what I would call side quests that added nothing to the final flow.

Uninformed Condition
Critical (1) It was harder to read and follow the story.

(2) Some of the punctuation seemed a little odd or over used.
(3) It started off strong, but there was no sense of why this person became uneasy, and they seemed to
become a different person as the essay went on, all of a sudden wanting predictability and alone time
instead of the chaos and "social butterfly" status. I found it inconsistent.

Sympathetic (1) Also feels quite personal.
(2) When you constantly look down, you don’t see what is right in front of you.
(3) As someone who used to code a lot, I felt the ending was very moving and believable.

Positive (1) Very enjoyable story about how sometimes unavoidable changes in our lives can lead to happier
lives.
(2) It was enjoyable. I appreciated the self-awareness by someone who knows they are not always
well-liked or well-received.
(3) I enjoyed the description of the old lady particularly the etchings on her face. This was quite a
memorable explanation.

Confused (1) Here’s something about the story that doesn’t seem believable, but it’s probably just the writer’s
extraggretions.
(2) This person must have taken drugs lol.
(3) The writer seems like he is not really fun to be around.

Table 4: We sample story comments for both informed and uninformed conditions.

C Personality Ratings 984

We sampled 32 LLM personas from 32 personality types. Therefore, we have 16 personas with positive labels and 16 personas 985
with negative labels for each personality, which would ideally lead to the average ratings close to 3. As shown in Table 5, we find 986
that the average ratings of GPT-3.5 and GPT-4 are closer to 3 than humans in Extraversion. Except for Extraversion, the average 987
ratings from GPT-4 seems consistently further away from 3 compared to human and GPT-3.5 evaluators. 988

D Story Evaluation Details 989

D.1 Filtering Stories for Evaluation 990

We design a simple lexicon-based classifier to detect if a story contains explicit use of personality trait lexicons. These lexicons 991
include “extrover*”, “introver*”, “agreeabl*”, “antagonis*”, “*conscientious*”, “neuroti*”, “emotionally stabl*”, “open to 992
experience”, “closed to experience”. We filter out stories which contain these lexicons and sample from the remaining stories for 993
human evaluation. 994
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Evaluator Extraversion Agreeableness Conscientiousness Neuroticism Openness to Experience
Uninformed Condition – Evaluation Scores (MeanSTD)

Human 3.221.36 3.421.15 3.861.05 2.761.22 3.541.19
GPT-3.5 3.190.85 4.080.82 3.390.74 2.130.49 3.620.60
GPT-4 3.001.42 4.011.08 4.041.18 2.021.01 4.031.07

Informed Condition – Evaluation Scores (MeanSTD)
Human 3.291.17 3.670.84 3.760.92 2.691.23 3.701.00
GPT-3.5 3.140.86 4.160.91 3.560.71 2.030.47 3.660.59
GPT-4 3.001.42 4.221.09 4.221.14 2.021.02 4.091.08

Table 5: LLM and human evaluation results of GPT-4 generated personal stories in 5 personality traits. Uninformed
and informed conditions indicate whether human or LLM evaluators are informed that the stories are generated by
AI. We report each evaluated attribute’s mean Likert scale and standard deviation. Temperature is set to 0 for both
GPT-3.5 and GPT-4.

Evaluator Readability Redundancy Cohesiveness Likability Believability Personalness
Inter-Annotator Agreement (IAA%)

Uninformed Human 0.0562 −0.0348 0.0361 0.0254 −0.0351 −0.0260
Informed Human 0.0164 0.0253 0.0358 0.0655 −0.0257 0.1061

Table 6: We report the inter-annotator agreement (IAA) among five annotators across six different metrics using
Krippendorff’s α. The subscript in the IAA column (%) is used to denote the average percentage of annotators who
agree on the most voted rating.

D.2 Prolific Setup995

We recruit Prolific workers from United States, whose first language is English with an approval rate between 99% and 100%.996
We have divided 32 stories into four equal batches, each containing eight stories. To begin each batch, a consent form is997
provided. Following this, each annotator reads the story and answers six evaluation questions that assess readability, personalness,998
redundancy, cohesiveness, likeability, and believability. An optional comment section is also provided for additional feedback999
on the story. Subsequently, we ask the annotators five questions related to personality traits: Extraversion, Agreeableness,1000
Conscientiousness, Neuroticism, and Openness to Experience. Screenshots of these questions are included below.1001

Figure 5: Consent form on Prolific.
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Evaluator Extraversion Agreeableness Conscientiousness Neuroticism Openness to Experience
Inter-Annotator Agreement (IAA%)

Uninformed Human 0.1151 0.0349 0.0051 −0.0343 0.0452
Informed Human 0.1054 0.1165 0.0759 0.0349 0.0857

Table 7: We report the inter-annotator agreement (IAA) among five annotators across five personality traits using
Krippendorff’s α. The subscript in the IAA column (%) is used to denote the average percentage of annotators who
agree on the most voted rating.

Figure 6: Readability question on Prolific.

Figure 7: Personalness question on Prolific.

Figure 8: Redundancy question on Prolific.

Figure 9: Cohesiveness question on Prolific.

D.3 Inter-annotator Agreement 1002

The task of evaluation presents a subjective and complex challenge, which has resulted in a low inter-annotator agreement (IAA) 1003
in Krippendorff’s α among the five annotators. We have included the IAA scores for six distinct metrics in Table 6. Additionally, 1004
the IAA scores for five personality traits are presented in Table 7. The phenomenon of low inter-rater agreeability is consistent 1005
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Figure 10: Likeability question on Prolific.

Figure 11: Believability question on Prolific.

Figure 12: Comment question on Prolific.

Figure 13: Extraversion question on Prolific.

with previous findings in labeling tasks for social computing, calling more research attention to creating techniques to navigate1006
the annotation disagreements for more accurate label representation (Gordon et al., 2021).1007

D.4 Annotator Demographics1008

We also include the demographics of 39 unique participants who contribute to evaluate the stories. All of these participants are1009
living in the United States and 37 out of 39 were born in the USA and 2 out of 39 born in Nigeria. We include the distribution of1010
age, sex, and ethnicity in the Figure 18.1011

E LLM as Evaluators1012

E.1 Temperature1013

We experiment with different temperatures with the GPT-3.5 and GPT-4 evaluators and observe similar trends reported by Chiang1014
and Lee (2023b). As shown in Table 8, we see the ratings given by LLM evaluators are negatively correlated to the temperature.1015
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Figure 14: Agreeableness question on Prolific.

Figure 15: Agreeableness question on Prolific.

Figure 16: Neuroticism question on Prolific.

Larger temperature also leads to large variance in the ratings among three LLM evaluators. We set the temperature to 0 in our 1016
experiment to ensure the results are more deterministic and reproducible for future research. 1017
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Figure 17: Openness question on Prolific.

(a) Age (b) Sex (c) Ethnicity

Figure 18: Distribution of age, sex, and ethnicity among the 39 Prolific annotators who evaluate the stories.

Evaluator Readability Redundancy Cohesiveness Likability Believability Personalness
Evaluation Scores (MeanSTD)

GPT-3.5 (T=0.0) 4.750.43 3.040.40 4.970.17 4.220.48 3.930.25 3.550.61
GPT-3.5 (T=0.3) 4.700.46 3.070.54 4.960.19 4.260.50 3.930.30 3.510.65
GPT-3.5 (T=0.7) 4.650.49 3.040.63 4.910.28 4.290.51 3.900.41 3.380.73
GPT-3.5 (T=1.0) 4.540.52 3.020.85 4.860.35 4.270.56 4.010.43 3.470.75
GPT-4 (T=0.0) 4.940.24 4.960.22 5.000.00 4.840.36 4.930.25 5.000.00
GPT-4 (T=0.3) 4.930.25 4.950.25 5.000.00 4.820.41 4.940.24 4.990.08
GPT-4 (T=0.7) 4.870.34 4.910.33 5.000.00 4.780.46 4.930.25 4.980.14
GPT-4 (T=1.0) 4.820.38 4.860.45 5.000.00 4.780.43 4.860.35 4.980.14

Table 8: LLM evaluation results of GPT-4 generated personal stories with different temperatures. For each evaluated
attribute, we report its mean Likert scale and the standard deviation.

F BFI Scores and Personality Traits1018

In additional to report the significant LIWC features correlated with the binary label in the main paper, we also conduct similar1019
study with the original 5 point labels with Spearsman’s ρ and report our findings here.1020

F.1 GPT-3.5 Personas1021

Extroversion Extroverted LLM personas tend to exhibit more social and prosocial behavior in their writings (social: ρ =1022
0.27, p < .001; prosocial: ρ = 0.18, p < .005). Introverted personas tend to use features that shows authenticity, such as words1023
that are genuine (authentic: ρ = −0.40, p < .001). Further, extroverted personas use positive tone and affect more in their1024
writings (affect: ρ = 0.46, p < .001; tone_pos: ρ = 0.33, p < .001).1025
Agreeableness Agreeable personas shows a strong positive affect and tone in writings (emo_neg: ρ = −0.66, p < .001;1026
tone_pos: ρ = 0.50, p < .001). More, they tend to have less conflict-related words (conflict: ρ = −0.66, p < .001), such as1027
fight, and have less differentiation in sentences (differ: ρ = −0.39, p < .001), such as “but” or “no”. They also have more1028
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prosocial word uses (prosocial: ρ = 0.34, p < .001), however, less authenticity (authentic: ρ = −0.24, p < .001). 1029
Conscientiousness Unconscientious personas have more negative tone and emotion in their writings, such as anger (tone_neg: 1030
ρ = −0.40, p < .001; emo_neg: ρ = −0.39, p < .001; emo_anger: ρ = −0.43, p < .001). Their writings tend to use 1031
more words that reflect conflicts (conflict: ρ = −0.41, p < .001). Conscientious personas use less negation words (negate: 1032
ρ = −0.26, p < .001), such as “no”, and have less power related words (power: ρ = −0.24, p < .001), such as “own” and 1033
“order”. Moreover, conscientious personas exhibit more analytic thinking in the writings (analytic: ρ = 0.22, p < .001). 1034
Neuroticism The strongest correlated linguistic features for neurotic personas is mental health related words, such as trauma or 1035
depression (mental: ρ = 0.46, p < .001). Overall, neurotic personas tend to have a negative emotion and tone in their writings 1036
(emo_neg: ρ = 0.26, p < .001; tone_neg: ρ = 0.22, p < .001). They also tend to use more words to suggest tentative actions, 1037
such as “if” or “any” (tenta: ρ = 0.18, p < .005). Emotionally stable personas are more likely to use words that are related to 1038
memory functions, such as “remember” (memory: ρ = −0.15, p < .01). 1039
Openness Open-minded personas tend to have more curiosity driven actions in their writing (curiosity: ρ = 0.28, p < .001), 1040
such as “seek”, and more positive tones. Their writings have less conflict-driven words and more affiliation drives (conflict: 1041
ρ = −0.17, p < .005; affiliation: ρ = 0.16, p < .005). Further, open-minded personas tend to write about leisure activities 1042
(leisure: ρ = 0.21, p < .001), such as “game” and “play”. 1043

F.2 GPT-4 Personas 1044

Extroversion Introverted personas have more descriptions of the their perception in the writings, for instance, their auditory 1045
experience (space: ρ = −0.38, p < .001; perception: ρ = −0.38, p < .001; auditory: ρ = −0.39, p < .001). Extroverted 1046
personas wrote more future focused event, such as the usage of “going to” (focusfuture: ρ = 0.36, p < .001). On the usage 1047
of pronouns, extroverted personas use more “we” while introverted personas tend to use “i”. Extroverted personas also have 1048
more positive tones (tone_pos: ρ = 0.21, p < .001), and use words that are related to rewards or achievement more frequently 1049
(reward: ρ = 0.26, p < .001; achieve: ρ = 0.25, p < .001). 1050
Agreeableness Agreeable personas display more positive tone and emotion in the writings (tone_pos: ρ = 0.46, p < .001; 1051
emo_pos: ρ = 0.42, p < .001). They are more prosocial (prosocial: ρ = 0.29, p < .001), and use less words that suggest 1052
conflict and more words that shows affiliation (conflict: ρ = −0.51, p < .001; affiliation: ρ = 0.22, p < .001; differ: 1053
ρ = −0.26, p < .001). Antagonistic personas uses more words that suggest power and ownership, such as “own” and “order”. 1054
Conscientiousness Conscientious personas has more prosocial and less negative linguistic features in their writings (prosocial: 1055
ρ = 0.28, p < .001; tone_neg: ρ = −0.34, p < .001). The writings have less perceived genuineness (authentic: ρ = 1056
−0.24, p < .001). Further, the writings involves achievement and work related words more frequently (achieve: ρ = 0.36, p < 1057
.001; work: ρ = 0.32, p < .001; reward: ρ = 0.25, p < .001). 1058
Neuroticism Neurotic personas writings reflect more negative emotions and tones, such as anxiety (emo_neg: ρ = −0.59, p < 1059
.001; tone_neg: ρ = −0.57, p < .001; emo_anx: ρ = −0.53, p < .001). The writings have more frequent usage of “i” and 1060
less usage of “we” (i: ρ = 0.36, p < .001; we: ρ = −0.28, p < .001). Emotionally stable personas write with more prosocial 1061
and social behaviors (prosocial: ρ = −0.27, p < .001; social: ρ = −0.28, p < .001), and the writings have higher score for 1062
perceived genuineness (authentic: ρ = 0.28, p < .001). 1063
Openness Open-minded persona’s writings have more curiosity and allure-driven linguistics, such as “research” and “won- 1064
der”(curiosity: ρ = 0.55, p < .001; allure: ρ = −0.30, p < .001). Further, the writings contain more analytical thinking and 1065
sharing thoughts (analytical: ρ = 0.27, p < .001; insight: ρ = 0.25, p < .001). Open-minded personas write with more big 1066
words with seven letters or longer and more words per sentence (BigWord: ρ = 0.29, p < .001; WPS: ρ = 0.26, p < .001). 1067
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