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Abstract

Online dis/misinformation is a social problem001
that has the potential to be substantially aggra-002
vated by the development of Large Language003
Models (LLMs). In this study we evaluate004
the potential for LLMs to be part of the so-005
lution for mitigating online dis/misinformation006
rather than the problem. Employing a public007
expert annotated dataset and a curated sample008
of social media content we evaluate the perfor-009
mance of GPT-4 and fine-tuned GPT-3.5-turbo010
on climate misinformation classification task,011
comparing them to existing climate-focused012
computer-assisted tools and expert assessments.013
Results show that fine-tuned GPT-3.5-turbo out-014
performs GPT-4 and a BERT-based model for015
classifying climate misinformation and func-016
tions at the equivalency of climate change ex-017
perts with over 20 years of experience in cli-018
mate communication. These findings highlight019
the potential of fine-tuned LLMs in 1) facili-020
tating civil society organizations with limited021
technical expertise to engage in a range of gov-022
ernance tasks with respect to climate misinfor-023
mation, and 2) encourage further exploration024
of AI-driven solutions for detecting climate dis-025
/misinformation.026

1 Introduction027

When considering public understanding of, mo-028

bilization about, and support for climate change029

science and policy, people rely on information030

from mediated sources such as online or offline me-031

dia rather than directly from scientists (Scheufele,032

2014). The reliance on such sources provides an033

opportunity for false or misleading claims about cli-034

mate change to compete with accurate ones and in-035

fluence public opinion and policy discourse which036

seriously hampers climate mitigation efforts (All-037

gaier, 2019; Gounaridis and Newell, 2024; IPCC,038

2022; Lewandowsky, 2021; Treen et al., 2020).039

Advances in Large Language Models (LLMs)040

could also contribute to the exacerbation and diffu-041

sion of climate misinformation if exploited by ma- 042

licious actors such as authoritative regimes. LLMs 043

are capable of generating high volumes of per- 044

suasive, deceptive, and human-like content full 045

of misinformation that promotes climate change 046

denial and skepticism (Fore et al., 2024; Zhang 047

et al., 2024; CAAD, 2024; Ellison and Hugh, 2024) 048

making it more difficult for humans to detect LLM- 049

generated dis/misinformation in news context es- 050

pecially when circulating on social media (Kreps 051

et al., 2022; Marlow et al., 2020). 052

The major knowledge gaps about the nature of 053

climate change information on digital platforms, 054

combined with inconsistent and ineffective con- 055

tent moderation policies across platforms (CAAD, 056

2024; CCDH, 2021; Romero-Vicente, 2023), con- 057

tinues to seriously hamper the effective mitigation 058

of climate change misinformation social media. A 059

key element of this problem is inadequate identi- 060

fication and classification tools that have the nec- 061

essary scale, scope, and (especially) technical ex- 062

pertise required to evaluate the veracity of claims 063

about climate change circulating online (Coan et al., 064

2021; Vu et al., 2023). 065

In response, researchers have attempted to de- 066

velop a variety of computer-assisted classification 067

tools to identify and respond to false or misleading 068

claims about climate change (Coan et al., 2021; 069

Leippold et al., 2024). However, the generalizabil- 070

ity of these detectors is less robust on types and 071

sources of text beyond what they are trained on, 072

demonstrating how easy it is for malicious actors 073

to overcome the detection by these algorithms (Stiff 074

and Johansson, 2022). 075

To address these issues, we take a human- 076

centered approach into evaluating the generalizabil- 077

ity of LLMs in detecting false or misleading claims 078

about climate change present in articles sourced 079

from low credible news sources that are circulating 080

on social media. We incorporate the assessment 081

of two experts with over 20 years of experience 082
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in climate communication into the evaluation of083

the capability of these LLMs in classifying climate084

misinformation. By pairing a quantitative evalua-085

tion with expert assessment of LLMs, we overcome086

some of the limitations related to the validity, qual-087

ity, and diversity of automated benchmarks that088

are commonly used by the AI and NLP commu-089

nities when performing automated evaluation of090

LLMs(Gehrmann et al., 2023; Xiao et al., 2024).091

Within this context, we explore in this work092

four research questions: (1) how well does GPT-4093

classify false or misleading claims about climate094

change in zero-shot classification? (2) does fine-095

tuning a smaller LLM (GPT-3.5-turbo) yield better096

performance in classifying climate misinformation097

as compared to GPT-4, (3) how do these models098

compare to existing computer-assisted approaches,099

and (4) and how aligned are they with domain ex-100

pert classification of climate change claims circu-101

lating on social media? The results of our study102

provide the following contributions:103

• We identify GPT-4’s inferior performance as104

compared to a BERT-based computer assisted105

tool (CARDS) (Coan et al., 2021) for classify-106

ing false or misleading claims about climate107

change on an expert annotated dataset.108

• We demonstrate the superior performance of109

fine-tuning GPT-3.5-turbo, as compared to110

GPT-4 and CARDS (Coan et al., 2021), for111

classifying false or misleading claims com-112

monly found in climate skeptic and contrarian113

blogs as annotated by climate change experts.114

• We illustrate GPT-3.5-turbo’s strong and ex-115

tensible capability for classifying false or mis-116

leading claims about climate change com-117

monly found in social media with the approxi-118

mate reliability as two senior climate change119

communication experts with over 20 years of120

experience.121

Through our findings, we hope to contribute to122

the collective efforts aimed at assessing the effi-123

cacy of LLMs in detecting and guardrailing against124

climate dis/misinformation. In addition, we encour-125

age AI researchers, designers, and developers to126

reflect on our approach and findings as they con-127

sider deploying LLMs for content moderation or128

as part of automated evaluation workflows for iden-129

tifying false or misleading claims about climate130

change in either human or AI generated content.131

2 Related Work 132

The potential abuse of LLMs by malign actors to 133

generate misinformation that shapes the informa- 134

tion environment and public opinion has become 135

evident across a range of domains, from politics 136

to healthcare, and including climate change (Yang 137

and Menczer, 2024; Marlow et al., 2020; Ferrara 138

et al., 2020; Akhtar et al., 2023; De Angelis et al., 139

2023). However, detecting climate dis/misinforma- 140

tion generated by humans is difficult, let alone con- 141

tent generated by LLMs (Chen and Shu, 2023). In 142

an effort to combat climate dis/misinformation, re- 143

searchers have introduced tools that leverage LLMs 144

to identify false claims about climate change from 145

skeptic and contrarian sources, fact-check these 146

claims, and even generate factual and in-depth an- 147

swers to climate related questions (Coan et al., 148

2021; Leippold et al., 2024; Thulke et al., 2024; 149

Mullappilly et al., 2023). Despite these efforts, re- 150

searchers have questioned the generalizability of 151

dis/misinformation detection tools and have iden- 152

tified vulnerabilities that enable malicious content 153

to bypass them (Stiff and Johansson, 2022). One 154

proposed solution to this issue is to establish bench- 155

marks to evaluate the capability of LLMs in classi- 156

fying and detecting climate related content. 157

Researchers have constructed several datasets 158

relevant to climate change research, but not nec- 159

essarily focused on benchmarking for climate dis- 160

/misinformation detection, to evaluate LLMs for 161

climate-related classification tasks such as: predict- 162

ing sentence relevance to climate change (Leippold 163

et al., 2024), stance detection in support or opposi- 164

tion toward climate change prevention (Vaid et al., 165

2022), and fact-checking scientific information re- 166

lated to climate science (Laud et al., 2023; Pirozelli 167

et al., 2023). 168

Still, such benchmarks seem to be suffering from 169

limitations in terms of the diversity and complex- 170

ity of examples used to rigorously evaluate the 171

input and generated text of the models for different 172

downstream applications (Liang et al., 2022). It is 173

essential, therefore, to involve stakeholders such as 174

climate change experts in the design, development, 175

and validation for many of these tools and datasets, 176

as their input and feedback not only refines the qual- 177

ity of the benchmark datasets, but also contributes 178

to model enhancements in terms of handling cli- 179

mate misinformation (Stiennon et al., 2020; Zhou 180

and Xu, 2020; Ouyang et al., 2022; Christiano et al., 181

2017). Through such human-centered approach, 182
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stakeholders can identify in-depth criteria for what183

these models are being evaluated on and propose184

edge cases that impose constraints on the model185

performance before it gets deployed(Xiao et al.,186

2024).187

3 Data188

Our study employs two datasets: 1) a public dataset189

of false or misleading claims about climate change190

sourced (see section 3.1) used to train Climate191

Change Denial and Skepticism (CARDS) model192

(Coan et al., 2021) and 2) a curated sample of the193

most engaging articles and blog posts (i.e., based194

on the number of likes, comments, shares) about195

climate change on Facebook and X (i.e., Twitter)196

from right-biased, questionable, and low credible197

sources.198

3.1 CARDS (benchmarking) dataset199

The curated dataset to train the CARDS model con-200

tains paragraphs from 53 contrarian and skeptical201

domains about climate change spanning the years202

1998 to 2020 and their corresponding claims based203

on annotations from the authors who are experts in204

climate research (Coan et al., 2021). The dataset is205

organized by the authors of CARDS into a taxon-206

omy of super claims and sub-claims that represent207

the primary arguments employed by climate denial-208

ists and skeptics (see Appendix A.2). False and209

misleading claims in this taxonomy are grouped210

into five main categories: (1) global warming is211

not happening, (2) humans greenhouse gases are212

not causing global warming, (3) climate impacts213

are not bad, (4) climate solutions won’t work, and214

(5) the climate movement and/or science are unre-215

liable.216

The dataset is split into training set (N=23,436),217

validation set (N=2,605), and test set (N=2,904)218

each containing paragraphs from sources publish-219

ing climate misinformation and their corresponding220

annotated claims by domain experts. Our decision221

to use this dataset is based on the (1) breadth of222

this dataset on climate misinformation and (2) the223

taxonomy of claims developed and validated by ex-224

perts in climate-research sourced from two decades225

worth of skeptic and denialist content (Coan et al.,226

2021). We leveraged this dataset because of the227

granularity it offers at the paragraph level in the228

training, validation, and test datasets which which229

allows benchmarking at different levels of analysis230

(e.g. paragraph level to simulate social media posts231

or aggregated at to the article level). The avail- 232

ability of the coding manuals used to annotate the 233

claims also enables us to craft prompts using the 234

instructions in these manuals for GPT-4 to classify 235

false and misleading claims about climate change 236

(as later described in section 4.1). 237

Articles in the CARDS dataset were sourced 238

from 20 prominent conservative think tanks (CTTs) 239

and 33 blogs. Every article was split into multiple 240

paragraphs each having a sequence length of 256 241

characters. All paragraphs in the dataset are in 242

English language and were cleaned from URLs, 243

scholarly citations, and non-English content. In 244

addition, claims were annotated by the authors of 245

CARDS based on the taxonomy of claims they 246

developed (Coan et al., 2021) and included in the 247

Appendix (see A.2). Claims in the CARDS data 248

are formatted as strings that combine the super- 249

claim and sub-claim into a single label separated 250

by an underscore (e.g., "5_1") referring to the super- 251

claim and sub-claim, respectively. 252

3.2 Social Media dataset 253

Scraping data 254

Using an API from NewsWhip1, a social media 255

analytics platform, we retrieved the URLs for the 256

daily 5000 most engaging (e.g. likes, shares, com- 257

ments) English-language articles discussing cli- 258

mate change that were published from American 259

domains on Facebook and X between January and 260

December 2022, inclusive. A list of relevant key- 261

words compiled by a climate change communica- 262

tion expert was used to query the NewsWhip API. 263

A full list of the keywords can be found in the 264

Appendix (see Appendix A.1). Next, we scraped 265

the text and metadata (e.g., publication date) from 266

all the URLs retrieved from NewsWhip using a 267

custom web scraper in Python that leverages News- 268

paper3K2 and BeautifulSoup3 libraries. 269

We ensured the scraped articles were centered 270

on climate change, and not merely mentioning the 271

topic in passing, by filtering the corpus using the 272

same list of keywords used for the API search (see 273

Appendix A.1). The keyword filter was applied to 274

the headline and first 250 words of each scraped 275

article, resulting in a corpus of 829,827 articles 276

with climate change and published on Facebook or 277

X in 2022. 278

1https://www.newswhip.com/
2https://newspaper.readthedocs.io/en/

latest/
3https://pypi.org/project/beautifulsoup4/
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Domain credibility279

We filtered our corpus by the domain credibility of280

the publisher as means to curate a test dataset that281

contained a sufficient number of false or misleading282

claims about climate change circulating on social283

media,.To determine the domain level credibility284

of each scraped article, we relied on a combination285

of the Media Bias Fact Check (MBFC) categories4286

and NewsGuard Trust score5. MBFC categorizes287

news sources in one of nine bias categories: least288

biased, left bias, left-center bias, right-center bias,289

right bias, conspiracy-pseudoscience, questionable290

sources, pro-science, and satire. Similarly, News-291

Guard Trust score is a reliability rating between 0292

and 100 that is assigned by journalists and editors293

to news websites based on journalistic and apolit-294

ical criteria such as credibility and transparency.295

A NewsGuard score of 60 or below indicate an296

untrustworthy news source.297

Employing these two resources, we appended298

the MBFC category and the NewsGuard score to all299

articles in our corpus with domains matching those300

in the two datasets. We then selected all articles301

from MBFC right-bias, conspiracy-pseudoscience,302

and questionable categories and/or had a News-303

guard score of 60 or below as articles that are most304

likely to contain false or misleading information.305

Out of the 829,927 articles published about cli-306

mate change in 2022 on Facebook and X, 71,175307

(8.6%) were classified as originating from right-308

bias, conspiracy-pseudoscience, and questionable309

domains with low credibility6.310

4 Methodology311

This section illustrates how the CARDS dataset de-312

scribed in section 3.1 is leveraged to (1) prompt and313

evaluate GPT-4 (section 4.1), and (2) fine-tune GPT-314

3.5-turbo to classify false or misleading claims315

about climate change (section 4.2). In addition,316

we describe how we applied the fine-tuned and317

CARDS models on a sample of articles from social318

media to further test and validate the models’ abil-319

ity to classify climate misinformation from other320

sources beyond contrarian content from conserva-321

tive think tanks and contrarian blogs (section 4.3).322

Finally, in section 4.4, we outline how two climate323

communication experts annotated the claims from324

4https://www.mediabiasfactcheck.com
5https://www.newsguardtech.com/solutions/

newsguard/
6Check Appendix A.3 for details about the most prevalent

domains in our dataset

a sample of paragraphs sourced from social media 325

and how these annotations were used to measure 326

the alignment between the LLMs and expert classi- 327

fication of false or misleading claims about climate 328

change. 329

4.1 Evaluating GPT-4 on CARDS 330

To assess how well GPT-4 performs in classifying 331

false or misleading claims about climate change, 332

we apply zero-shot classification technique to clas- 333

sify paragraphs about climate change, sourced from 334

articles published by conservative think tanks and 335

blog posts, that are part of the CARDS test dataset. 336

This test dataset serves as a baseline for compar- 337

ing the generated claims by GPT-4 and those al- 338

ready annotated by climate-research experts in the 339

CARDS test dataset for each paragraph. 340

To prompt GPT-4 to classify false or misleading 341

claims about climate change, we crafted a system 342

and user prompts based on the instructions derived 343

from the coding manual used to train annotators 344

for labeling the training and testing datasets that 345

were subsequently used to train the RoBERTalarge 346

CARDS model (Coan et al., 2021). The system 347

and user prompt structure are outlined in Appendix 348

A.4 and A.5. 349

The system prompt includes an overview of the 350

task and a coding rubric structured in JSON format 351

containing an identified, code, and claim descrip- 352

tion keys for each claim and sub-claim as described 353

in the CARDS supplimentary information(Coan 354

et al., 2021). The model is prompted to output ei- 355

ther (1) "no claim" when no false or mis-leading 356

claim is present in a paragraph or (2) one of 16 357

labels7 corresponding to false or misleading claims 358

outlined in the taxonomy of claims for the CARDS 359

(see Appendix A.2) 360

The user prompt was structured in a question and 361

answer format asking the model about the claim 362

to which an excerpt of text belongs to (as shown 363

in Appendix A.5). The phrasing of the question 364

was also derived from the CARDS coding manual. 365

We crafted the prompts to be consistent with the 366

CARDS coding manual so we have a one-to-one 367

comparison of the performance between the gen- 368

erated claim labels by GPT-4 and the annotated 369

claims by expert coders. Next, we validated the 370

prompts on the CARDS validation dataset to con- 371

firm that the model is compliant with the system 372

7As described in section 3.1 each label combines a super-
claim and its corresponding sub-claim delimited by "_".
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and user prompts and that the generated claims are373

in the same format as in the CARDs datasets.374

To evaluate GPT-4’s performance in classifying375

claims about climate change, we leveraged the test376

set (N=2,904) described in section 3.1. Using Ope-377

nAI library, we sent individual requests for each378

paragraph in the test dataset to GPT-4-0125 via the379

chat completion endpoint. Each request includes380

the system and user prompts outlined in Appendix381

A.4 and A.5. We requested the response format of382

the model to be in "json/object" which guarantees383

the returned message that the model generates is in384

valid JSON format. This enables easier handling385

and parsing of the returned response from the API386

endpoint. Also, to avoid GPT-4 from generating387

preamble messages as part of the response, we con-388

figured the temperature to 0. This ensures a more389

deterministic and concise responses that include390

only the label of the claim to which a paragraph391

belongs to.392

To compare the generated claims using GPT-4393

to those present in the test dataset we focused only394

at the super-claim level as a proxy to assess the395

model’s performance on the CARDS dataset. Ac-396

cordingly, we split the claim labels in the generated397

claims and those in the test dataset based on the398

under score delimiter. Only the number to the left399

of the underscore ("_") delimiter was extracted for400

model evaluation and comparison as it represents401

the super-claim. We elaborate on our findings from402

benchmarking the performance of GPT-4 with re-403

spect to the test dataset of the CARDS model in404

section 5.1 of the results section.405

Next, we describe our attempt to fine-tune GPT-406

3.5-turbo on CARDS datasets.407

4.2 Fine-tuning GPT-3.5-turbo on CARDS408

Although identifying false or misleading claims409

about climate change using zero-shot classifica-410

tion is feasible, it is not as scalable and extensi-411

ble approach to detecting misinformation as fine-412

tuning. For instance, the length and amount of413

contextual details included in the prompts, along414

with the need to continuously update, test, and vali-415

date these prompts (especially when requesting the416

model to classify new types of emerging claims417

about climate change) makes zero-shot prompting418

a less scalable approach when compared to fine-419

tuning. In contrast, fine-tuning enhances the ability420

of general purpose LLMs to be more optimal in421

their adaptability to domain-specific tasks such as422

identifying emerging types of claims about climate423

change by including a few examples of these claims 424

in the training data. In addition, fine-tuned LLMs 425

that accurately classify false or misleading informa- 426

tion about climate change have the potential to be 427

integrated into a variety of governance tools such as 428

those used for content moderation (Leippold et al., 429

2024). 430

For these reasons, we chose to fine-tune GPT- 431

3.5-turbo to classify false or misleading claims and 432

evaluate the alignment of the classified claims with 433

respect to the claims classified by GPT-4 and those 434

originally annotated by CARDS climate experts 435

in the CARDS test set. Similar to section 4.1, 436

we rely on the training (N=23,436) and validation 437

(N=2,605) sets from CARDS to fine-tune GPT-3.5- 438

turbo and evaluate its performance on classifying 439

false or misleading claims about climate change in 440

the test set. Employing OpenAI’s Python library, 441

we fine-tune GPT-3.5-turbo for 3 epochs with a 442

batch size of 8. The number of epochs and batch 443

size were selected to closely reflect the training hy- 444

perparamters for RoBERTalarge CARDS model8. 445

Because GPT-3.5-turbo is an instruction-based 446

model, we had to structure the CARDS training 447

and validation datasets in a list of chat message 448

dictionaries as recommended by OpenAI9. Each 449

dictionary includes a system and user messages as 450

shown in Appendix A.6. The system message in- 451

cludes the system prompt explaining to the model 452

details about classifying false or misleading claims 453

about climate change. The content of the user mes- 454

sage includes the paragraph text from the training 455

or validation sets. Finally, the content of the as- 456

sistant message is left empty to prompt the model 457

to generate a claim label that corresponds to the 458

paragraph in the user message. 459

All compiled dictionaries of system and user 460

messages were grouped in a JSONL file for- 461

mat to comply with OpenAI fine-tuning require- 462

ments. Accordingly, GPT-3.5-turbo was fine-tuned 463

on 13,330,863 tokens for 8,789 steps and costed 464

$106.65 USD. 465

To assess the performance of the fine-tuned 466

model with respect to the RoBERTalarge CARDS 467

model, we used the fine-tuned model to generate 468

the corresponding claim label for each paragraph in 469

the CARDS test set. To send these requests to the 470

chat completion endpoint, we also used OpenAI 471

8RoBERTalargeCARDS model was trained on 3 epochs
and batch size of 6

9https://platform.openai.com/docs/guides/
fine-tuning/example-format
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Python library and formatted the requests as chat472

messages similar to what we have already done for473

zero-shot classification in section 4.1. We elaborate474

on the findings from our assessment in section 5.1475

of the results.476

Next, we describe how the fine-tuned GPT-3.5-477

turbo and the RoBERTalarge CARDS models were478

applied to classify false or misleading claims about479

climate change in paragraphs from most engaging480

and low-credibility articles on social media about481

climate change.482

4.3 Classifying claims in social media data483

Employing the social media dataset described in484

section 3.2, we utilize the fine-tuned GPT-3.5-turbo485

to classify claims underpinning misinformation486

about climate change at the paragraph level similar487

to CARDS. The fine-tuned model codes each para-488

graph in each article in this dataset as containing489

either (1) no false or misleading claim or (2) one of490

16 false or misleading claim labels outlined in the491

taxonomy of claims of the CARDS model in Ap-492

pendix A.2. The generated claim labels combine493

the super-claim and sub-claim into a single label,494

delimited by an underscore ("_").495

We sent requests to the fine-tuned model’s chat496

completion endpoint using OpenAI Python library497

and formatted the requests in chat messages for-498

mat containing the system and user messages as499

described in section 4.2. An example of the prompt500

structure is illustrated in Appendix A.7. A total501

of 856,722 paragraphs from 71,175 articles pub-502

lished by low credible domains between January503

and December 2022 were classified by the model.504

After using the fine-tuned GPT-3.5-turbo model505

to classify claims on social media, we randomly506

selected a stratified sample of 914 paragraphs and507

their corresponding claim labels for manual evalu-508

ation by a pair of climate change communication509

experts. Half of the paragraphs were selected ran-510

domly from the generated claims that were labeled511

to have no claim and the other half was randomly512

selected using stratified sampling from all other513

types of claims in proportion to their distribution514

within the 2022 social media dataset.515

We apply RoBERTalarge CARDS model on the516

sampled paragraphs from social media by retriev-517

ing the model weights from Github10 and classify-518

ing the claims in these paragraphs.519

After classifying the claims in the sampled520

10https://github.com/traviscoan/cards

paragraphs from most engaging articles on so- 521

cial media using the fine-tuned GPT-3.5-turbo and 522

RoBERTalarge CARDS models, two climate com- 523

munication experts manually coded for the claims 524

in the same set of paragraphs. This provides a base- 525

line to compare the efficacy of the aforementioned 526

LLMs with respect to expert classification of cli- 527

mate misinformation. We elaborate on the coding 528

procedure in the next section. 529

4.4 Expert annotation of claims in social 530

media data 531

Two climate change communication experts, each 532

with over 20 years of experience as professors and 533

academic researchers on how climate science is 534

communicated, annotated the sampled paragraphs 535

from mostly engaging articles on social media (de- 536

scribed in section 4.3) on the super-claim and sub- 537

claim levels per the CARDS coding manual(Coan 538

et al., 2021). 539

Each annotator separately reviewed each para- 540

graphs and assigned a corresponding super-and sub- 541

claims based on its content. Coding the claims on 542

these two levels enable the annotators to detect 543

claims at a more granular level, which allows for 544

the identification and validation of super-claims 545

based on the detected sub-claims. The annotators 546

then consulted and resolved any disagreements to 547

create a final reconciled dataset of expert labels for 548

all 914 paragraphs. The resulting labels from the 549

manual annotation process then were formatted to 550

include the super-claim and sub-claim in a single 551

label that resembles the formatting used to train 552

CARDS and fine-tune the GPT-3.5-turbo model11. 553

The resulting labels from annotating the sampled 554

paragraphs by the climate communication experts 555

established a baseline (i.e., ground truth) to evalu- 556

ate the level of alignment between the claims clas- 557

sified by GPT-3.5-turbo and RoBERTalarge , and 558

the expert annotation of these claims on the social 559

media data. 560

In the results section, we (1) compare the perfor- 561

mance of GPT models (GPT-4 and GPT-3.5-turbo) 562

to the CARDS model to establish a performance 563

baseline for classifying false or misleading claim, 564

and (2) describe the level of alignment between the 565

generated claims by each LLM and the expert an- 566

notations on the sampled paragraphs from the most 567

engaging articles on social media that are published 568

11The formatting is similar to the one described in section
4.1 combining the super- and sub-claims into a single label
delimited by ‘_‘
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by low credible sources.569

5 Results570

5.1 Evaluating the performance of GPT571

models on CARDS data572

Using the zero-shot approach (described in section573

4.1) to classify climate misinformation on CARDS574

test dataset, our findings indicate a comparable per-575

formance of GPT-4 to the CARDS model in clas-576

sifying false or misleading claims about climate577

change (F1=0.74) as shown in Table 2. However,578

in comparison to CARDS, GPT-4 appears to have579

a higher rate of false positives (Precision=0.70) in-580

dicating that the model is being more conservative581

in classifying paragraphs with no claims as false or582

misleading claims about climate change compared583

to the CARDS models. In addition, GPT-4 had a584

higher recall than CARDS indicating the model’s585

capability to correctly classify instances containing586

claims relevant to climate misinformation.587

Though GPT-4 is a much larger model compared588

to RoBERTalarge , in terms of parameter size, it589

is less resource intensive for stakeholders in cli-590

mate change discourse such as researchers, policy-591

makers, or think tanks to utilize this model when592

classifying climate misinformation as it does not593

require substantial investment in computational re-594

sources or expertise to develop a customized model595

such as CARDS for classifying climate misinfor-596

mation. However, detecting false or misleading597

claims does not include the models’ capability to598

respond to or mitigate such claims unless they are599

augmented with relevant external knowledge as600

seen in use cases for fact-checking climate change601

claims(Leippold et al., 2024). Accordingly, future602

research is needed to explore and extend our work603

to determine whether models capable of detecting604

climate misinformation can augment general mod-605

els, such as GPT-4, with information about which606

claims are false or misleading to help orient these607

general models toward guard-railing against such608

claims.609

Although GPT-4 had comparable performance610

to CARDS in classifying false or misleading claims611

on the CARDS test dataset, fine-tuning GPT-3.5-612

turbo resulted in an even more performant model.613

The fine-tuned model (as described in section 4.2)614

has outperformed GPT-4 and RoBERTalarge mod-615

els on F1-score by 13.5% and 9.1%, respectively616

(see Table 2). Furthermore, the fine-tuned model617

has an uplift in precision compared to GPT-4 and618

RoBERTalarge CARDS model by 25.7% and 7.3%, 619

respectively. This improvement was at a cost of a 620

slight decline in the recall of the fine-tuned model 621

(81%) from GPT-4’s 82%. Still, the fine-tuned 622

model had a much better recall (81%) compared to 623

RoBERTalarge as shown in Table 2. 624

Metric GPT-3.5-turbo GPT-4 RoBERTalarge
Precision 0.88 0.70 0.82
Recall 0.81 0.82 0.75
F1-Score 0.84 0.74 0.77

Table 2: Comparing the performance of GPT-3.5-turbo
and GPT-4 in classifying false or misleading claims
about climate change in paragraphs belonging to the
CARDS test set across three classification metrics: pre-
cision, recall, and F1-Score. The results were also eval-
uated against the RoBERTalarge CARDS model on the
same test set.

In the next section, we describe our find- 625

ings from evaluating the alignment between the 626

generated claim labels by GPT-3.5-turbo and 627

RoBERTalarge ) with respect to the annotated claims 628

by two climate-communication experts on the sam- 629

pled paragraphs from articles circulating on social 630

media that are published by low credible sources. 631

5.2 LLM vs. Expert classification of claims 632

First we evaluated the intercoder-relability to en- 633

sure the alignment between the two experts by 634

calculating Krippendorf’s alpha. Coders scored 635

αKrippendorff=.89 showing strong alignment between 636

the two experts with respect to their coding of 637

claims of the sampled paragraphs from articles 638

about climate change circulating on social media. 639

Then, using the claims generated by GPT-3.5-turbo 640

and RoBERTalarge we calculated the αKrippendorff for 641

each model with respect to expert annotations. 642

We found a much higher level of alignment 643

(αKrippendorff=0.89) between the fine-tuned GPT-3.5- 644

turbo and the climate research experts compared 645

to RoBERTalarge CARDS model (αKrippendorff=0.66). 646

This suggests that the fine-tuned GPT-3.5-turbo can 647

classify false or misleading claims about climate 648

change with the approximate reliability as two se- 649

nior climate change communication experts with 650

over 20 years of experience. This opens up an op- 651

portunity for designing future AI systems that code 652

and annotate climate misinformation at a scale with 653

a human oversight. 654

Delving further into the performance compari- 655

son between GPT-3.5-turbo and the RoBERTalarge 656
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Fine-tuned GPT-3.5-turbo RoBERTalarge

Claim Code Precision Recall F1 Support Precision Recall F1 Support
0 0.94 0.94 0.94 491 0.76 0.96 0.85 491
1 0.71 1.00 0.83 24 0.71 0.62 0.67 24
2 0.93 0.93 0.93 14 1.00 0.79 0.88 14
3 0.57 1.00 0.73 8 0.57 0.50 0.53 8
4 0.95 0.94 0.95 274 0.93 0.63 0.75 274
5 0.99 0.89 0.94 103 0.90 0.62 0.74 103

Accuracy 0.94 914 0.81 914
Macro avg 0.85 0.95 0.88 914 0.81 0.69 0.74 914

Weighted avg 0.94 0.94 0.94 914 0.83 0.81 0.80 914

Table 1: Model performance comparison between the fine-tuned GPT-3.5-turbo and CARDS model in classifying
false or misleading claims about climate change on a sample content from social media. Performance is measure
assessed based on precision, recall, F1 scores. The claim labels corresponding to the claim codes are: (0) No claim,
(1) global warming is not happening, (2) humans greenhouse gases are not causing global warming, (3) climate
impacts are not bad, (4) climate solutions won’t work, and (5) the climate movement and/or science are unreliable.

CARDS model with respect to expert annotations657

at the super-claim level of analysis, we find the658

macro averaged F1 score for the fine-tuned GPT-659

3.5-turbo (F1-macro=0.88) to be 18.9% higher than660

the one reported by RoBERTalarge CARDS model661

(F1-macro=0.74) as shown in Table 1. The fine-662

tuned GPT-3.5-turbo also predominately had higher663

F1 scores across the five main categories of claims664

indicating strong performance by the model in665

identifying and classifying the main categories of666

claims outlined by the CARDS taxonomy, but on a667

broader sample of text from social media.668

On the other hand, we observed a poor perfor-669

mance by the fine-tuned model in detecting claims670

related to climate impacts are not bad. Review-671

ing the annotated super-claims and sub-claims by672

experts, we found that the fine-tuned model is un-673

able to accurately classify sub-claims within this674

category about the impacts of climate change on675

animal and plant species (see sub-claim 3.2 within676

the taxonomy of claims in Appendix A.2). We677

found that the fine-tuned GPT-3.5-turbo is biased678

toward inaccurately classifying claims regarding679

climate change impacts on animal and plant species680

as false, possibly due to biases in the CARDS train-681

ing data that we originally fine-tuned the model on682

(see Limitations in section 7). This indicates addi-683

tional fine-tuning is needed to enhance the ability of684

the model to differentiate between text describing685

positive versus negative impacts of climate change.686

6 Conclusion687

As developers and researchers test the potential of688

LLMs to persuade and misinform at scale (Matz689

et al., 2024; Zhang et al., 2024), evaluating the690

potential for LLMs to be part of the solution for691

online dis/misinformation rather than the problem692

becomes a task of great import. In this context, 693

the overarching goal of this paper was to bench- 694

mark the ability of LLMs to classify climate change 695

dis/misinformation that circulates on social media 696

in comparison to other NLP computer-assisted ap- 697

proaches and climate change communication ex- 698

perts. 699

The results showed that though GPT-4 perfor- 700

mance was inferior to trained BERT-based model 701

in classifying climate change misinformation, a 702

fine-tuned GPT-3.5-turbo model was superior to a 703

trained BERT-based model and functionally equiva- 704

lent as a climate change communication expert with 705

20 years of experience in classifying claims about 706

climate change in social media. This demonstrates 707

the potential for LLMs to be deployed in variety of 708

governance roles to help mitigate potential harms 709

that are inadvertently or purposefully perpetuated 710

by LLMs, such as content moderation of social 711

media or guardrailing general purpose LLMs from 712

hallucinating and generating false information. 713

Our paper’s results are also indicative of a 714

broader shift in NLP approaches, training and fine- 715

tuning LLMs for NLP tasks that previously re- 716

lied on other computational approaches. Though 717

LLMs are closed-source, employing fine-tuned 718

LLM-based tools and applications may enhance 719

the ability of civil society organizations that often 720

have limitations on their technical expertise to en- 721

gage in a range of important governance tasks (e.g., 722

identifying and tracking dis/misinformation and 723

hate speech). 724
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7 Limitations725

There are several limitations of this research. First,726

the data used for benchmarking GPT-4 and fine-727

tuning GPT-3.5-turbo is in English and in text for-728

mat, which excludes claims in other languages and729

modalities (e.g., images and videos). This sets an730

important boundary condition on the performance731

of the models in identifying climate change mis-732

information while providing pathways for future733

research on LLM capabilities to accurately and re-734

liably classify such content.735

Another limitation is the reliance of our research736

on a single taxonomy of claims developed by the737

authors of CARDS (Coan et al., 2021) that was738

leveraged to fine-tune GPT-3.5.-turbo. This intro-739

duces two sets of biases. First, as the CARDS740

annotated dataset was based on an expert review741

of climate skeptic and contrarian domains, whether742

the GPT-3.5-turbo model is capable of precisely743

discriminating between accurate and inaccurate cli-744

mate change claims within high credible sources745

(e.g. The New York Times, CNN, etc.) is an open746

question. One way to address this problem, as747

the authors of the CARDS model have recently748

moved toward, is a two-stage approach for classify-749

ing claims that first determines the veracity of the750

claim and in the second stage labels the category751

of false claims (Rojas et al., 2024). A next step,752

therefore, is to benchmark GPT-3.5-turbo model’s753

performance in classifying claims from high credi-754

ble sources for comparison to the updated CARDS755

model and continue fine-tuning as necessary on756

text sourced from domains with varying credibility.757

A second model bias is the inability to classify758

claims in social media posts that do not fall within759

the CARDS taxonomy. For instance, the origi-760

nal taxonomy upon which CARDS is based in-761

cludes claims about human health impacts as a762

category but was excluded in the final model due763

it its low prevalence (Coan et al., 2021). How-764

ever, this may be a function of the ideological-765

skew of climate skeptic blogs on which CARDS766

was trained that ignored this dimension of climate767

change impacts and/or temporal trends increasing768

the prominence of health impacts. As a result, cli-769

mate change communication experts annotating the770

social media claims observed a substantial number771

of false claims about the health impacts of climate772

change on humans that did not fall within the cur-773

rent CARDS model and which the GPT 3.5-Turbo774

was unable to classify.775

In addition, the model’s poor performance in 776

classifying claims about the impacts of climate 777

change on animal and plant species (see Table 1), 778

could also be attributed to the under-representation 779

of these examples in the CARDS dataset used 780

for fine-tuning. Moving forward, fine-tuning the 781

GPT-3.5-turbo model on additional expert anno- 782

tated datasets, for example from Climate Feedback 783
12 would likely enhance the model’s performance 784

in accurately classifying a wider range of claims. 785

These limitations stress the importance of bench- 786

marking the performance of LLMs against data 787

collected from "the wild" as we did in this paper 788

and fine-tuning accordingly to ensure optimal per- 789

formance in detecting misinformation online. 790

8 Ethics Statement 791

Incorporating the knowledge of domain experts 792

into the design and development of AI tools for 793

classifying the veracity of claims about climate 794

change, or any other topic (e.g., politics, healthcare, 795

or public policy), requires careful considerations 796

of bias and impact. Frameworks or taxonomies 797

of “truth” integrated with computer-assisted tools, 798

regardless of their scientific basis, may have ide- 799

ological or inadvertent subjective biases that nar- 800

row the range of information that is deemed ac- 801

curate or inaccurate beyond what is optimal for 802

free and open discourse. Therefore, it is important 803

to mitigate such biases in the design and develop- 804

ment process of AI-driven claim-detection and fact- 805

checking tools by incorporating the inputs from 806

diverse teams of researchers. 807

The deployment of AI tools, similar to the ones 808

evaluated in this work, to detect false or misleading 809

claims also have social implications. For instance, 810

deploying these tools for content moderation of on- 811

line platforms or for other governance tasks raises 812

normative questions about free-speech that requires 813

the engagement from a diverse range of societal 814

stakeholders and decision-makers. It is also cru- 815

cial to consider the potential exploitation and abuse 816

of these by malicious actors, such as authoritar- 817

ian regimes, to limit free expression. Mitigating 818

this threat requires researchers and developers to 819

be mindful of these considerations in the develop- 820

ment of AI tools, actively engage with a diverse 821

range of societal stakeholders in their development 822

and deployment, and guard against their misuse by 823

malign actors. 824

12https://science.feedback.org
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A Appendix998

A.1 Climate Change keywords999

A full list of the compiled climate change keywords1000

identified by climate experts that are used to scrape1001

and filter relevant climate change articles: climate1002

change - climate crisis - climate effects - climate1003

hoax - climate policy - climate resilience - climate1004

science - climate summit - global warming - green-1005

house gas - greenhouse gases - IPCC - green energy1006

- climate hypocrisy - paris agreement - paris climate1007

- net zero - net-zero - COP26 - climate conversation1008

- climate test - climate gap - climate activists - cli-1009

mate activist - clean energy - climate negotiations -1010

climate deal - green new deal - climate conference1011

- green technology - green tech - climate fearmon-1012

gering - climate fears - climate anxiety - carbon1013

capture1014

A.2 CARDS Taxonomy of Claims1015

Figure 1: Taxonomy of claims published by (Coan et al., 2021)
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A.3 Prevalence of domains in the social media1016

data1017

Domain Number of Articles % Prevalence Bias

newsbreak.com 208,855 24.37% Questionable Source
freerepublic.com 47,236 5.51% Right Bias
theepochtimes.com 32,536 3.79% Questionable Source
foxnews.com 29,598 3.45% Right Bias
beforeitsnews.com 25,824 3.01% Questionable Source
breitbart.com 25,001 2.91% Questionable Source
zerohedge.com 21,853 2.55% Conspiracy-pseudocience
washingtonexaminer.com 18,348 2.14% Right Bias
washingtontimes.com 15,614 1.82% Questionable Source
patriotpost.us 14,488 1.69% Right Bias
newsmax.com 11,571 1.35% Questionable Source
americanthinker.com 10,500 1.22% Questionable Source
wnd.com 10,053 1.17% Questionable Sources
lawenforcementtoday.com 9,291 1.08% Right Bias
shorenewsnetwork.com 9,016 1.05% Right Bias
sott.net 8,560 0.99% Conspiracy-pseudocience
dailycaller.com 8,479 0.98% Right Bias
wattsupwiththat.com 8,202 0.95% Conspiracy-pseudocience
bizpacreview.com 8,028 0.93% Right Bias
townhall.com 7,910 0.92% Questionable Source
lifesitenews.com 7,562 0.88% Questionable Source
thelibertybeacon.com 7,464 0.87% Conspiracy-pseudocience
noqreport.com 7,294 0.85% Questionable source
dailywire.com 5,446 0.63% Questionable Source
westernjournal.com 5,406 0.63% Questionable Source

Table 3: Top 25 low credible domains, their prevalence, and bias category accounting for 65.85% of the total number
of articles in the social media dataset described in Section 3.2.

13



A.4 System Prompt1018

1019
"""1020
Overview:1021
---------1022
CARDS: Computer Assisted Recognition of Denial1023

and Skepticism , is a machine learning project1024
. Our aim is to train a computer to1025
automatically detect and categorize1026
misinformation about climate change. The end1027
goal is that a computer can look at some text1028
and successfully identify any climate1029

misinformation - and even identify specific1030
denialist claims. If successful , this will1031
enable us to travel back in time and build a1032
history of climate misinformation , including1033
when myths originated and how they've evolved1034
over time. It will also enable us to spot1035
new publishing of denialist claims in real -1036
time.1037

1038
Context:1039
--------1040
Use the following coding rubric to answer the1041

task assigned to you:1042
[1043
{1044
"code": "1",1045
"identifier ": 1,1046
"claim": "Global warming is not happening"1047

},1048
{1049
"code": "1_1",1050
"identifier ": 6,1051
"claim": "Ice/permafrost/snow cover isn't1052
melting"1053

},1054
{1055
"code": "1_2",1056
"identifier ": 11,1057
"claim": "We're heading into an ice age/1058
global cooling"1059

},1060
{1061
"code": "1_3",1062
"identifier ": 12,1063
"claim": "Weather is cold/snowing"1064

},1065
{1066
"code": "1_4",1067
"identifier ": 13,1068
"claim": "Climate hasn't warmed/changed over1069
the last (few) decade(s)"1070

},1071
{1072
"code": "1_5",1073
"identifier ": 14,1074
"claim": "Oceans are cooling/not warming"1075

},1076
{1077
"code": "1_6",1078
"identifier ": 15,1079
"claim": "Sea level rise is exaggerated/not1080
accelerating"1081

},1082
{1083
"code": "1_7",1084
"identifier ": 16,1085
"claim": "Extreme weather isn't increasing/1086
has happened before/isn't linked to climate1087
change"1088

},1089
{1090
"code": "1_8",1091
"identifier ": 17,1092
"claim": "They changed the name from global1093
warming ' to climate change"1094

},1095
{1096
"code": "2",1097
"identifier ": 2,1098
"claim": "Human greenhouse gases are not1099
causing climate change"1100

},1101
{1102
"code": "2_1",1103
"identifier ": 18,1104

"claim ": "It's natural cycles/variation" 1105
}, 1106
{ 1107
"code": "2_2", 1108
"identifier ": 24, 1109
"claim ": "It's non -greenhouse gas human 1110
climate forcings (aerosols , land use)" 1111

}, 1112
{ 1113
"code": "2_3", 1114
"identifier ": 25, 1115
"claim ": "There 's no evidence for greenhouse 1116
effect/carbon dioxide driving climate change" 1117

}, 1118
{ 1119
"code": "2_4", 1120
"identifier ": 76, 1121
"claim ": "C02 is not rising/ocean pH is not 1122
falling" 1123

}, 1124
{ 1125
"code": "2_5", 1126
"identifier ": 78, 1127
"claim ": "Human CO2 emissions are miniscule/ 1128
not raising atmospheric CO2" 1129

}, 1130
{ 1131
"code": "3", 1132
"identifier ": 3, 1133
"claim ": "Climate impacts/global warming is 1134
beneficial/not bad" 1135

}, 1136
{ 1137
"code": "3_1", 1138
"identifier ": 31, 1139
"claim ": "Climate sensitivity is low/negative 1140
feedbacks reduce warming" 1141

}, 1142
{ 1143
"code": "3_2", 1144
"identifier ": 32, 1145
"claim ": "Species/plants/reefs aren't showing 1146
climate impacts yet/are benefiting from 1147
climate" 1148

}, 1149
{ 1150
"code": "3_3", 1151
"identifier ": 35, 1152
"claim ": "C02 is beneficial/not a pollutant" 1153

}, 1154
{ 1155
"code": "3_4", 1156
"identifier ": 37, 1157
"claim ": "It's only a few degrees (or less)" 1158

}, 1159
{ 1160
"code": "3_5", 1161
"identifier ": 38, 1162
"claim ": "Climate change does not contribute 1163
to human conflict/threaten national security" 1164

}, 1165
{ 1166
"code": "3_6", 1167
"identifier ": 39, 1168
"claim ": "Climate change doesn 't negatively 1169
impact health" 1170

}, 1171
{ 1172
"code": "4", 1173
"identifier ": 4, 1174
"claim ": "Climate solutions won't work" 1175

}, 1176
{ 1177
"code": "4_1", 1178
"identifier ": 40, 1179
"claim ": "Climate policies (mitigation or 1180
adaptation) are harmful" 1181

}, 1182
{ 1183
"code": "4_2", 1184
"identifier ": 46, 1185
"claim ": "Climate policies are ineffective/ 1186
flawed" 1187

}, 1188
{ 1189
"code": "4_3", 1190
"identifier ": 53, 1191
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"claim": "It's too hard to solve"1192
},1193
{1194
"code": "4_4",1195
"identifier ": 55,1196
"claim": "Clean energy technology/biofuels1197
won't work"1198

},1199
{1200
"code": "4_5",1201
"identifier ": 58,1202
"claim": "People need energy (e.g., from1203
fossil fuels/nuclear)"1204

},1205
{1206
"code": "5",1207
"identifier ": 5,1208
"claim": "Climate movement/science is1209
unreliable"1210

},1211
{1212
"code": "5_1",1213
"identifier ": 59,1214
"claim": "Climate -related science is1215
uncertain/unsound/unreliable (data , methods &1216
models)"1217

},1218
{1219
"code": "5_2",1220
"identifier ": 64,1221
"claim": "Climate movement is alarmist/wrong/1222
political/biased/hypocritical (people or1223
groups)"1224

}1225
]1226

1227
Task:1228
-----1229
Classify whether a text excerpt belong to one of1230

the claims outlined in the Context section1231
provided in JSON format. Only respond in a1232
JSON format outlined below and don't make1233
things up beyond what is given to you in the1234
context. Below is the formatted JSON response1235
template:1236

{1237
"code": "CODE",1238
"identifier ": IDENTIFIER ,1239
"claim ": "CLAIM"1240

}1241
1242

If no claim is present in the text , just return a1243
formatted json response like this one:1244

{1245
"code": "0_0",1246
"identifier ": 0,1247
"claim ": "no claim"1248

}1249
1250
1251

This the end of the instructions. Now you will be1252
provided a question with an excerpt of text1253
and asked to identify the claim to which it1254
belongs to.1255

"""12561257

Listing 1: System prompt used for Zero-shot
classification of claims on CARDS test data that
is derived from CARDS coding manual in the
supplimantary information of (Coan et al., 2021).

A.5 User Prompt 1258

1259
""" 1260
Question: To what claim does the following text 1261

belongs to? 1262
{text} 1263

1264
Answer: 1265
""" 12661267

Listing 2: User prompt to generate the claim label
corresponding to each paragrpah that is populated in
the placeholder {text}.

1268
""" 1269
Question: To what claim does the following text 1270

belongs to? 1271
1272

What we are experiencing is outside of anything 1273
humans have seen on our planet and the only 1274
explanation that makes any real sense is that 1275
it is due to human actions. 1276

1277
Answer: 1278
""" 12791280

Listing 3: An example user prompt illustrating how te
paragraph is passed as part of the prompt

A.6 Prompts used for Fine-tuning 1281

System prompt 1282
1283

""" 1284
You are an expert in classifying false and 1285

misleading claims about climate change in 1286
news media. You are asked to classify whether 1287
a text excerpt belongs to one of the 1288
following labels separated by a comma: 0_0, 1 1289
_1, 1_2, 1_3, 1_4, 1_5, 1_6, 1_7, 1_8, 2_1, 2 1290
_2, 2_3, 2_4, 2_5, 3_1, 3_2, 3_3, 3_4, 3_5, 3 1291
_6, 4_1, 4_2, 4_3, 4_4, 4_5, 5_1, 5_2. 1292

Your answer must only include the classification 1293
label with no additional details 1294

""" 12951296

Listing 4: System prompt used as part of fine-tuning
that describes for the model the task of classfying false
or misleading claims about climate change.

Fine-tuning prompt structure 1297
1298

{ 1299
"role": "system", 1300
"content": "You are an expert in classifying 1301
false and misleading claims about climate 1302
change in news media. You are asked to 1303
classify whether a text excerpt belongs to 1304
one of the following labels separated by a 1305
comma: 0_0, 1_1, 1_2, 1_3, 1_4, 1_5, 1_6, 1_7 1306
, 1_8, 2_1, 2_2, 2_3, 2_4, 2_5, 3_1, 3_2, 3_3 1307
, 3_4, 3_5, 3_6, 4_1, 4_2, 4_3, 4_4, 4_5, 5_1 1308
, 5_2. Your answer must only include the 1309
classification label with no additional 1310
details." 1311

}, 1312
{ 1313
"role": "user", 1314
"content": {text} 1315

}, 1316
{ 1317
"role": "assistant", 1318
"content": {claim} 1319

} 13201321

Listing 5: A template request that includes the system,
user, and assistant messags that were used to fine-tune
the model. All requests were sent in JSON format that
include all three messages.
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A.7 Inference request using fine-tuned model1322

1323
1324

{1325
"role": "system",1326
"content": "You are an expert in classifying1327
false and misleading claims about climate1328
change in news media. You are asked to1329
classify whether a text excerpt belongs to1330
one of the following labels separated by a1331
comma: 0_0, 1_1, 1_2, 1_3, 1_4, 1_5, 1_6, 1_71332
, 1_8 , 2_1, 2_2, 2_3, 2_4, 2_5, 3_1, 3_2, 3_31333
, 3_4 , 3_5, 3_6, 4_1, 4_2, 4_3, 4_4, 4_5, 5_11334
, 5_2. Your answer must only include the1335
classification label with no additional1336
details."1337

},1338
{1339
"role": "user",1340
"content": "What we are experiencing is outside1341

of anything humans have seen on our planet1342
and the only explanation that makes any real1343
sense is that it is due to human actions"1344

},1345
{1346
"role": "assistant",1347
"content": ""1348

}13491350

Listing 6: A sample request passed to the fine-
tuned GPT-3.5-turbo model to generate the claim label
corresponding to the paragraph in the user message.
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