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Abstract

Concept maps are graphs of entities and their
relations that can foster students’ understanding
of texts. However, manually constructing them
is a challenging task. To overcome this, au-
tomatic concept map extraction methods have
emerged, typically using a pipeline approach
to extract entities and their relations. Yet, ex-
isting methods face limitations in scalability,
scarcity of data and non open-access architec-
tures. To bridge these gaps, we introduce a
novel, modularized and open-source pipeline
for concept map extraction, using semantic and
sub-symbolic techniques. To address scalabil-
ity, we integrate a summarization step over the
input documents and an importance ranking
step to make relation extraction more efficient.
To tackle data scarcity, we fine-tune a sequence-
to-sequence neural model with limited anno-
tated examples. Our approach achieves state-
of-the-art performance on METEOR metrics,
particularly crucial for concept maps, given the
focus on semantic similarity of this metric, and
state-of-the-art precision for ROUGE-2. This
contribution advances automated concept map
extraction, opening doors to wider applications
supporting learning and knowledge access.

1 Introduction

Teachers often use concept maps to facilitate stu-
dents’ understanding and meaningful acquisition
of information from texts. Novak and Cafias (2007)
were the first ones to define concept maps as struc-
tured summaries in the form of a graph, as shown
in Figure 1, and to observe their capacity to help
students in “learning how to learn” (Novak, 1990).
Since then, concept maps have been recognized as
a useful learning support modality, aiding in inte-
grating new information with pre-existing knowl-
edge (Canas et al., 2001) and potentially benefiting
several school or academic disciplines, such as bi-
ology or history (Baxendell, 2003).

Manual creation of concept maps from text is
however challenging and impractical. As a result,

there has recently been significant attention given
to the automatic extraction of concept maps from
text (de Aguiar et al., 2016; Falke et al., 2016;
Falke and Gurevych, 2017; Falke et al., 2017; Falke,
2019). Additionally, its potential applications ex-
tend beyond learning, as demonstrated by several
studies in information retrieval and knowledge rep-
resentation (Villalon, 2012; Leake, 2006).
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Figure 1: An example for a concept map, showing six
concepts and five relations between them. It was created
based on a text discussing alternative treatment options
for ADHD. Example taken from Falke (2019).

Despite its benefits, the automatic construction
of concept maps still exhibit several shortcomings.
First, they struggle with scalability, being often
limited to processing small document collections
and unable to handle large-scale datasets efficiently.
Second, they depend on the availability of anno-
tated datasets to implement supervised models ef-
ficiently. Third, their code or architecture is not
openly accessible. Lastly, these methods do not in-
corporate external world knowledge, which could
significantly enhance the quality of the system gen-
erated concept maps.

Our contributions are threefold. First, we intro-
duce a novel and open-access pipeline for auto-
mated concept map extraction from text, that lever-
ages semantic and sub-symbolic methods'. Second,
we demonstrate that fine-tuning relation extraction
models with few annotated examples can yield re-
sults comparable to supervised models. Such fine-

"https://github.com/vsirr/concept_map_
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tuned models help addressing the scalability and
limited dataset challenges found in the literature.
Lastly, we evaluate our approach and achieve state-
of-the-art results on the WIKI dataset. Notably, we
emphasize the effectiveness of summarizing the en-
tire document rather than selecting specific portions
of the graph, leading to a general enhancement in
output quality as evidenced by higher METEOR
metrics (34.23, 19.19 and 24.13 for Precision, Re-
call and F1 respectively), and ROUGE-2 Precision
score (21.88).

2 Related Work

Concept maps are structured representations of
knowledge (Falke, 2019) and are formally defined
as labeled and directed graphs with nodes repre-
senting entities and edges representing relations
between these entities. Concept map extraction can
thus be framed as a summarization task where the
summary is in a graph format rather than text.

The literature conventionally portrays the au-
tomatic extraction of concept maps from text as
a multi-step process, involving sub-tasks such as
concept and relation extraction, and sub-graph se-
lection. Existing work can be divided into two
types of methods: the ones addressing Concept
Map - Multi Document Summarization (CM-MDS)
and the ones tackling Concept Map - Document
Summarization (CM-DS) (Falke et al., 2017). CM-
MDS can be seen as a variant of traditional multi-
document summarisation approaches that aims to
generate one concept map from a text cluster (Falke,
2019). In contrast, CM-DS aims to produce a con-
cept map for an individual document (Falke, 2019).

Early research efforts primarily focused on CM-
DS (Oliveira et al., 2001). Subsequent studies em-
ployed unsupervised methods with deep syntactic
parsing (Leake, 2006) for concept selection, pre-
dominantly based on frequency. Going further,
Kowata et al. (2010) extracted concept maps from
non-English texts, particularly Portuguese news
articles. Additionally, de Aguiar et al. (2016) intro-
duced a comprehensive pipeline approach that inte-
grates grammar rules, co-reference resolution, and
concept ranking based on occurrence frequency.

Concerning CM-MDS, Rajaraman and Tan
(2002) pioneered the domain, utilizing regular
expressions and term-frequency-based grouping.
Zouagq et al. (2011) later defined patterns over de-
pendency syntax representations for entity extrac-
tion and highlighted the utility of concept map min-

ing in ontology learning. Zubrini¢ et al. (2015)
were the first ones to extend the CM-MDS task to
languages beyond English, introducing a heuristic
approach for summarizing concept maps from legal
documents written in Croatian. Table 1 summarizes
existing methods for both CM-DS and CM-MDS.

Authors Language Task
Oliveira et al. (2001) English CM-DS
Rajaraman and Tan (2002)  English CM-MDS
Leake (2006) English CM-DS
Villalon and Calvo (2009) English CM-DS
Kowata et al. (2010) Portuguese CM-DS
Zouaq et al. (2011) English CM-MDS
Zubrinic et al. (2012) Croatian CM-MDS
Qasim et al. (2013) English CM-MDS
Zubrinié et al. (2015) Croatian CM-MDS
de Aguiar et al. (2016) English CM-DS
Falke and Gurevych (2017)  English CM-MDS
Falke et al. (2017) English CM-MDS
Falke (2019) English, German CM-MDS
Yang et al. (2020) English CM-MDS
Nugumanova et al. (2021) Kazakh, Russian ~CM-MDS
Ghodratnama et al. (2023) English CM-MDS
Lu et al. (2023) English CM-MDS
Bayrak and Dal (2024) Turkish CM-MDS

Table 1: Pipeline methods for CM-DS and CM-MDS,
with the languages in which the model is available.

Lastly, it is noteworthy to mention the work of
Falke (2017; 2017; 2019), who made significant
contributions to the field and whose datasets act as
the main benchmark for evaluating our approach.
They formalized the task and definitions of au-
tomated concept map extraction, introduced new
shared evaluation protocols, created benchmark
datasets, and developed new model pipelines. Their
model leverages predicate-argument structures and
automatic models for German and English, achiev-
ing state-of-the-art performance in both CM-DS
and CM-MDS. The model presented by Falke et al.
(2017) is a pipeline approach including four distinct
steps: (1) Concept and Relation extraction, relying
on Open Information Extraction with filtering and
sub-processing; (2) Concept Graph construction
with a system based on pairwise classification and
set partitioning; (3) Graph summarization using
Integer Linear Programming.

Inspired by past and current approaches, we
maintain a pipeline architecture, while introduc-
ing an open access and modularized system which
is based on semantic and sub-symbolic methods.
Furthermore, we fine-tune a sequence-to-sequence
model based on BART (Lewis et al., 2019) for the



relation extraction sub-task, overcoming the lim-
ited scalability of current models and limited access
to resources. Moreover, we introduce preliminary
summarization and importance ranking steps that
reduce the search space and enhance the scalability
of the pipeline.

3 Model Pipeline

Our model consists in a pipeline with four com-
ponents, as depicted in Figure 2: (1) Summary
Extraction, (2) Importance ranking, (3) Entity Ex-
traction and (4) Relation Extraction. (1), (2) and (3)
can be deactivated in the pipeline, while (4) is al-
ways required. In this section, we further describe
each component of our pipeline.

3.1 Summary Extraction

We integrate methods for extractive and abstrac-
tive summarization. Extractive summarization in-
volves selecting and arranging key sentences or
phrases directly from the source text, while abstrac-
tive summarization produces a concise summary
of a document by paraphrasing and generating new
sentences to capture the essence of the original
text (Mahajani et al., 2019).

For extractive summarization, we implemented
LexRank (Erkan and Radev, 2004) with the Sumy
package”. LexRank is a graph-based approach
that uses centrality measures and that is compu-
tationally efficient. We chose this method as it was
used in previous work for concept-based extrac-
tive summarization (Chitrakala et al., 2018). For
abstractive summarization, we use the transformer-
based model gpt-3.5-turbo-01253 through the Ope-
nAl APIL Our choice was motivated by its ad-
vanced capabilities in generating human-like text.
We also add a summary_percentage parameter
which specifies the desired reduction in length for
the summary.

3.2 Importance Ranking

Importance ranking identifies the most salient sen-
tences within a document or a cluster of documents.
We implemented three methods in our pipeline.
Two of them rely on word embeddings and statisti-
cal measures, while the third one is a graph-based
technique.

The  first technique is based on
Word2Vec (Mikolov et al., 2013), that was

2https://github.com/miso—belica/sumy

3https://platform.openai.com/docs/models/
gpt-3-5-turbo

accessed through the Gensim library*. After
training the Word2Vec model, each sentence in
the document is transformed into a vector repre-
sentation by computing the average embedding of
its words. The importance score of each sentence
is then the sum of its cosine similarity with
every other sentence in the document. We chose
Word2Vec as we wanted to mimic recent work on
neural extractive summarization which involved
sentence extraction based on embeddings (Cheng
and Lapata, 2016). Cosine similarity was used
due to its capacity to capture semantic similarity
between two vectors : sentences with similar
meanings will have a higher cosine similarity
scores, thus sentences more semantically related to
each other are prioritized in the ranking phase.

The second one is based on Term Frequency-
Inverse Document Frequency (Christian et al.,
2016), or Tf-1df. We computed the representation
of each sentence in the original document using
Scikit-learn®. The importance ranking score of
a sentence is obtained by summing the values of
its Tf-1df representation. We chose Tf-1df as we
wanted to assess the performance of the Word2 Vec-
based method over a traditional statistical approach.
In particular, we wanted to assess the importance of
word-frequencies or document-specific attributes
in determining the ranking of sentences, in compar-
ison to their embedding and semantic similarity.

The third one is PageRank (Page et al., 1999),
implemented using the NetworkX package® which
was selected due to its establishment as a baseline
in prior research (Falke et al., 2017). PageRank was
originally computed from a graph representation of
the web pages, with pages as nodes and hyperlinks
as edges, in line with the intuition that a page’s
rank should be high when the cumulative ranks of
the inbound edges pointing to it are also high. For
this method, the sentences of each document were
converted into a matrix of token counts.

The importance ranking step can be done on
each document individually (single), or for all
documents combined (all). Similarly to summa-
rization (Section 3.1), we also add as parameter a
ranking_perc_threshold.

*https://radimrehurek.com/gensim/models/
word2vec.html

5https://scikit—learn.org/stable/

®https://networkx.org/documentation/stable/
reference/algorithms/generated/networkx.
algorithms.link_analysis.pagerank_alg.pagerank.
html
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Figure 2: Outline of our method from input to output. The output’s concept map is the same as Figure 1.

3.3 Entity Extraction

Entity extraction is used to extract relevant entities
from text. We used DBpedia Spotlight’ that is
easily accessible and has high accuracy (Mendes
etal., 2011). We add the con fidence as parameter
in our model. For example, a confidence of 0.5
indicates that only the entities with a confidence
level higher than 0.5 are retrieved.

3.4 Relation Extraction

The task of relation extraction plays a crucial role
in CM-MDS and CM-DS as it identifies relations
between entities. As in Huguet Cabot and Nav-
igli (2021), we refer to (triple) relation extrac-
tion as the task of extracting triples from raw
text in the form (subject, predicate, object), with
no given entity spans. For this sub-component
we fine-tuned REBEL (Huguet Cabot and Nav-
igli, 2021), a sequence-to-sequence model based
on BART (Lewis et al., 2019) which was mostly
trained on Wikipedia abstracts and contains over
200 relation types. Consequently, the model
was trained on a fixed set of relations, whereas
the number of relations in concept maps are not
constrained (Falke, 2019). We chose REBEL
because it achieved state-of-the-art performance
across multiple tasks and it contains a reason-
able number of parameters compared to other sys-
tems such as UniREIl (Tang et al., 2022) or DEEP-
STRUCT (Wang et al., 2022). It is furthermore
openly available and can be easily fine-tuned to
extract new relations.

We fine-tuned REBEL using relations extracted
from BIOLOGY (Olney et al., 2011) to assess its
performance on concept map relation extraction.
BIOLOGY contains manually constructed concept
maps developed in the work of Olney et al. (2011)
and aligned with their corresponding original text
by Falke et al. (2017). The final corpus resulted
in 183 English document-concept-map pairs. One
example can be found in Table 2.

7https://github.com/dbpedia—spotlight/
dbpedia-spotlight

Reference Concept Map

(allele, can be used to predict, genotype)
(diploid organism, have, one copy of each allele)
(allele, is alternative form of, gene)

Table 2: Example of reference concepts maps in BIOL-
OGY on the topic of alleles.

However, the BIOLOGY corpus maps one doc-
ument with several sentences to one concept map.
In contrast, relation extraction operates at the in-
dividual sentence level. Consequently, we found
it necessary to perform additional post-processing
to prepare the data for training. With that goal
in mind, we developed a rule-based system that
takes a sentence and a triple as input, returning
a boolean value indicating whether the informa-
tion in the triple is present in the sentence. We
checked the presence of both the subject and the
object in the sentence, as well as the lemmas of
the predicate’s verbs. This process resulted in
220 mappings which we subsequently divided into
training, evaluation, and test sets for fine-tuning.
The split for train/eval/test was 80/10/10. The fine-
tuning was conducted using the following parame-
ters: learning_rate = 2.5 x 1075, epochs = 10,
batch_size = 4, seed = 1. In our experiments,
we compare the base REBEL to our fine-tuned
REBEL.

4 Experimental Setup

4.1 Data and Baselines description

We used the WIKI dataset (Falke, 2019) as a bench-
mark for CM-MDS. Examples of Concept Maps
taken from this dataset can be found in Table 3.
WIKI was obtained through an automated cor-
pus extension method that integrates automatic
pre-processing, scalable crowd-sourcing, and high-
quality expert annotations (Falke, 2019). It com-
prises 38 clusters of English documents, each cen-
tered on a distinct topic, and divided in half for
train and test set. Each cluster comes with a ref-
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Reference Concept Map

(7 world trade center, is, a building in new york city)
(new york city, located across, from world trade center site)
(world trade center, was, a building in new york city)

Table 3: Example of a reference standard concept map
taken from the WIKI corpus. It was extracted from a
cluster of documents about the World Trade Center.

erence concept map. This dataset is the largest
annotated corpus for CM-MDS, followed only by
the EDUC dataset (Falke, 2019), which contains 30
document clusters focused solely on educational
content. Given the unavailability of EDUC dataset,
we evaluated our model on WIKI only for the CM-
MDS task. We did not test our model for the CM-
DS task on the BIOLOGY corpus, since it was used
to fine-tune the REBEL model.

We added a pre-processing step that transformed
all text to lowercase, removed punctuation, elimi-
nated double spaces, and filtered out noise-prone
information such as contributors, web links and
bibliography references.

We compare our model against supervised and
unsupervised methods proposed in previous stud-
ies, following the approach of Falke et al. (2017).
Specifically, for unsupervised methods, we com-
pare to PageRank (Page et al., 1999), Leake (2006),
Zubrinié et al. (2015). For supervised models, we
present results from Falke and Gurevych (2017),
and Falke et al. (2017).

4.2 Evaluation Metrics

Falke (2019) introduced two automatic met-
rics based on METEOR and ROUGE. ME-
TEOR (Banerjee and Lavie, 2005) is a metric used
to evaluate machine translation quality, compar-
ing candidate and reference translations based on
word or phrase alignment which accounts for syn-
onyms and paraphrases 8. ROUGE (Barbella and
Tortora, 2022) is a metric used to evaluate the qual-
ity of summaries by comparing them to reference
summaries. It measures the overlap of n-grams
(sequences of n words) and their variants between
the system-generated summary and the reference
summaries’.

For the METEOR-adapted metric, we com-
pute Precision, Recall as described in Falke et al.
(2017). Given two pair of propositions ps € Pg
and pr € Pr, where Prp and Pg are the set

8For this work, we used METEOR 1.5
For this work, we used ROUGE 1.5.5

of triples from the reference and from the sys-
tem respectively, we calculate the match score
meteor(ps, pr) € [0,1]. Precision and Recall
are then computed as in Falke et al. (2017) as:

Pr= ﬁ ZPEPS maX{meteor(p, pr) ‘pr c PR}

Re = ﬁ ZPEPR max{meteor(p, ps)’ps € Ps}

The ROUGE-2-based Precision and Recall were
computed as in Falke et al. (2017), by merging all
propositions within a map into two separate strings,
ss and s;. The propositions were separated with “.”,
to avoid counting overlaps across triples. Following
Falke et al. (2017), the Fl-score represents the
balanced harmonic average of Precision and Recall.
Scores for each concept map are macro-averaged
across all topics.

4.3 Constant parameters

In this section, we provide details on the constant
parameters used for our experiments, while the vari-
able parameters are described in Section 4. We split
and ran our experiments on two Ubuntu machines
with 2 GPUs, 40 CPUs, and 348GiB of memory.

For the summarization components (Section 3.1),
we focused solely on document-level summariza-
tion, instead of cluster-level summarization. This
decision stemmed primarily from limitations on
the prompt size in the OpenAl API: concatenat-
ing all texts would have exceeded the prompt’s
capacity. When using gpt3.5-turbo-0125, we set a
temperature of 0, to keep the summary as close
to the original text as possible. To avoid repeatedly
running the summarization process with OpenAl,
we first stored them and re-used them as cache
during the experiments. It cost 2$ in total.

For more efficiency in the entity extraction phase
(Section 3.3), we set up a local DBpedia Spotlight
API, following instruction from spacy-dbpedia-
spotlightlo. We used en_core_web_lg for the
spaCy model.

For relation extraction with REBEL-based
or REBEL-derived models (Section 3.4), we
used the openly available REBEL tokenizer
Babelscape/rebel-large'".

Ohttps://github.com/MartinoMensio/
spacy-dbpedia-spotlight

"https://huggingface.co/Babelscape/
rebel-large
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5 Results

5.1 Hyperparameter tuning

We first experimented on the training dataset of
WIKI to select the most meaningful parameters
for some of the components. Table 4 shows
the different parameters that were tested. For
the summary part, we investigated the impact of
summary_method and summary_percentage
on the quality of the concept maps. For
the ranking part, we looked at the different
methods (ranking), as well as the impact of
individual vs. multi-document level ranking
(ranking_how) and various percentage thresholds
(ranking_perc_threshold). For entity, we experi-
mented with different con fidence scores, and with
the two relation models for relation extraction.
The different sets of parameters resulted in 768
different parameter combinations. We hereafter
describe the main results, and make the full results
with metrics available together with our code!.

Table 4: List of all parameter values for each compo-
nent. Ranking level single with a percentage threshold
of 15 means that for each document, the top 15% sen-
tences were retained for entity and relation extraction.
Ranking level all with a percentage threshold of 15
means that the top 15% sentences with all documents
together were retained for entity and relation extrac-
tion. rebel_h f refers to the base REBEL model, while
rebel_ft, the fine-tuned REBEL model.

Component Parameters Values
Summar summary_method gpt3.5-turbo-0125 | LexRank
y summary_percentage 15130150170
ranking word2vec | page_rank | t fidf
Ranking ranking_how single | all
ranking_perc_threshold 15130150170
Entity con fidence 0.510.7
Relation Extraction relation rebel_hf | rebel_ft

We first looked at the correlation between pa-
rameters for which only two options were possi-
ble from Table 4 - later called binary parameters -
and the macro-averaged F1 scores for METEOR
and ROUGE-2. The parameters that are concerned
are: summary_method, ranking, confidence
and relation.

The results can be found in Table 5. We found
a moderate to strong positive correlation between
the following parameters and both METEOR and
ROUGE-2 F1 scores: gpt3.5-turbo-0125 for sum-
marisation (corr = 0.53 and corr = 0.62 for ME-
TEOR F1 and ROUGE-2 F1 respectively), ranking

12The CSV with the completed results can be found here.

sentences for all sentences in documents rather than
at document-level (corr = 0.31 and corr = 0.03),
and using the fine-tuned REBEL model for relation
extraction (corr = 0.15 and corr = 0.40). All
the correlations were statistically significant, with
pval < 0.05, and usually pval << 0.05. However,
there was no meaningful impact of the confidence
score for the entity extraction. We believe that the
confidence level was high for all entities, making
the distinction between 0.5 and 0.7 not statistically
significant.

We then further looked at the three ranking
options: page_rank, word2vec and tfidf. We
found that there was no stronger options with re-
spect to the ROUGE-2 F1 scores. However, when
comparing each ranking individually with the two
others (eg., page_rank vs. word2vec & tfidf)
with respect to the METEOR F1 scores, we found
that page_rank had a moderate positive correla-
tion (corr = 0.21 and pval = 5.0 x 107?), and
that ¢fidf had a moderate negative correlation
(corr = —0.27 and pval = 2.6 x 10714).

We lastly compared the param-
eters summary_percentage and
ranking_perc_threshold across the ex-
periments  with  parameters that corre-
lated strongly with better F1 scores:
summary_method = gpt3.5-turbo-0125,
ranking = page_rank, ranking_how = all,
confidence = 0.5, relation = rebel_ft.
Although the METEOR scores were quite sim-
ilar, the difference was much more noticeable
for the ROUGE-2 scores. Overall, we found
that lower values of summary_percentage
and ranking_perc_threshold yielded bet-
ter results, and that the best scores were
achieved for summary_percentage = 15 and
ranking_perc_threshold = 15.

For computational and performance reasons, we
therefore kept the following parameters to evaluate
our pipeline on the test set: summary_method =
gpt3.5-turbo-0125, summary_percentage = 15,
ranking = page_rank, ranking_how = all,
ranking_perc_threshold = 15, and relation =
rebel_ft.

5.2 Evaluation Results

All the results for the training and test sets of WIKI
are presented in Table 6, where our results are also
compared to the baselines detailed in section 4.1.
Table 6 displays results for several variations of


https://github.com/vs1rr/concept_map_extraction/blob/main/experiments_acl/results.csv

Table 5: Correlation between binary features and F1 scores. The table reads as follows: a correlation of 0.533
for meteor_f1 means that there is a positive correlation between gpt3.5-turbo-0125 summarisation and meteor_f1,

compared to Lex Rank summarisation.

Feature Value 1 Value 2 Metric Correlation  P-value
meteor_f1 0.533 1.69e — 57
summary_method  gpt3.5-turbo-0125 LexRank rouge-2_fl 0.622 9.79¢ — 83
ranking how all sinale meteor_f1 0.308 2.38¢ — 18
9- g rouge-2_fl 0.035  3.39¢ — 01
. - meteor_f1 0.003 9.36e — 01
con fidence 0-5 07 rouge2_fl 0.0 9.93¢ — 01
. meteor_f1 0.154 1.79e — 05
relation rebel_ft rebel_hf rouge-2_fl 0.398 1.43¢ — 30

component combinations : (A) Summary, Impor-
tance Ranking, Entity Extraction, Relation Extrac-
tion (B) Summary Extraction, Entity Extraction,
Relation Extraction (C) Importance Ranking, En-
tity Extraction, Relation Extraction. Our top per-
forming system (B) achieved state-of-the-art ME-
TEOR Precision and F1 scores of 34.23 and 24.13,
and a state-of-the-art ROUGE-2 Precision score
of 22.10. However, the results for ROUGE-2 met-
rics for (B) fell below existing baselines, with Re-
call and F1 values of 2.65 and 4.56 respectively.
(A) achieved the state-of-the-art METEOR Recall
score of 23.37.

(A) demonstrates superior semantic similarity,
coherence and consistency compared to bi-gram
overlap only. However, while the system concept
map seems to effectively convey the main points
(higher METEOR score), it may lack in capturing
all relevant details (lower ROUGE-2 score), sug-
gesting potential for improved content coverage
and lexical alignment. This could be due to po-
tential inaccuracies in the summarization process,
which may omit or incorrectly summarize text.

(B) and (C) achieved a high precision and low
recall for the ROUGE-2 metric, and competitive
METEOR results. This suggests that the system
is good at correctly identifying relevant instances
(high precision) but may miss many of the relevant
instances present in the data (low recall). While
looking at the differences between examples, we
noticed that combining too strong percentages for
summary extraction and importance ranking could
impact negatively the quantity of triples extracted.

For an initial qualitative evaluation, we refer to
Figures 3 and 4 that show examples of system gen-
erated concept maps vs. the reference concept map,
for a good example and a bad example respectively.
For more clarity, we shortened the two concept

maps, but we make them available together with
the code '>. In the good example (Figure 3), one
can see that the entities mostly overlap, like Anish
Kapoor or Cloud Gate. The main difference is on
the non-named entities which are in the reference
concept map, such as public or park grill and not in
the system-generated concept map, since DBpedia
contains mainly named entities. Furthermore,in
the system-generated, there are some redundant
triples concept map, and two unrelated triples con-
cerning bean and killer whale. In the bad example
(Figure 4), one can see that the entities are very
different and that the two concept maps could be
on different topics. After looking more closely
through the different steps of our system, we found
that the main error comes from the OpenAl model
that does not produce a correct summary, therefore
leading to the extraction of different entities and
relations.

6 Limits & Risks Statement

Our pipeline architecture demonstrate competitive
capabilities compared to baselines, yet it has some
limitation. First, the pipeline architecture could
inherently lead to error propagation, potentially im-
pacting downstream tasks’ results. This is the case
for the trade-off of summary extraction and im-
portance ranking percentages. Second, the triples
extracted seems to be of good quality but the ob-
served discrepancies indicated by lower ROUGE-2
scores suggest a possible omission of triples in
our system’s output. After manual inspections, we
also found that some extracted triples are redun-
dant and some duplication step should be added in
our relation extraction model. Third, reproducing
results with the OpenAl models can sometimes be

BThe figures are available at this link.


https://github.com/vs1rr/concept_map_extraction/tree/main/figures

Table 6: Results for all systems on WIKI TRAIN and TEST. RE: refers to the Relation Extraction(only mandatory
component in our pipeline); E: refers to the Entity extraction;

«

indicates that we couldn’t access to the results.

Approach \ WIKI TRAIN \ WIKI TEST
METEOR ROUGE-2 METEOR ROUGE-2

Pr Re F1 Pr Re F1 Pr Re F1 Pr Re F1
Page et al. (1999) - - - - - - 1327 1403 1362 | 835 617 701
Leake (2006) - - - - - - | 1344 1379 1355 | 857 7.6 7.6l
Zubrinié et al. (2015) - - - - - - | 1463 1492 1472 | 1050 791 887
Falke and Gurevych (2017) - - - - - - | 1430 2311 1746 6.77 23.18 10.20
Falke et al. (2017) - - - - - - | 1957 1898 19.18 | 17.00 10.69 1291
(A) Summary + Ranking + E+RE | 2436 2832 2549 | 128 1186 1139 | 21.80 2337 218 | 977 811 771
(B) Summary + E + RE 3444 2143 2595 | 2363 381 636 | 3423 1919 2413 | 2210 265  4.56
(C) Ranking + E + RE 3427 1968 2473 | 2259 286 497 | 3324 1656 219 | 2084 182 33l
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Figure 3: Reference (upper) and system generated
(lower) concept maps for folder 133 of the WIKI test
corpus. For METEOR, Pr = 32.46, Re = 33.63 and
F1 = 33.03. For ROUGE-2, Pr = 14.13, Re = 19.70
and F'1 = 16.46. The cluster of documents was around
the Millennium Park in Chicago and particularly about
one of its sculpture, Cloud Gate.

challenging and inconsistent, even if we submit
the summaries we worked with in our experiments.
Lastly, evaluating beyond quantitative metrics can
also be challenging.

Lastly, we acknowledge some risks associated
to the improper use of our pipeline, such as the
summaries containing hallucinations, which could
therefore convey fake or irrelevant information. To
mitigate these risks, we plan to make our pipeline
available only for research purposes.

7 Conclusion & Future Work

In this paper, we present a novel, open-access and
modular pipeline for automated concept map ex-
traction from text. Our system is composed of the
following components: summarization of the orig-
inal input document, importance ranking, entity

committed to \committed to

artnership \has part

participant umm;\um

Mongols Mamluk Sultanate

Figure 4: Reference (upper) and system generated
(lower) concept maps for folder 241 of the WIKI test
corpus. For METEOR, Pr = 14.48, Re = 15.88 and
F1 = 15.15. For ROUGE-2, Pr = 2.38, Re = 1.23
and F'1 = 1.62. The cluster of documents was around
the expansion of the Mongol Empire.

extraction and relation extraction. We fine-tuned a
sequence-to-sequence model for relation extraction,
and used external knowledge bases for entity extrac-
tion. We evaluated our method against an annotated
dataset for Concept Map based Multi-Document
Summarization. The method that achieves the best
results is the one combining all components ex-
cept importance ranking. This approach achieves
state-of-the-art performance for METEOR metrics
and for ROUGE-2 Precision, competing with both
supervised and unsupervised methods.

In future work, we aim to improve the relation
extraction part. One direction is to implement a
redundancy control after relation extraction, and
to integrate more fine-grained relation extraction.
We also aim to investigate further low recall scores,
and to integrate qualitative metrics for future evalu-
ation.
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