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Abstract001

Recent advancements in Large Language Mod-002
els (LLMs) have enabled the emergence of003
multi-agent systems where LLMs interact, col-004
laborate, and make decisions in shared envi-005
ronments. While individual model behavior006
has been extensively studied, the dynamics of007
peer influence in such systems remain under-008
explored. In this paper, we investigate herd009
behavior, the tendency of agents to align their010
outputs with those of their peers, within LLM-011
based multi-agent interactions. We present012
a series of controlled experiments that reveal013
how herd behaviors are shaped by multiple fac-014
tors. First, we show that the gap between self-015
confidence and perceived confidence in peers016
significantly impacts an agent’s likelihood to017
conform. Second, we find that the format in018
which peer information is presented plays a019
critical role in modulating the strength of herd020
behavior. Finally, we demonstrate that the de-021
gree of herd behavior can be systematically022
controlled, and that appropriately calibrated023
herd tendencies can enhance collaborative out-024
comes. These findings offer new insights into025
the social dynamics of LLM-based systems and026
open pathways for designing more effective027
and adaptive multi-agent collaboration frame-028
works1.029

1 Introduction030

Herd behavior refers to the phenomenon of in-031

dividuals in a group to mimic the actions, deci-032

sions, or behaviors of a larger group, often dis-033

regarding their own analysis or instincts (Baner-034

jee, 1992; Bikhchandani et al., 1992). Humans035

often adjust their behavior in response to observing036

peers, aligning their decisions towards perceived037

group consensus (Raafat et al., 2009; Muchnik038

et al., 2013). This human tendency raises ques-039

tions about whether similar dynamics emerge in040

artificial intelligence. In Large Language Model041

1Code and data will be released in the camera-ready.

Figure 1: An example of herd behavior: Even when un-
certain, individuals tend to follow the crowd, sometimes
against their own judgment.

(LLM)-based multi-agent systems (MAS), multi- 042

ple autonomous agents powered by LLMs inter- 043

act and reason collectively, creating fertile ground 044

for social behaviors such as conformity to emerge 045

(Guo et al., 2024; Park et al., 2023). Understanding 046

whether and how these agents exhibit herd behavior 047

is crucial for evaluating the robustness, diversity, 048

and effectiveness of collective decision-making. 049

Herd behavior in LLM-based MAS can be a 050

double-edged sword. On one hand, convergence 051

towards a group consensus can streamline decision- 052

making, reduce conflict, and enhance coordination, 053

particularly in scenarios where agreement or col- 054

lective confidence is desirable (Guo et al., 2024). 055

It can also serve as a mechanism for amplifying 056

strong signals or leveraging collective intelligence, 057

allowing agents to compensate for individual uncer- 058

tainty by incorporating peer input (Liu et al., 2024a; 059

Du et al., 2023). On the other hand, excessive con- 060

formity can suppress diversity of thought, lead to 061

premature consensus, and propagate errors if initial 062

signals are flawed (Cho et al., 2024; Weng et al., 063

2025). Such blind alignment may reduce the sys- 064

tem’s robustness, hinder exploration of alternative 065

solutions, and make the collective more suscepti- 066

ble to cascading failures (Wu and Ito, 2025; Zhu 067

et al., 2024). Understanding when herd behavior 068

is beneficial and when it is detrimental is essen- 069

tial for building trustworthy, adaptive, and resilient 070
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multi-agent LLM systems.071

However, the mechanisms underlying the emer-072

gence of herd behavior, as well as the factors that073

modulate its intensity, remain understudied in the074

context of LLM-driven multi-agent collaboration.075

Understanding and intentionally managing herd be-076

haviors within multi-agent collaborations is crucial.077

In this study, we design a set of controlled ex-078

periments using LLM-based agents to investigate079

herd behaviors in MAS. We manipulate key vari-080

ables such as agents’ self-confidence, perceived081

peer confidence, and the format of peer informa-082

tion presentation to systematically observe their083

influence on conformity behavior. By quantifying084

alignment patterns and measuring task outcomes085

under different conditions, we uncover the mech-086

anisms behind herd tendencies and explore how087

they can be tuned to optimize collaboration quality.088

We find that flip rates peak when agents have very089

low self-confidence and perceive peers as confident090

(Figure 2), with the most persuading peer answer091

driving the strongest herding (0.48 avg. flip rate)092

but also reducing accuracy on factual tasks (Table093

6). Format of peer information also significantly094

impact the herd behavior, where using the combi-095

nation of factors that amplify herding yields the096

highest flip rate (0.63) and group accuracy (0.29).097

In contrast, prompt-based controls have minimal098

effect (Table 3).099

Our experiments provide the following contribu-100

tions:101

1. We find that herd behavior in LLM-based102

agents is primarily driven by the relationship103

between an agent’s self-confidence and its104

perceived confidence in peers. In particular,105

larger gaps between these two measures signif-106

icantly increase the likelihood of conformity.107

2. We show that the presentation format of peer108

responses critically affects the degree of herd109

behavior. Notably, placing disagreeing opin-110

ions before agreeing ones amplifies confor-111

mity, suggesting that ordering and framing112

effects shape social influence among agents.113

3. We demonstrate that herd behavior can be sys-114

tematically tuned, and that appropriate cali-115

bration of conformity levels can enhance the116

effectiveness of multi-agent collaboration, of-117

fering design principles for future adaptive118

MAS systems.119

2 Preliminaries 120

In this section, we introduce the preliminaries of 121

the experiments. 122

Problem setting. In a multi-agent collaboration, 123

each agent ai ∈ A is prompted with a question q 124

and provides a response ri ∈ R, where: 125

• A = {a1, a2, . . . , a|A|} is the set of agents 126

involved in the collaboration, 127

• R = {r1, r2, . . . , r|A|} is the corresponding 128

set of responses, where ri is the response from 129

agent ai. 130

All agents share the same generation distribution 131

Pτ (· | C), which is conditioned on the context C 132

and modulated by temperature τ . The context C 133

for each agent includes the question q and option- 134

ally the responses of the other agents, denoted as 135

R−i = {rj | j ̸= i, aj ∈ A}. Each agent selects 136

the response with the highest probability under this 137

distribution. Agents do not have an external mem- 138

ory module. 139

For simplicity, all questions are multiple choice 140

questions, where r ∈ R = {A,B,C, . . . } is one of 141

the discrete candidate responses, and R is the set 142

of all candidate responses for question q. 143

Definition 1: Confidence. Following the works 144

of Xiao and Wang 2019, we define an agent’s con- 145

fidence (preference) in its response to a question 146

as the probability assigned by the generation dis- 147

tribution P (r | C). Since the responses are fixed 148

categorical choices, we treat each r as a single- 149

token label, and define the confidence as: 150

P (r | C) =
exp(zr)∑

r′∈R exp(zr′)
, 151

where zr is the unnormalized logit score for choice 152

r. The higher the probability assigned to a response 153

r, the more confident the agent is in its correctness. 154

Definition 2: Preference Update. We define 155

how an agent’s response preference changes when 156

peer information is introduced. Given a question q: 157

• The original response of the agent, based 158

solely on the question, is defined as: 159

r′ = argmax
r∈R

P (r | q) 160

• The revised response, incorporating peer in- 161

formation, is defined as: 162

rh = argmax
r∈R

P (r | q,R−i) 163
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This formulation captures how the presence164

of other agents’ responses R−i can influence an165

agent’s selected answer.166

Definition 3: Herd Behavior. Following the167

works of Laban et al. 2023, we define herd be-168

havior as the tendency of an agent to change its169

initial decision after observing or interacting with170

others. Formally, we define the herd behavior of an171

agent ai on question qk as a binary indicator:172

Iflip(ai, qk) =

{
1, if r′i,k ̸= rhi,k
0, otherwise

173

We define the flip rate as the average fraction174

of agents who changed their answers, aggregated175

across all questions:176

Flip Rate =
1

|Q| · |A|
∑
qk∈Q

∑
ai∈A

Iflip(ai, qk)177

where Q is the set of questions. A higher flip rate178

indicates a stronger degree of herd behavior.179

3 Self and Perceived Confidence -180

Primary Driver of Herd Behavior181

Herd behavior in human society is influenced by182

multiple factors, with numerous studies indicating183

that confidence plays a central role in driving this184

phenomenon. Studies in behavioral economics and185

psychology have shown that confident individuals186

can disproportionately influence group decisions,187

especially when others are uncertain (Zarnoth and188

Sniezek, 1997; Bang et al., 2017; Fu et al., 2017).189

In group settings, individuals often defer to those190

who express higher certainty, regardless of accu-191

racy (Pescetelli et al., 2021; Moussaïd et al., 2013).192

Inspired by previous studies, we explore how193

confidence influences agents’ tendency to ex-194

hibit herd behavior in a MAS setting. Specifi-195

cally, we categorize confidence into two levels:196

self-confidence and perceived confidence. Self-197

confidence refers to how certain an agent is about198

its own original response, while perceived confi-199

dence refers to how confident the agent perceives200

its peers to be in their original responses. We201

hypothesize that lower self-confidence, combined202

with higher perceived confidence in peers, leads to203

stronger herd behavior.204

3.1 Experiment Setting205

To examine the effects of self-confidence and per-206

ceived confidence on herd behavior, we adopt a207

Type Benchmark Number of
Questions

Avg. Number
of Choices

Factual

MMLU-Pro
(Wang et al., 2024)

12,032 9.47

GPQA-Diamond
(Rein et al., 2024)

198 4.00

ARC-Challenge
(Clark et al., 2018)

1,172 4.00

Opinionated

OpinionQA
(Santurkar et al., 2023)

1,506 3.24

GlobalOpinionQA
(Durmus et al., 2023)

2,555 4.09

SOCIAL IQA
(Sap et al., 2019)

1,954 3.00

Table 1: Basic statistics of the benchmarks used in our
experiments.

minimal MAS configuration involving only two 208

agents, ai and aj . This simplification ensures that 209

each agent interacts with only one peer, allowing 210

for clearer attribution of behavioral changes. 211

From the agent’s original distribution P (r | q) 212

over possible responses to question q, we manually 213

select one of four types of responses to serve as the 214

peer’s opinion rj : 215

• 1st: The most probable response, which coincides 216

with the agent’s original response ri. 217

• 2nd: The second most probable response, chosen 218

to represent a highly persuasive alternative from 219

the agent’s perspective. 220

• rnd: A randomly sampled response from the 221

distribution P (r | q). 222

• last: The least probable response, assumed to be 223

the least persuasive to the agent. 224

Given a question q ∈ Q and the selected peer 225

opinion rj , the agent generates a revised response 226

rh = argmaxr∈R P (r | q, rj). We then compute 227

the flip rate across all questions, analyzing how the 228

strength of herd behavior related with the agent’s 229

self-confidence P (ri | q) and the perceived confi- 230

dence P (rj | q). 231

Additionally, we examine varying degrees of per- 232

ceived confidence based on the peer’s persona. By 233

manipulating factors such as education level (grad- 234

uate degree, college degree, high school diploma), 235

social hierarchy (employer vs. employee), and do- 236

main expertise (in-domain vs. out-of-domain)2, we 237

investigate how these factors impact the strength of 238

herd behavior. These experiments are performed 239

with 2nd response type for strongest signal. 240

2Only MMLU-Pro and GPQA-Diamond contain domain-
specific questions. We label a peer as in-domain if their pro-
vided expertise matches the question’s domain.
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Peer Condition Factual Opinionated AverageMMLU-Pro GPQA-Diamond ARC-Challenge OpinionQA GlobalOpinionQA SOCIAL IQA
1st 0.03 0.05 0.01 0.01 0.01 0.02 0.03
2nd 0.51* 0.58* 0.09* 0.61* 0.69* 0.16* 0.48*
rnd 0.31 0.40 0.04 0.55 0.60 0.09 0.33
last 0.25 0.37 0.04 0.52 0.56 0.09 0.29
Graduate Degree 0.50* 0.56* 0.08 0.76* 0.83* 0.15* 0.51*
College Degree 0.47 0.49 0.08 0.74 0.83 0.14 0.48
High School Diploma 0.44 0.48 0.07 0.71 0.79 0.14 0.46
Employer 0.57* 0.71 0.10 0.71 0.77 0.20* 0.54*
Employee 0.53 0.71 0.09 0.74* 0.79* 0.17 0.52
In-Domain 0.55* 0.72* - - - - 0.55*
Out-Of-Domain 0.48 0.46 - - - - 0.48

Table 2: Flip rates across different peer conditions to evaluate the impact of perceived confidence on herd behavior.
Bolded values represent the highest flip rate within each group, indicating the strongest herd influence. Asterisks (*)
denote statistical significance (p < 0.05) based on paired t-tests within each group.

Figure 2: Flip rate across varying levels of self-
confidence and perceived confidence. The experiment
includes all benchmarks under the 2nd, rnd, and last
peer conditions. Lower self-confidence or higher per-
ceived confidence corresponds to stronger herd behav-
ior.

3.2 Dataset241

We select six multiple choice benchmarks to en-242

sure the generalizability of our experiments. They243

cover both factual and opinionated questions, since244

real-world decision-making often involves a mix245

of objective knowledge and subjective judgment.246

While factual questions have gold answers, opin-247

ionated questions do not. The basic statistics of the248

selected benchmarks are shown in Table 1.249

3.3 Results250

Confidence-Driven Herding Figure 2 shows the251

flip rate under varying levels of self-confidence and252

perceived confidence, averaged across all bench-253

marks using 2nd, rnd and last peer conditions. The254

heatmap reveals a clear pattern: flip rates are high-255

est when self-confidence is low and perceived peer256

confidence is high, indicating stronger herd behav-257

ior in such conditions. As self-confidence increases,258

individuals become less likely to switch their an-259

swers, even when peers appear confident. Con- 260

versely, when perceived confidence from peers in- 261

creases, individuals with low self-confidence are 262

more prone to change their responses. These find- 263

ings highlight the significant role that both inter- 264

nal certainty and social influence play in shaping 265

decision-making behavior. 266

Peer Influence Dynamics Table 2 and Table 6 267

examine how perceived confidence from different 268

peer conditions influences the strength of herd be- 269

havior. Table 2 shows that 2nd, the second most 270

probably response consistently results in the high- 271

est flip rates across benchmarks, indicating strong 272

tendency to peer influence. Educational back- 273

ground, social hierarchy, and domain relevance 274

also modulate flip rates, where peer’s persona with 275

graduate degree, employer or in-domain expertise 276

caused the stronger herd tendencies. Interestingly, 277

employer as peer caused weaker herd behavior in 278

opinionated benchmarks, which indicates opposite 279

effect on subjective decisions with social hierarchy. 280

Herding and Accuracy Table 6 evaluates the 281

accuracy of the revised responses after exposure 282

to peer input. Interestingly, the 2nd peer condi- 283

tion, which induces the strongest herd effect, also 284

leads to a statistically significant drop in accuracy 285

compared to the original response, particularly on 286

factual benchmarks like MMLU-Pro and ARC- 287

Challenge. This suggests that following a confident 288

peer does not always yield better outcomes—in 289

some cases, it may degrade accuracy. 290

4 Format of Peer Information - 291

Modulator of Herd Behavior 292

In complex collaborative settings involving large 293

groups, confidence is shaped not only by the re- 294
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Figure 3: Comparison of average flip rates across five presentation formats. Each heatmap shows the average
flip rate based on different combinations of agreeing and disagreeing peers. The x-axis represents the number of
agreeing agents, and the y-axis represents the number of disagreeing agents. Higher flip rates are shown in red,
while lower rates are shown in blue.

Figure 4: Comparison of average flip rates across two
presentation orders. Each heatmap shows the average
flip rate based on different combinations of agreeing and
disagreeing peers. The x-axis represents the number of
agreeing agents, and the y-axis represents the number of
disagreeing agents. Higher flip rates are shown in red,
while lower rates are shown in blue.

sponse content or peer demographics, but also by295

the number of peers who express agreement or dis-296

agreement with a given response. Prior research297

indicates that social validation, such as the quantity298

of agreeing peers, can strongly influence individual299

confidence, often exerting a greater effect than the300

intrinsic merit of the original response (Asch, 2016;301

Moussaïd et al., 2013).302

The format in which peer information is con-303

veyed to individuals is also crucial. In particular,304

how peer input is summarized and presented, espe-305

cially when representing large groups, can shape306

perception in distinct ways. Furthermore, because307

peer information is communicated through lan-308

guage, its inherently sequential nature introduces309

an unavoidable ordering, which can influence how310

individuals interpret the information.311

To explore the role of information format in af-312

fecting herd behavior, we conduct a series of exper-313

iments to assess how factors such as the number of314

agreeing or disagreeing agents, presentation meth-315

ods, and the presentation order affect the magnitude316

of herd behavior.317

4.1 Experiment Setting 318

We extended the experimental design from Section 319

3.1 with several key modifications to examine the 320

effects of peer information format on herd behavior. 321

I. Number of Agreeing and Disagreeing Agents 322

In contrast to the previous setup, which included 323

only a single peer, we introduced multiple peers 324

and categorized them into two groups: agreeing 325

agents AA and disagreeing agents AD. Agreeing 326

agents share the same response as the target agent 327

(ri = rj), while disagreeing agents provide the 2nd 328

response type, the most persuasive alternative, as 329

peer response. 330

II. Presentation Methods To convey peer infor- 331

mation to the target agent, we compared the follow- 332

ing five methods of presentation: 333

• Count: Present the number of peers supporting 334

each response (e.g., "X agents think the answer is 335

A"). 336

• Ratio: Present the percentage of peers supporting 337

each response (e.g., "X% of agents think the answer 338

is A"). 339

• List: List the agents supporting each response 340

(e.g., "Agents A, B, and C think the answer is A"). 341

• Disc: Display each peer’s response individually 342

(e.g., "Agent A thinks the answer is A; Agent B 343

thinks the answer is B; ..."). 344

• Reason: Extend the Disc method by including jus- 345

tifications for each response (e.g., "Agent A thinks 346

the answer is A because ..."). 347

III. Presentation Order To assess the influ- 348

ence of order in information delivery, we em- 349

ployed two sequencing conditions: presenting 350

agreeing agents (AA) before disagreeing agents 351

(AD) (Agree First), and vice versa (Disagree 352

First). 353
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4.2 Dataset354

We continue using the six benchmarks described355

in Section 3.2, applying random sampling and cap-356

ping the number of questions at 200 per benchmark357

to ensure data balance and adhere to budget con-358

straints.359

4.3 Results360

(Dis)agreement Size and Herding Table 4 and361

Figure 3 illustrate how the strength of herding be-362

havior varies with the size of agreement or dis-363

agreement. Specifically, Table 4 reports the aver-364

age flip rate and the Pearson correlation between365

the flipping indicator I and the number of agreeing366

agents (|AA|), disagreeing agents (|AD|), and their367

difference (|AA| − |AD|), evaluated across differ-368

ent presentation formats and benchmark datasets.369

Overall, among the various formats, herding be-370

havior is most pronounced when participants are371

presented with reasons. Interestingly, this effect372

is negligible on opinion-based benchmarks, sug-373

gesting that listing reasons is primarily effective374

in objective tasks. Moreover, across both factual375

and opinionated benchmarks, an increase in the376

number of agreeing agents or a decrease in the377

number of disagreeing agents generally leads to378

weaker herding behavior, and vice versa. Among379

all metrics, the difference between agreeing and dis-380

agreeing agents, reflecting the relative confidence381

between the individual and their peers, emerges as382

the strongest predictor of herding.383

Effect of Presentation Format Figure 3 com-384

pares five different presentation formats, where385

each subfigure displays a heatmap of the average386

flip rate as a function of the number of agreeing387

and disagreeing agents. The choice of presentation388

format significantly influences herding behavior. In389

the Count and Ratio formats, the heatmaps reveal a390

distinct separation into upper and lower triangles391

along the diagonal where the number of agreeing392

and disagreeing agents is equal. The upper triangle,393

representing cases where agreement outnumbers394

disagreement, exhibits consistently low flip rates395

regardless of the total number of peers, whereas the396

lower triangle shows much higher flip rates. This397

clear division suggests that numerical summaries398

of peer opinions help agents assess the balance399

between agreement and disagreement more effec-400

tively. In contrast, the other three formats, List,401

Disc, and Reason, do not show such a sharp divi-402

sion. Instead, they demonstrate strong herding be-403

havior only when the number of agreeing agents is 404

small (≤ 2), and exhibit more resistance to change 405

when three or more agents agree. Notably, the Rea- 406

son format results in the highest overall flip rates, 407

even when agreement is greater, suggesting that 408

providing justifications enhances persuasive power 409

among agents. 410

Effect of Presentation Order One notable find- 411

ing from our experiment concerns the order in 412

which information about agreeing and disagree- 413

ing agents is presented. Figure 4 displays heatmaps 414

comparing two conditions: one where agreement 415

is shown first, and another where disagreement is 416

shown first, averaged across all presentation for- 417

mats. The results reveal a strong difference be- 418

tween the two orders. When disagreement is pre- 419

sented first, herding behavior is generally stronger. 420

The separation between the upper and lower tri- 421

angles in the heatmap is more pronounced in this 422

condition. In contrast, when agreement is shown 423

first, high flip rates occur primarily when the num- 424

ber of agreeing agents is small (≤ 2), suggesting 425

that the sequence in which peer opinions are re- 426

vealed can influence tendency of herd behavior. 427

5 Controllable Herd Behavior 428

We have shown that herd behavior can be sig- 429

nificantly influenced by factors such as presenta- 430

tion format, agreement size, and information order. 431

These findings suggest that herd behavior is not 432

fixed, but controllable. 433

In MAS applications, certain tasks benefit from 434

strong herd behavior. For instance, in consensus- 435

building or decision aggregation, quick conver- 436

gence improves coordination and efficiency (Cho 437

et al., 2024). This is useful in tasks like collective 438

prediction or distributed sensing. In contrast, tasks 439

that rely on exploration or creativity, such as idea 440

generation or strategy search, require diverse per- 441

spectives (Hong et al., 2023; Xu et al., 2023). In 442

these cases, strong herding can suppress innova- 443

tion and lead to premature convergence, making 444

independent reasoning more valuable. 445

Therefore, being able to control the strength of 446

herd behavior is crucial. By adjusting how peer 447

information is presented, we can encourage either 448

convergence or independence depending on the 449

task needs. 450
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MMLU-Pro GlobalOpinionQA
Condition Flip Rate (↑) Entropy (↓) Consensus Rate (↑) Accuracy (↑) Flip Rate (↑) Entropy (↓) Consensus Rate (↑)
Original - 1.10 0.13 0.04 - 0.82 0.14
CoT - 0.91 0.28 0.23 - 0.63 0.34
Baseline 0.55 0.43 0.56 0.18 0.44 0.29 0.69
Strong Factors 0.63* 0.43 0.54 0.29* 0.59* 0.49 0.46
Weak Factors 0.36 0.28* 0.69* 0.16 0.23 0.22* 0.76*
Strong Prompt 0.55 0.43 0.57 0.17 0.44 0.29 0.69
Weak Prompt 0.55 0.43 0.56 0.18 0.46 0.36 0.61

Table 3: The effects of different control conditions on herd behaviors across factual and opinionated benchmarks.
Flip rate, consensus rate, and accuracy (MMLU-Pro only) are higher-is-better metrics, while entropy is a lower-
is-better metric. Bolded values are the best value in the column, and asterisks (*) denote statistical significance
(p < 0.05) based on paired t-tests within each column. Strong Factors yield the highest accuracy on MMLU-Pro
and the highest flip rate on both datasets, indicating greater sensitivity to peer input. Weak Factors exhibit the lowest
entropy and highest consensus rate on both datasets, suggesting more aligned responses.

5.1 Experiment Setting451

We simulate a collaborative scenario involving five452

agents. Each agent first generates an initial re-453

sponse to a given question q using a high temper-454

ature (τ = 1) setting to promote diversity. Then,455

each agent independently revises their response456

after being shown the answers of the other four457

agents.The following metrics are used:458

• Flip Rate: Measures how often agents change459

their initial response.460

• Entropy: Quantifies the diversity in the final461

responses, reflecting overall alignment or disagree-462

ment among agents.463

• Consensus Rate: Indicates whether a unanimous464

consensus is reached.465

• Accuracy: For factual tasks, this captures the466

collective correctness of the agents’ final responses.467

If a unanimous agreement is not reached, we mark468

it as incorrect.469

470

To assess the controllability of herd behavior, we471

compare the following conditions:472

• Original: Baseline condition using agents’ initial473

responses before any peer input.474

• CoT: Extend the Original condition by adding475

chain-of-thought reasoning (Wei et al., 2022).476

• Baseline: Baseline condition without peer per-477

sona; both presentation format and order are ran-478

domized.479

• Strong Factors: Combines elements that amplify480

herding—graduate degree persona, Reason format,481

and showing disagreeing responses first.482

• Weak Factors: Combines elements that dampen483

herding—peers have a high school diploma, use484

the Disc format, and show agreeing responses first.485

• Strong Prompt: Uses the system prompt “Please486

be agreeable” to promote conformity, with random487

presentation format and order. 488

• Weak Prompt: Uses the system prompt “Please 489

be stubborn” to encourage resistance to peer influ- 490

ence, with random presentation format and order. 491

5.2 Dataset 492

Diversity in initial responses is essential for study- 493

ing herd behavior. To ensure this, we filtered for 494

questions where the highest probability among orig- 495

inal responses was less than 0.8, indicating suffi- 496

cient variation across agents. To maintain a rea- 497

sonable dataset size, we selected two benchmarks: 498

MMLU-Pro and GlobalOpinionQA, sampling 500 499

questions from each. It is worth noting that this fil- 500

tering process favors more contentious or ambigu- 501

ous questions, which may increase the difficulty of 502

the task. 503

5.3 Results 504

Effect of Strong vs. Weak Factors on Herding 505

Table 3 summarizes the impact of different con- 506

trol conditions on herd behavior across two bench- 507

marks. The Strong Factors condition yields the 508

highest flip rate on both datasets (0.63 on MMLU- 509

Pro and 0.59 on GlobalOpinionQA), indicating that 510

agents are more likely to revise their answers when 511

exposed to highly persuasive peer input. This set- 512

ting also leads to the highest group accuracy (0.29) 513

on MMLU-Pro, even higher than CoT, suggesting 514

that well-structured peer influence can improve col- 515

lective performance on factual tasks. In contrast, 516

the Weak Factors condition results in the lowest flip 517

rate (0.36 and 0.23) and entropy (0.28 and 0.22), 518

demonstrating more consistent and aligned final 519

responses with reduced peer influence. Despite 520

reduced herding, the consensus rate remains high, 521

suggesting that consensus can still emerge even 522
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when agents are less swayed.523

Limited Effect of Prompt-Based Control The524

Strong Prompt and Weak Prompt conditions show525

similar flip rates (0.55) and entropy levels (0.43)526

with Baseline, indicating that prompt-level control527

has weaker effects compared to presentation fac-528

tors, especially on the factual dataset (MMLU-Pro).529

While some effect is observed on the opinionated530

dataset, structural cues in peer presentation remain531

more effective in modulating herding.532

6 Discussion533

6.1 Understanding and Controlling Herd534

Behavior535

Our findings reveal a nuanced picture of how herd-536

ing emerges in multi-agent decision-making and537

the factors that modulate its intensity. Confidence538

alignment between the self and perceived peers539

plays a central role: herding is strongest when indi-540

viduals feel uncertain while perceiving high confi-541

dence from peers. This dynamic is further shaped542

by social cues, where peer personas with higher sta-543

tus or domain relevance amplify conformity, partic-544

ularly in objective tasks. However, this does not al-545

ways lead to better outcomes; the drop in accuracy546

under the 2nd response type highlights the risks of547

misplaced trust. Furthermore, while herding is of-548

ten viewed negatively, our results demonstrate that549

under carefully designed conditions, such as the550

Strong Factors setting, peer input can enhance col-551

lective performance, suggesting that not all herding552

is detrimental.553

Our study also underscores the importance of554

structural presentation in shaping social influence.555

Formats like Count and Ratio facilitate clear com-556

parative reasoning, reducing flips when agreement557

is strong. Conversely, Reason increases overall558

flip rates, emphasizing the persuasive power of559

justifications. Order of information presentation560

also matters: leading with disagreement encour-561

ages greater conformity than leading with agree-562

ment. Interestingly, prompt-level interventions had563

minimal effect compared to structural changes. To-564

gether, these insights offer actionable strategies for565

both harnessing and regulating herding behavior in566

collaborative AI and human-AI systems.567

6.2 (Ir)rationality in Agents568

Our analysis reveals that agents often behave ratio-569

nally in response to confidence signals and social570

cues. Flip rates align with the interplay of self and571

perceived peer confidence: agents are more likely 572

to switch when their own confidence is low and 573

peers appear confident. Similarly, agents respond 574

predictably to peer personas, with higher flip rates 575

for authoritative figures. In Count and Ratio for- 576

mats, flip behavior scales logically with the number 577

of agreeing and disagreeing peers, suggesting quan- 578

titative reasoning based on social consensus. 579

However, we also observe deviations from ratio- 580

nality. Formats like List, Disc, and Reason break 581

the expected trend, showing weaker links between 582

peer agreement size and flip rates. Presentation 583

order also affects behavior, akin to first-impression 584

bias, despite identical information. Moreover, 585

prompt-based instructions have minimal effect 586

compared to structural cues, indicating that agents 587

are more influenced by framing than by explicit 588

guidance. These findings point to bounded ratio- 589

nality shaped by presentation and context. 590

7 Related Works 591

Recent studies have explored the cognitive impacts 592

and practical consequences of AI-driven systems, 593

offering insights into how these technologies influ- 594

ence human reasoning and decision-making pro- 595

cesses (Chen et al., 2024; Shaki et al., 2023). In 596

parallel, research on the structural dynamics of lan- 597

guage models has uncovered how architectural and 598

training factors shape model behavior and outputs 599

(Jumelet et al., 2024; Sinclair et al., 2022). Ad- 600

ditionally, a growing body of work has examined 601

prosocial forms of irrationality, such as herd behav- 602

ior, highlighting how collective decision-making 603

can deviate from individual rationality while serv- 604

ing social cohesion or group benefits (Liu et al., 605

2024b). However, these works have not thoroughly 606

examined the underlying factors driving herd be- 607

havior or investigated the extent to which such be- 608

havior can be controlled. 609

8 Conclusion 610

This work presents a comprehensive analysis of 611

herding behavior in multi-agent decision-making, 612

revealing how confidence and presentation formats 613

shape social influence. While agents often act ra- 614

tionally in response to structured cues, they remain 615

vulnerable to framing effects and presentation bi- 616

ases. Our findings offer actionable insights for 617

designing collaborative AI systems that balance 618

influence and autonomy. 619
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Limitations620

While our study sheds light on the dynamics of herd621

behavior in LLM-based MAS, several limitations622

warrant discussion.623

First, our experimental setup is constrained624

to controlled decision-making scenarios using625

multiple-choice questions across six benchmarks.626

Although these benchmarks span factual and opin-627

ionated domains, they may not fully capture the628

complexity and ambiguity of real-world collabora-629

tive tasks, such as open-ended discussions, multi-630

turn reasoning, or creative problem solving. The631

discrete nature of the response space may limit the632

generalizability of our findings to tasks requiring633

nuanced textual generation or longer context main-634

tenance.635

Second, we model perceived confidence and636

peer influence using static representations. These637

proxies may not capture the rich, dynamic inter-638

play of trust, reputation, or credibility in more so-639

phisticated agent interactions. Additionally, the640

absence of memory or learning mechanisms pre-641

vents agents from adapting their behavior over time,642

which could either dampen or exacerbate herd ten-643

dencies in longitudinal settings.644

Third, our experiments involve agents from645

the same underlying language model architecture,646

which might limit behavioral diversity and ob-647

scure effects that could emerge from heterogeneous648

agents. Real-world MAS may involve agents with649

varying objectives, training data, or model sizes,650

introducing additional factors that could modulate651

conformity behaviors.652

Finally, although we attempt to manipulate so-653

cial influence through structured prompts and pre-654

sentation formats, our findings on the weak efficacy655

of prompt-based controls suggest that LLMs may656

not reliably interpret meta-instructions in multi-657

agent settings. This points to a broader challenge in658

aligning emergent social behavior with high-level659

design intentions, particularly when using black-660

box models.661

Future work could extend this research by incor-662

porating more ecologically valid tasks, exploring663

heterogeneous agent configurations, and integrat-664

ing adaptive learning mechanisms to better simu-665

late evolving social dynamics in collaborative AI666

systems.667
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A Different LLMs834

In our experiments, we employ835

gpt-4o-mini-2024-07-18 (OpenAI, 2023),836

using all default settings except for the temperature837

parameter, which is set to 0 unless stated otherwise.838

In this section, we report flip rates across839

different peer conditions and datasets using a range840

of LLMs, including gpt-4o (2024-11-20),841

gpt-4o-mini (2024-07-18), gpt-4.1842

(2025-04-14), gpt-4.1-mini (2025-04-14),843

and gpt-4.1-nano (2025-04-14) (Achiam844

et al., 2023; OpenAI, 2024). We compare models’845

responses when the perceived confidence occurs846

at the 2nd versus the last position. Table 5 sum-847

marizes flip rates across all models and datasets.848

Overall, responses positioned 2nd consistently849

exhibit higher flip rates than those in the last850

position, suggesting a greater susceptibility to herd851

behavior when confidence is perceived earlier.852

B Prompt Details853

In this section, we present the prompt we use in our854

experiment settings.855

Below are persona prompt used for peer educa-856

tion:857

Peer Education

Graduate Degree:
Agent A’s highest degree is graduate degree. Agent A
thinks the answer is {rj}.

College Degree:
Agent A’s highest degree is college degree. Agent A
thinks the answer is {rj}.

High School Diploma:
Agent A’s highest degree is high school diploma. Agent
A thinks the answer is {rj}.

858

Below are persona prompt used for peer social859

hierarchy:860

Peer Social Hierarchy

Employer:
Your employer thinks the answer is {rj}.

Employee:
Your employee thinks the answer is {rj}.

861

Below is persona prompt used for domain ex-862

pertise. There are 14 domains in MMLU-Pro863

(law, computer science, history, health, philoso-864

phy, psychology, business, engineering, biology,865

chemistry, physics, math, economics, other), and 866

3 domains in GPQA-Diamond (Biology, Physics, 867

Chemistry). While in-domain examples gives the 868

same domain as the given question, out-domain 869

ramdomly picked one from the complement set. 870

Peer Domain Expertice

Agent A is an expert in {domain} domain. Agent A
thinks the answer is {rj}.

871

Below are prompt used for presentation meth- 872

ods: 873

Presentation Methods

Count:
{agree_size} agent{plural} think{s} the answer is
{rj}.
and vise versa to disagreeing agents.

Ratio:
Among {peer_size} agents,
{agree_ratio}% think the answer is {rj}.
and vise versa to disagreeing agents.

List:
Agent {list_of_agree_agents} think the answer is
{rj}.
Agent {list_of_disagree_agents} think the answer is
{rk}.

Disc:
Agent A think the answer is {rj}.
Agent B think the answer is {rk}.
...

Reason:
Agent A think the answer is {rj}, because {reasonj}.
Agent B think the answer is {rk}, because {reasonk}.
...

874

C Details of Datasets 875

MMLU-Pro, GPQA-Diamond, ARC-Challenge is 876

under MIT license, ARC-Challenge is under cc- 877

by-sa-4.0 license, OpinionQA and SOCIAL IQA is 878

not under a license, and GlobalOpinionQA is under 879

cc-by-nc-sa-4.0 license. Our use of the dataset is 880

consistent with the intended use. The datasets do 881

not contain personally identifying info or offensive 882

content. All the datasets are in english. 883
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Factual Opinionated
Presentation
Format

Avg.
Flip Rate ρ(I, |AA|) ρ(I, |AD|) ρ(I, |AA| − |AD|) Avg.

Flip Rate ρ(I, |AA|) ρ(I, |AD|) ρ(I, |AA| − |AD|)

Count 0.22 -0.17 0.16 -0.23 0.27 -0.36 0.31 -0.47
Ratio 0.22 -0.28 0.25 -0.37 0.30 -0.41 0.38 -0.56
List 0.21 -0.17 0.15 -0.23 0.30 -0.22 0.22 -0.31
Disc 0.21 -0.11 0.09 -0.14 0.28 -0.24 0.23 -0.33
Reason 0.30 -0.05 0.05 -0.07 0.30 -0.11 0.11 -0.15

Table 4: Average flip rate and Pearson r correlation between the flipping indicator I and the number of agreeing
agents (|AA|), disagreeing agents (|AD|), or their difference (|AA| − |AD|), evaluated across various presentation
formats and benchmark datasets. All Pearson r correlations are statistically significant (p < 0.001). Overall, herd
behavior is strongest when presented with reasons. The difference between agreeing and disagreeing agents is the
strongest predictor of herd behavior.

Method Factual Opinionated AverageMMLU-
Pro

GPQA-
Diamond

ARC-
Challenge OpinionQA GlobalOpinionQA SOCIAL IQA

gpt-4o-mini_2nd 0.5* 0.59* 0.11* 0.64* 0.71* 0.16* 0.45*
gpt-4o-mini_last 0.25 0.42 0.06 0.54 0.59 0.06 0.32
gpt-4o_2nd 0.55* 0.70* 0.06* 0.52* 0.57* 0.26* 0.44*
gpt-4o_last 0.34 0.45 0.02 0.34 0.43 0.14 0.29
gpt-4.1_2nd 0.51* 0.63* 0.05* 0.66* 0.66* 0.22* 0.45*
gpt-4.1_last 0.23 0.35 0.02 0.49 0.54 0.10 0.29
gpt-4.1-mini_2nd 0.46* 0.49* 0.04* 0.4* 0.42* 0.2* 0.33*
gpt-4.1-mini_last 0.30 0.32 0.00 0.25 0.33 0.11 0.22
gpt-4.1-nano_2nd 0.62* 0.57* 0.18* 0.51* 0.62* 0.33* 0.47*
gpt-4.1-nano_last 0.46 0.39 0.12 0.42 0.52 0.16 0.34

Table 5: Flip rates for 2nd and last response types across different LLMs, used to assess the generalizability of
perceived confidence effects on herd behavior. Bolded values indicate the highest flip rate within each group,
reflecting the greatest herd influence. Asterisks (*) mark statistically significant differences (p < 0.05) based on
paired t-tests conducted within each group.

Factual
Peer Condition MMLU-

Pro
GPQA-
Diamond

ARC-
Challenge

Average

Original 0.45 0.35 0.93 0.49
1st 0.45 0.34 0.92 0.49
2nd 0.41* 0.30 0.90* 0.45*
rnd 0.42 0.32 0.91 0.46
last 0.43 0.35 0.91 0.48
Graduate Degree 0.40* 0.29 0.89 0.44*
College Degree 0.41 0.32 0.90 0.45
High School Diploma 0.41 0.31 0.90 0.45
Employer 0.40* 0.27 0.74* 0.44*
Employee 0.41 0.27 0.76 0.45
In-Domain 0.40* 0.29 - 0.40
Out-Of-Domain 0.41 0.29 - 0.40

Table 6: Accuracy of revised response after receiving
peer information. The first row, Original, represents
accuracy of original response before receiving peer in-
formation. Bolded values represent the lowest accuracy
within each group, and asterisks (*) denote statistical
significance (p < 0.05) based on paired t-tests within
each group.
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