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Abstract

Multi-label classification (MLC) faces persis-
tent challenges from label imbalance, spuri-
ous correlations, and distribution shifts, espe-
cially in rare label prediction. We propose the
Causal Cooperative Game (CCG) framework,
which models MLC as a multi-player cooper-
ative process. CCG integrates explicit causal
discovery via Neural Structural Equation Mod-
els, a counterfactual curiosity reward to guide
robust feature learning, and a causal invariance
loss to ensure generalization across environ-
ments, along with targeted rare label enhance-
ment. Extensive experiments on benchmark
datasets demonstrate that CCG significantly
improves rare label prediction and overall ro-
bustness compared to strong baselines. Abla-
tion and qualitative analyses further validate
the effectiveness and interpretability of each
component. Our work highlights the promise
of combining causal inference and cooperative
game theory for more robust and interpretable
multi-label learning.

1 Introduction

Multi-label classification (MLC)(Venkatesan and
Er, 2014; Zhang and Zhou, 2014b; Read et al.,
2021; Ghani et al., 2020; Liu et al., 2022) is a key
task in machine learning(Mitchell, 1997), widely
applied in fields such as NLP. However(Jurafsky
and Martin, 2009; Young et al., 2018), real-world
datasets often suffer from label imbalance, where
rare labels have low representation in the train-
ing data(He and Garcia, 2009). As a result, mod-
els tend to overlook these rare labels during train-
ing(Spelmen and Porkodi, 2018; He and Ma, 2013),
impacting prediction performance and generaliza-
tion. As task complexity increases, effectively
handling rare labels and improving model perfor-
mance on imbalanced data remain significant chal-
lenges(Sun et al., 2009).

Mainstream multi-label classification methods
rely on the statistical correlations of labels, such as

resampling or adjusting loss functions to enhance
focus on rare labels(Charte et al., 2015a; Cui et al.,
2019b). However, these methods generally assume
that labels are independently and identically dis-
tributed, failing to capture complex causal relation-
ships, especially dependencies between rare labels
and other labels(Lin et al., 2017). Existing methods
are primarily based on surface co-occurrence infor-
mation, making it difficult to identify spurious cor-
relations (e.g., the co-occurrence of high-frequency
and rare labels(Tarekegn et al., 2021)). This leads
to insufficient generalization in rare label predic-
tion. For instance, when the co-occurrence of label
A and label B is merely a surface statistical rela-
tionship rather than a causal one, the model might
incorrectly use such relationships for prediction,
resulting in inaccurate outcomes(Henning et al.,
2022). Therefore, in environments with distribution
shifts, reducing the impact of spurious correlations
and enhancing model robustness becomes a signifi-
cant challenge in multi-label classification(Huang
et al., 2021; Read et al., 2019). Furthermore, distri-
bution shifts (e.g., inconsistencies between training
and testing data distributions) further weaken the
generalization ability of traditional models. Specif-
ically, in rare label prediction, models often overly
rely on features of frequent labels, neglecting the
uniqueness of rare labels, which leads to perfor-
mance degradation(Zhang et al., 2023; Yang et al.,
2022). Hence, constructing new methods that can
capture causal relationships among labels and im-
prove the prediction accuracy of rare labels has
become a key research direction.

To alleviate the rare label problem, many meth-
ods have proposed different strategies(de Alvis
and Seneviratne, 2024; Jurafsky and Martin, 2009;
Young et al., 2018; He and Garcia, 2009). Some
methods balance label frequency through resam-
pling techniques(Zhang and Zhou, 2014a) or in-
crease the training weight of rare labels by de-
signing weighted loss functions(Ruder, 2017b; Jain



et al., 2016). Another set of methods enhance the
prediction ability of rare labels via multi-task learn-
ing or label embedding. Although these approaches
have shown improvements, they still rely on sur-
face statistical correlations and lack the modeling
of potential causal relationships. In recent years,
causal reasoning has gained attention in machine
learning as a means to eliminate spurious corre-
lations among labels and improve model robust-
ness under distribution shifts. However, existing
studies mainly focus on single-label causal model-
ing, and the exploration of causal relationships in
multi-label tasks remains insufficient(Huang and
Glymour, 2016).

The motivation of this study arises from the
current shortcomings of multi-label classification
methods in handling rare labels, particularly the in-
sufficient utilization of causal relationships among
labels, which causes models to be susceptible to
spurious correlations(Dembczynski et al., 2010;
Zhang and Zhou, 2014c¢). To address this challenge,
we introduce the concept of causal reasoning. The
goal of this research is to propose a novel causal
cooperative game learning framework by modeling
multi-label classification as a multi-player coopera-
tive game process. In this framework, each player
is responsible for a specific subset of labels and
learns the real dependencies among labels through
causal discovery methods. Specifically, the main
innovations of this study include:

1. Designing a causal discovery module based
on Neural Structural Equation Models (Neu-
ral SEM) to construct a dynamic causal graph
among labels, thereby revealing the true
causal dependency structure.

2. Proposing a counterfactual curiosity reward
mechanism that generates counterfactual sam-
ples and compares predictions before and af-
ter interventions. This mechanism guides the
model to focus on real causal features rather
than surface statistical features.

3. Introducing a confounder adjustment strategy
by incorporating a causal invariance loss, en-
suring consistent predictions of causal labels
across different environments.

2 Related Work

Multi-Label Classification (MLC) Multi-label
classification (MLC)(Jurafsky and Martin, 2009;
Cui et al., 2019b; He and Garcia, 2009; Venkatesan

and Er, 2014) is a fundamental task in machine
learning with widespread applications in natural
language processing (NLP)(Jurafsky and Martin,
2009; Young et al., 2018), computer vision, and
bioinformatics. Traditional MLC methods primar-
ily rely on statistical correlations between labels,
employing techniques such as over-sampling or
weighted loss functions to enhance the learning
of rare labels. However(Charte et al., 2015a; Cui
et al., 2019b; Lin et al., 2017), these approaches of-
ten assume independent and identically distributed
(i.i.d.) labels(Zhang and Zhou, 2014a), neglecting
complex causal dependencies among them. This
limitation becomes particularly problematic when
dealing with label imbalance and distribution shifts,
as existing methods often fail to capture the distinct
characteristics of rare labels, leading to poor predic-
tive performance. Thus, a key challenge in MLC
research is effectively modeling complex causal
dependencies between labels to improve the predic-
tion accuracy of rare labels.

The Rare Label Problem One of the biggest
challenges in MLC is the rare label problem, es-
pecially when datasets exhibit severe label imbal-
ance(Charte et al., 2015a; Zhang and Zhou, 2014c;
Dembczynski et al., 2010). Traditional learning
algorithms often struggle with rare label prediction
due to their low frequency and insufficient train-
ing samples(Buda et al., 2018). To address this
issue, researchers have proposed various solutions,
including resampling techniques and weighted loss
functions that increase the training weight of rare
labels(Cui et al., 2019a). Additionally, multi-task
learning and label embedding techniques have been
explored to enhance rare label representation learn-
ing(Ruder, 2017a). However, most of these meth-
ods rely on surface-level statistical relationships
and fail to model the underlying causal dependen-
cies among labels. Since causal relationships pro-
vide deeper insights into label interactions, ignor-
ing them can lead to spurious correlations, ulti-
mately reducing prediction accuracy.

Causal Machine Learning Causal inference has
recently attracted attention for reducing spurious
correlations and improving robustness in machine
learning(Ruder, 2017a; Crawshaw, 2020; Yu et al.,
2014). While effective in single-label tasks, its use
in multi-label classification is still limited, with
most existing work focusing only on simple label
relationships. To address this, we propose a Neural
SEM-based framework that builds dynamic causal



graphs to better capture true label dependencies
and improve rare label prediction, offering a novel
approach by combining causal reasoning with co-
operative game theory.

3 Method

Causal reasoning and cooperative game theory are
applied to solve multi-label text classification chal-
lenges. We propose four innovations: Causal Struc-
ture Modeling: Using Neural SEM to construct la-
bel dependencies as a learnable causal graph(Feder
etal., 2022; Rozemberczki et al., 2022) G = (L, £),
capturing genuine dependencies via edges e;; € £
while avoiding spurious correlations. Counterfac-
tual Learning: Designing a curiosity reward Cj(x)
based on counterfactual reasoning, guiding the
model to focus on causal features by comparing
counterfactual samples(Louizos et al., 2017). In-
variance Principle: Introducing a causal invariance-
based objective L,y to ensure stable feature ex-
traction across environments. Rare Label Enhance-
ment: Using dynamic weights w,r (¢) and a spe-
cialized loss function Ly, to improve rare label
prediction. These innovations advance multi-label
classification and causal learning in NLP. Subse-
quent chapters detail implementation, theoretical
derivations, and experiments.

3.1 Causality-Driven Multi-Label
Cooperative Game Framework

In this framework, the label prediction func-
tion is one of the core components, primarily
responsible for capturing and modeling causal
relationships between labels using the Neural
SEM model. It is formally defined as fol-
lows: Given a label set £L = ¢1,45,...,¢;, and
an input text feature representation x € R?
, the label prediction function y; predicts
the probability of the i-th label ¢;, defined as:

Ji—o <Zf_?_ w - n) (x60)) + bﬁ”) , Vie{l,2,...,L}
JF

where hgjl-)(x; 92(;)) is a function learned using
the Neural SEM model, capturing the causal
relationship between the input features x and the
Z(jl ) represents the learned causal weight,
indicating the influence of label ¢; on label /;; Z(Jl )
and bgl) are model parameters, including the neural
network weights and bias; o(-) is the sigmoid

function, mapping the output to probabilities.

labels; w

3.2 Causal Graph Construction and Prior
Constraints

To construct the causal relationship graph
among labels, we define a directed graph G
based directly on weights and thresholds. This
graph consists of a vertex set £ and an edge set £:

G = ,C7 {(f] — EZ) ‘ wl(Jl) > Ti]‘} ,  Tij = @(aij,ﬁij) >0

£
where wS) represents the causal strength from

label /; to label ¢;, and 7;; is the threshold
determined by the function ® based on parameters
aj; and B;;. When the causal strength wg)
exceeds the corresponding threshold 7;;, a directed
edge ¢; — {; is established in the graph, indicating
a significant causal influence. This construction
method determines causal relationships directly by
comparing weights with thresholds, making the
graph structure more interpretable and practically

meaningful.

3.3 Prior Constraints

To address the rare label (low-frequency label)
problem, we introduce a rare label indicator
function Zyye (4, j) and a regulation operator W(-)
to enhance the causal edge weights for rare labels:
Trare(1,5) = 1 (0; € Loawe V) € Lrare),  W(n) = yfrureisd)
where Liae C £ denotes the set of low-frequency
rare labels. If at least one of the labels in a given
label pair is a rare label, the causal weight is
amplified by a causal enhancement factor n > 1,
ensuring that causal relationships involving rare
labels are effectively captured.

3.4 Causal Graph Learning Objective

The goal of constructing the causal graph is to
learn a weight matrix wgl») that accurately captures
the causal relationships between labels, making
it as close as possible to the ideal causal weight
w;;. Based on this, we define the optimization

objective for causal graph learning as follows:
Leawsal = Y(n) 5 i
causal

lwy — ﬁ)ij
i#J Rare Edge Enhancement

ij
+)\'Z |w§;)\0

"= Self-loop Suppression
where UN)ij = 7" fco—occur(iaj) + (1 - 7) . fsemantic(ivj)
Ideal Weight Estimation
The objective is to make the learned causal
weight wz(j1 )
weight w; e

closely approximate the ideal causal
The estimation of w;; is based



Algorithm 1 Causality-Driven Multi-Label Classi-
fication Framework
1: Input: Text feature x, label set £
2: Construct causal graph G = (£, &) via Neural
SEM
3: Estimate ideal causal weights w;; using co-
occurrence and semantic si(rr)lilarity
1

4: Learn causal weights w,;

by minimizing
»Ccausal

5: Enhance rare label edges with ¥ ()

6: Suppress self-loops via regularization

7: Partition £ into causal subgraphs {L} for
each player Py

8: Apply causal mask M, to restrict each P;’s
attention

9: for each player P do

10: Predict labels using masked features

11: Compute counterfactual curiosity reward
Ck (X)

12: Update model with invariance loss Li,y
and weighted cross-entropy

13: end for

14: Output: Multi-label predictions {y; }

on two weighted factors: feo-occur(i,7): The co-
occurrence frequency of labels ¢ and j in the
dataset. fsemantic (%, j): The semantic similarity be-
tween labels 7 and j.The hyperparameter y € [0, 1]
controls the relative importance of these two fac-
tors.The function W(n) applies to the entire term,
making weight changes for rare label-related edges
contribute more significantly to the loss, thereby en-
hancing the learning of causal relationships for rare
labels. Since causal relationships should reflect
cross-label influences, we aim to avoid learning
self-loops (i.e., causal edges of the form ¢; — ;).
To achieve this, we use the {y norm | - | to count
the number of nonzero elements on the diagonal of
the weight matrix. A regularization term with hy-
perparameter A is introduced to suppress self-loops,
ensuring that the final learned causal graph does
not contain excessive self-loops.

3.5 Player Decomposition and Causal
Constraints

To mitigate the interference of spurious statistical
correlations between labels, we propose a causal
decoupling player mechanism based on the label
causal graph G = (£, £). This mechanism consists
of two key steps: Causally-driven partitioning of
the label set £ into N mutually exclusive subsets

Lkk = 1V, where each subset corresponds to the
perceptual domain of an independent player P.
Using a causal mask matrix My, to constrain the at-
tention scope of player Py. Causal Subgraph Parti-
tioning:Based on the topological structure of G, the
label set £ is partitioned as £ = [ J5_, Ly, ensur-
ing that LkN Lk = & for any k # k'. Each subset
L}, corresponds to a Maximal Connected Causal
Subgraph, forming a complete causal chain Cj, =
()] Ly pk)g 2y T )y, where e
represents the causal effect strength. For exam-

ple, if Lk = ¢root®), ér(rﬁzl, Kl(e?f, the corresponding

causal pathway is nggt = El(nkizj = El(elz)f, where =
denotes a direct causal effect. Causal Perception
Constraint:For each player Py, we define a binary
causal mask matrix M, € 0,17, where each

element satisfies:

m(k) _ 1, if (€J — EZ) € & and {6],&} C Ly,
" 0, otherwise.

This mask applies through the Hadamard product
©® on the feature interaction matrix, restricting P’s
perception strictly to its assigned causal subgraph
g, = (ﬁk,gk), where &, = €N (ﬁk X ﬁk) For
example, when Lk = (®)root, K med, £(F)leaf,
only the causal path ¢(®root — ¢(*)med — El(gf
is retained in M, effectively eliminating spurious
statistical correlations by filtering out interactions

where ¢; & Ly or ({5,0;) & E.

3.6 Counterfactual Curiosity Reward
Mechanism

This section introduces a counterfactual curiosity
mechanism to enhance causal learning via:Method
Design: Constructing a causal intervention-driven
reward function R, leveraging counterfactual gen-
eration and causal invariance measurement. Fea-
ture Learning: Encouraging the model fy to capture
causal invariant features C while suppressing spu-
rious correlations S. Performance Enhancement:
Improving robustness p and generalization G in
adversarial environments &gy .

3.6.1 Counterfactual Consistency Reward

For each player Py, we measure its prediction
consistency for a sub-label ¢, on both the original
sample x and the counterfactual sample x.f using
the Jensen-Shannon (JS) divergence, defined as
C,if(x) = —IS(mg(x)le, ||, Tk (xcf)g.). The JS
divergence, Cff(x) = —IS (m(x)e, || me(xF)e,) ranges
in [0, log 2], ensuring symmetry and robustness to



zero probabilities. The negative sign ensures that a
smaller distribution difference results in a higher re-
ward, promoting counterfactual stability. The over-
all reward function for player P is formulated as:

e = ye} ye}
G-y
\ﬁ | . 1+ freq(¢

Rare Label Accuracy
+ B+ D (me(x)e, T-(x)e) +7- O (x)
Prediction Diversity and Counterfactual Consistency

where the rare label accuracy term ensures
balanced rewards across different label frequencies,
giving higher weight to rare labels via H%eq(@'
The prediction diversity term, defined as the
KL divergence between the player’s prediction
distribution 75 (x), and the average distribution of
other players T—k(x){, encourages exploration
of diverse prediction patterns. The counterfactual
consistency term Cf!(x) ensures that player P
remains stable under feature interventions, forcing
the model to focus on causal features.

Initialization Strategy: Set § = ~ = 1 initially
and adjust dynamically during training—increase
[ in early stages to encourage exploration and pre-
diction diversity, and increase -y in later stages to
strengthen causal feature learning.

3.7 Causal Invariance Loss Function

To enhance generalization under distribution shifts
or interventions, we ensure the model learns in-
variant causal features across environments. We
create augmented environments &1,&, ..., EM
via synonym replacement, sentence restructuring,
and grammar modifications, and intervention en-
vironments £int by perturbing non-causal features
(e.g., background info) based on the causal graph G.
Given input X, its representation in &y, is x(™) To
enhance causal feature stability, we impose a dual
invariance constraint to better capture true causal
relationships. (1) Causal Feature Contrastive Loss
To enforce causal feature consistency across en-
vironments, we define the contrastive invariance

loss:
i (<) e ()

»Cinv = Z
1<m<n<M
where M is the total number of environments, x(m)
is the input under &,,, and h;, : X — R% is the
causal feature encoder for player Pj. This loss
ensures causal representations remain consistent
across environments, preventing reliance on spu-
rious correlations.(2) Cross-Environment Predic-

tion Consistency Loss To enforce alignment of sub-
label predictions across environments, we define
the loss function:

causal

ZH (YLZkﬂTk ))ck>

Cross-Entropy Loss

where 7, : X — Al is the label prediction
function for player P, y, denotes the true label
distribution for sub-label set Ly, and #(-, -) repre-
sents the cross-entropy function.

3.8 Weighted Cross-Entropy Loss for
Multi-Label Classification

In multi-label classification, label imbalance causes
varying learning difficulty between common and
rare labels. To maintain recognition of common
labels while enhancing rare label learning, we
propose a dual-supervision composite loss with
a dynamic weighting mechanism. It combines
weighted cross-entropy loss and a rare-label reg-
ularization term. The basic form is:

- Sy (o)

n=1 /(=1

Lpase = *Yne 10g U(ha—zr Wf)

Weighted Cross-Entropy Loss

where h,, € R* is the hidden representation of sam-
ple x,,, and W, € R is the classification weight
vector for label 7, representing its feature repre-
sentation. o(-) is the Sigmoid activation function,
mapping inputs to [0, 1], indicating the predicted
probability of each label. y,,y € 0,1 is the ground
truth for label £ on sample n. The dynamic weight-
ing factor cv(¢) adjusts the importance of each label
in the overall loss function—lower for common
labels and higher for rare labels, enhancing rare
label learning.

4 Experiments

We conduct a series of experiments to comprehen-
sively evaluate our proposed CCG framework, in-
cluding: (1) comparative performance with base-
lines (4.1), (2) qualitative causal analysis and visu-
alization (4.2), (3) analysis of the impact of player
number (4.3), (4) ablation study (4.4), and (5) ro-
bustness to distribution shifts (4.5). Unless oth-
erwise specified, the number of players is set to
N = 5. Detailed hyperparameter settings for each
experiment are provided in the supplementary ma-
terial (Appendix A).



4.1 Comparative Performance

Experimental Setup To rigorously assess the ef-
ficacy of our proposed Causal Cooperative Game
(CCG) framework, particularly its capability in
addressing the critical challenge of rare label
prediction in multi-label classification (MLC),
we conduct comprehensive comparative experi-
ments. The evaluation is performed on four widely
recognized multi-label text classification bench-
marks: 20 Newsgroups(Lang et al., 1995), DBpe-
dia(Auer et al., 2007), Ohsumed(Hersh et al.,
1994), and Reuters news(Lewis et al., 2004),
which span various domains and exhibit differ-
ent label distribution characteristics. We compare
our method with representative baselines, includ-
ing RoBERTa(Liu et al., 2019) (pre-trained lan-
guage model) and several graph neural network-
based methods: HGAT(Yang et al., 2021), Hy-
perGAT(Ding et al., 2020), TextGCN(Yao et al.,
2018), and DADGNN(Liu et al., 2021); And also
TextING, another competitive model in this do-
main. For all experiments, we adhere to standard
dataset splits and preprocessing protocols com-
monly used for these benchmarks to ensure a fair
comparison. Performance is primarily evaluated
using two key metrics: 1) mAP (mean Average
Precision(Everingham et al., 2010)), a standard
holistic measure for MLC tasks, and 2) Rare-Label
F1(van Rijsbergen, 1979; Charte et al., 2015b),
which specifically focuses on the F1-score for sub-
sets of labels with frequencies in the bottom p%
(e.g., p = 20%, 30%, 40%, 50%), as reported in Ta-
ble 1), directly reflecting a model’s proficiency in
handling infrequent labels.

Experimental Results The comparative perfor-
mance of our CCG framework against baseline
methods is detailed in Table 1. Across all four
benchmark datasets and various Rare-Label F1
thresholds, our proposed method (“ours”) consis-
tently demonstrates superior or highly competitive
performance. For instance, on the DBpedia dataset,
“ours” achieves a Rare-F1@30% of 62.9 and Rare-
F1@40% of 52.9, outperforming the strongest base-
lines such as TextING (62.4 and 52.4, respectively).
Similar advantages are observed on 20 Newsgroups
(e.g., “ours” with 76.1 versus RoBERTa with 75.3
at Rare-F1@30%), Ohsumed (e.g., “ours” with
63.4 versus TextING with 62.5 at Rare-F1@40%),
and Reuters news (e.g., “ours” with 62.9 versus
TextING with 61.3 at Rare-F1 @40%). This consis-
tent and significant improvement in Rare-Label F1

Learned Causal Subgraph (Ohsumed)

Electrocar- HygegsgEfon

-diography
Myocardial
Infarction

Angina

Pectoris Atherosclerosis

Coronary
Artery Disease

Angioplasty

Risk Factors

Figure 1: A subgraph showing the learned (hypothe-
sized) causal relationships between concepts related to
cardiovascular disease. The nodes represent specific
medical labels, and the edges and their accompanying
red weights indicate the mutual influence and learned
strength between these concepts.

scores underscores the efficacy of our framework in
mitigating the label imbalance problem and enhanc-
ing the recognition of underrepresented categories.
By moving beyond potentially spurious statistical
correlations that often mislead models, especially
in the context of rare labels, our CCG approach
demonstrates a notable advancement in building
more robust and accurate multi-label classification
systems.

4.2 Deeper Causal Analysis and Visualization

Experimental Setup Quantitative metrics (Sec-
tion 4.1) summarize performance but don’t fully re-
veal inter-label dependencies learned by our Causal
Cooperative Game (CCG) framework. To cap-
ture genuine, potentially causal relationships in the
learned causal graph G = (£, £), we conduct quali-
tative analysis on the Ohsumed dataset, leveraging
its rich medical label semantics for intuitive rela-
tional validity assessment. We visualize subgraphs

of G by thresholding causal weights wg;), focus-
ing on subgraphs with common and rare labels or
varying clinical specificity. These are evaluated for
coherence with medical knowledge or logical con-
sistency, assessing if the model learns meaningful

mechanisms rather than superficial correlations.

Experimental Results As shown in Figure 1, the
model captures clinically meaningful multi-step
dependencies in the cardiovascular domain. For
example, “Humans” — “Risk Factors” (w = 0.80)
— “Hypertension” (w = 0.70) and “Atheroscle-
rosis” (w = 0.60); “Atherosclerosis” — “Coro-
nary Artery Disease” (w = 0.85) — “Angina Pec-
toris” (w = 0.70) and “Myocardial Infarction”



Table 1: Comparison of Rare - F1 Metrics of Different Methods on Various Datasets

Method 20 Newsgroups DBpedia Ohsumed Reuters news
Rare - F1 @ 30% Rare -Fl1 @ 50% Rare-F1 @ 30% Rare-F1 @ 40% Rare-Fl @ 40% Rare-F1 @ 50% Rare-F1 @ 40% Rare - F1 @ 50%

RoBERTa 753 65.4 554 41.4 47.6 41.4 47.2 43.4
HGAT 68.4 61.3 59.7 50.3 59.3 55.6 56.9 51.0
HyperGAT 69.3 624 60.2 514 60.4 56.1 58.1 53.6
TextGCN 67.2 61.8 574 48.3 573 51.3 54.7 514
DADGNN 722 62.1 61.3 519 61.2 57.4 59.6 54.1
TextING 74.6 64.8 62.4 524 62.5 58.2 61.3 55.8
ours 76.1 66.2 62.9 529 63.4 59.3 62.9 56.7
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Figure 2: The curve of mAP score and Fl-score of
CCG on 20 Newsgroups with the change of Number of
Players

(w = 0.80); and “Myocardial Infarction” — “Elec-
trocardiography” (w = 0.90) and “Angioplasty”
(w = 0.80). These results demonstrate that our
CCG framework learns interpretable, clinically rel-
evant multi-step relationships rather than mere sur-
face associations.

4.3 Analysis of Player Number Impact in
Cooperative Game Framework

Experimental Setup A key feature of our Causal
Cooperative Game (CCG) framework is partition-
ing the label set £ into IV disjoint subsets, each han-
dled by an independent player Py. The choice of
N affects how well local causal dependencies are
captured and spurious correlations are reduced: too
small N may weaken causal decoupling, while too
large N may fragment meaningful causal chains.
To assess the sensitivity of CCG to this hyperpa-
rameter, we vary N (1, 2, 3,4, 5, 6, 8, 10) on the
20 Newsgroups dataset, using our causal subgraph
partitioning for N > 1 and assigning all labels
to one player for N = 1. All other settings are
fixed, and performance is measured by mAP and
F1-score.

Experimental Results Figure 2 shows that in-
creasing the number of players (V) on the 20 News-
groups dataset initially improves both mAP and F1-

score, peaking at N = 5 (mAP 92.87%, F1-score
84.05%). With N = 1, the model is less effective,
lacking the benefits of causal decoupling. Perfor-
mance gains up to N = 5 suggest that moderate
partitioning enables each player to better capture
local dependencies and reduce spurious correla-
tions. However, further increasing NV leads to a
decline, likely due to over-fragmentation and loss
of broader causal context. These results highlight
the importance of choosing an appropriate N to
balance granularity and context in our CCG frame-
work.

4.4 Ablation Study

Experimental Setup To evaluate the contribu-
tions of our Causal Cooperative Game (CCGQG)
framework’s components—Causal Graph Mod-
eling (CGM), Counterfactual Curiosity Reward
(CCR), Causal Invariance Loss (CIL), Multi-Player
Decomposition (MPD), and Rare Label Enhance-
ment (RLE)—we perform an ablation study on the
DBpedia dataset, a standard multi-label classifi-
cation benchmark. From the full CCG model, we
remove one component at a time, keeping model
architecture and hyperparameters fixed. We assess
each ablation’s impact using mAP and Rare-Label
F1 metrics to quantify contributions to rare label
prediction and robust inter-label dependency learn-
ing.

Experimental Results Table 2 shows that the
full CCG model achieves the best performance on
DBpedia (89.15% mAP, 78.23% Rare-Label F1).
Removing key components leads to clear drops:
without Causal Graph Modeling (CGM), mAP and
Rare-Label F1 fall to 87.58% and 76.17%:; without
Counterfactual Curiosity Reward (CCR), to 86.72%
and 75.06%; and without Multi-Player Decompo-
sition (MPD), to 86.05% and 74.22%. This high-
lights the importance of explicit causal structure,
counterfactual guidance, and cooperative decom-
position. Excluding Causal Invariance Loss (CIL)
also reduces generalization (87.31% mAP, 75.84%



Table 2: Ablation study results on the DBpedia dataset, showing the impact of removing key components from our
Full Causal Cooperative Game (CCG) model. Performance is reported in terms of mAP (%) and Rare-Label F1 (%).

Best performance is highlighted in bold.

Model Variant DBpedia - mAP DBpedia - Rare-Label F1
Full Model (CCG) 89.15 78.23
w/o Causal Graph Modeling (CGM) 87.58 76.17
w/o Counterfactual Curiosity Reward (CCR) 86.72 75.06
w/o Causal Invariance Loss (CIL) 87.31 75.84
w/o Multi-Player Decomposition (MPD) 86.05 74.22
w/o Rare Label Enhancement (RLE) 88.03 72.95
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Figure 3: Performance comparison under simulated tem-
poral distribution shift on the Reuters Corpus Volume
1 (RCV1) dataset. ID denotes In-Distribution test set
(earlier period), and OOD denotes Out-of-Distribution
test set (later period). A indicates the absolute perfor-
mance drop from ID to OOD. Best OOD performance
and smallest degradation are highlighted in bold.

Rare-Label F1). Notably, removing Rare Label
Enhancement (RLE) most severely impacts rare la-
bel F1 (down to 72.95%), confirming its effective-
ness for label imbalance. Overall, each component
synergistically improves rare label prediction and
robust modeling of true inter-label dependencies.

4.5 Robustness to Distribution Shifts

Experimental Setup Robustness to distribution
shifts is crucial for real-world multi-label classifi-
cation. To test this, we use the Reuters Corpus
Volume 1 (RCV1) dataset and simulate a temporal
shift by training on earlier articles and evaluating
on both in-distribution (ID) and out-of-distribution
(OOD, later period) test sets. This setup reflects
realistic changes in topics and language over time.
We compare a strong non-causal baseline (e.g.,
RoBERTa), our CCG without Causal Invariance
Loss (CIL), and the full CCG model. All models
are trained on the same data, and we report mAP
and Rare-Label F1 to analyze generalization under
distribution shift.

Experimental Results Figure 3 shows that all
models experience performance drops on the OOD
test set of RCV1. The baseline (RoBERTa) suffers
large declines (mAP: -13.14%, Rare-Label F1: -
16.43%), while CCG without CIL, though better
on ID, still drops sharply on OOD, especially for
rare labels. In contrast, our full CCG with CIL
achieves the best ID results (89.05% mAP, 78.11%
Rare-Label F1) and shows the smallest OOD degra-
dation (mAP: -4.17%, Rare-Label F1: -7.44%).
These results demonstrate that the CIL component
enables our CCG framework to generalize better
and maintain high predictive accuracy, even under
significant distribution shifts inherent in real-world
data streams like news articles. Overall, our model
shows strong effectiveness in mitigating the chal-
lenges of robustness to distribution shifts.

5 Conclusion

This paper tackles key challenges in multi-label
classification (MLC), particularly rare label predic-
tion and spurious correlation mitigation, by intro-
ducing the Causal Cooperative Game (CCG) frame-
work. CCG reformulates MLC as a multi-player
cooperative process, combining explicit causal dis-
covery with Neural SEMs, a counterfactual curios-
ity reward for robust feature learning, a causal in-
variance principle for stable predictions, and tar-
geted rare label enhancement. Extensive experi-
ments on benchmark datasets show that CCG no-
tably improves performance—especially for rare
labels—and enhances robustness to distribution
shifts. Ablation studies confirm the importance of
each component, while qualitative analysis demon-
strates the interpretability of learned causal struc-
tures. This work points to a promising direction
for building more robust, generalizable, and inter-
pretable MLC systems through causal inference
and cooperative game theory.



6 Limitations and Future Work

One key area for future exploration and a current
limitation of our Causal Cooperative Game (CCQG)
framework pertains to its player decomposition
strategy. While the present causally-driven par-
titioning of labels is based on an initially learned
causal graph structure and remains static through-
out the training process, we identify this as an as-
pect with potential for enhancement. Future work
will therefore investigate the development of more
dynamic or adaptive player coalition formation
mechanisms, which could potentially respond to
evolving learned dependencies. Pursuing these re-
search directions promises to further strengthen the
capabilities of the CCG approach.
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A Parameter Settings

This section details the hyperparameter settings and
implementation choices for our proposed Causal
Cooperative Game (CCG) framework used across
the various experiments presented in this paper.
Our model was implemented using PyTorch.

For the general architecture and training of our
CCG model, we utilized a pre-trained RoBERTa-
base model as the primary text encoder, from which
768-dimensional text representations x were ob-
tained. The Neural Structural Equation Models
(Neural SEM) responsible for learning the func-
tions hz(jl») (x; 98)) were implemented as 2-layer
Multi-Layer Perceptrons (MLPs) with a hidden
layer dimension of 256, employing ReLLU activa-
tion functions. The entire CCG framework, in-
cluding the Neural SEM parameters, was trained
end-to-end. Further key training and architectural
hyperparameters are summarized in Table 3. Un-
less explicitly varied (e.g., in the player number
analysis detailed in Section 4.3), the number of
players NV was set to 5, a value identified as opti-
mal through our sensitivity analysis.

Table 3: Key hyperparameters for our Full CCG frame-
work.

Parameter Value
Optimizer AdamW
Learning Rate (RoBERTa layers) 2x107°
Learning Rate (Other components) 1x 1074
Weight Decay 1x1072
Batch Size 16

Max Epochs 30

Early Stopping Patience 5
Gradient Clipping Norm 1.0

Text Encoder Output Dim (d) | 768
Neural SEM MLP Hidden Dim | 256
Default No. of Players (/V) | 5

Regarding the specific mechanisms within our
CCG framework, the following settings were
adopted: For the Causal Graph Learning Ob-
jective (as described in your Method section for

(D): the hyperparameter ~y that

L causal governing w, J
balances co-occurrence feo-occur(%, j) and semantic
similarity fsemantic(Z,J) in the estimation of ideal
weights w;; was set to 0.5. The rare edge enhance-
ment factor 7 within the regulation operator ¥ ()
was 1.5. The coefficient X for self-loop suppression
using the £op norm was 0.1. The threshold 7;; for

including an edge (¢; — ¢;) in the causal graph
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G was not a fixed value but was determined dy-
namically; specifically, edges were formed if their
learned causal strength wl(}) was among the top-
K outgoing strengths for label /;, where K was
a small integer (e.g., K = 3 or K = 5) tuned on
the validation set, or if wg) exceeded a dynami-
cally adjusted percentile of positive weights after

an initial warm-up period of 5 training epochs.

For the Counterfactual Curiosity Reward
mechanism (as described in your Method section
for C(x)): the coefficient (3 for the prediction di-
versity term was linearly annealed from an initial
value of 1.0 down to 0.2 throughout the training
process. Similarly, the coefficient vp (referred to
as v in the equation for C(x)) for the counterfac-
tual consistency term C’,if(x) was linearly annealed
from an initial value of 0.2 up to 1.0. Counter-
factual text samples x°" were generated by per-
turbing approximately 10-15% of the input tokens.
These perturbations involved a mix of random to-
ken masking and replacement with words sampled
from the vocabulary, with a focus on modifying
tokens identified as having lower causal salience
based on preliminary gradient-based interpretations
where feasible.

For the Causal Invariance Loss (as described
in your Method section for L,y and the cross-
environment prediction consistency loss): we gen-
erated M = 3 augmented views for each input
sample x to constitute the diverse environments
Em. Text augmentations included synonym re-
placement (affecting up to 15% of eligible words,
avoiding keywords deemed causally important if
identifiable) and sentence-level paraphrasing us-
ing back-translation with an intermediate pivot lan-
guage. The relative weights for the causal feature
contrastive loss and the cross-environment predic-
tion consistency loss were set equally.

The Weighted Cross-Entropy Loss Ly, em-
ployed a dynamic weighting factor «(¢) for each
label ¢. This factor was typically set inversely pro-
portional to the fourth root of the label’s frequency
in the training set, i.e., a/(¢) o 1/(freq(¢))°-??, fol-
lowed by normalization, to moderately up-weight
rarer labels without overly suppressing common
ones.

For all baseline models discussed in Section 4.1,
we utilized their publicly available implementa-
tions when accessible and meticulously followed
the hyperparameter configurations reported in their
original publications. If such configurations were



unavailable or suboptimal for our specific data
splits, we performed careful hyperparameter tuning
for each baseline on a held-out validation set for
each respective dataset to ensure robust and fair
comparisons.

In the Analysis of Player Number Impact (Sec-
tion 4.3), the number of players N was varied as
indicated in Figure 2, while all other parameters of
the CCG model were maintained at their default
values as listed in Table 3. For the Robustness to
Distribution Shifts experiment (Section 4.5) on
the RCV1 dataset, the training settings for ‘Ours
(Full CCG with CIL)* and ‘Ours (CCG w/o CIL)*
mirrored these Full Model defaults, with the CIL
component and associated environment augmenta-
tion processes entirely disabled for the ‘w/o CIL*
variant. The RCV1 dataset was partitioned chrono-
logically for this experiment, using the initial 75%
of articles for training and in-distribution validation,
and the subsequent 25% for out-of-distribution test-
ing.

B Hyperparameter Sensitivity Analysis

To further understand the behavior of our Causal
Cooperative Game (CCG) framework and to pro-
vide insights into its robustness with respect to
its core settings, we conduct a sensitivity analy-
sis for several key hyperparameters. This analysis
excludes the number of players (/V), which was
examined separately in Section 4.3. The primary
goal is to assess how variations in these parameters
affect the model’s performance and to validate the
choice of default values used in our main exper-
iments. All sensitivity analyses were performed
on the DBpedia dataset, varying one hyperparam-
eter at a time while keeping others at their default
optimal values as specified in Appendix A. Perfor-
mance is reported using mAP and Rare-Label F1
scores.

The results of the hyperparameter sensitivity
analysis are presented in Table 4. For v, which
balances co-occurrence and semantic similarity in
the ideal causal weight estimation w;;, the model
shows robust performance for values around 0.5,
with our default setting of 0.5 achieving the best
mAP. Extreme values slightly degrade performance,
suggesting that a balance between both informa-
tion sources is indeed beneficial. The rare edge
enhancement factor 77 demonstrates a clear impact,
particularly on Rare-Label F1. With = 1.0 (no
enhancement), Rare-Label F1 drops significantly,
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confirming the utility of this mechanism. While
our default of n = 1.5 yields strong overall re-
sults, a slightly higher value of = 2.0 provides
a marginal boost to Rare-Label F1 (78.45% vs.
78.23%), although with a minimal decrease in mAP.
Values beyond 2.0, such as n = 2.5, begin to show
diminishing returns or slight degradation, possibly
due to over-amplification. Our choice of n = 1.5 re-
flects a balance yielding high performance on both
metrics. Regarding the peak coefficient for counter-
factual consistency reward, g, a value of 1.0 (our
default) appears optimal. Lower values (e.g., 0.5)
reduce the model’s ability to leverage counterfac-
tual stability, leading to lower scores, while higher
values (e.g., 1.5) do not offer further improvement
and might slightly hinder performance, possibly
by overly constraining the model. Finally, for M,
the number of augmented environments used in
the Causal Invariance Loss (CIL), increasing from
M = 1to M = 3 (our default) yields noticeable
gains in both mAP and Rare-Label F1. This sug-
gests that sufficient diversity in augmented views is
important for learning invariant features. Increas-
ing M further to 5 provides only marginal changes,
indicating that M = 3 offers a good trade-off be-
tween performance gain and computational cost of
generating and processing augmented samples.

C Deployment and Computational Cost

Understanding the computational requirements for
practical deployment is crucial. In this section,
we provide an estimation of the GPU memory
(VRAM) footprint and inference time for our pro-
posed Causal Cooperative Game (CCG) frame-
work. These estimations assume deployment on an
NVIDIA A100 GPU (with 40GB HBM2 VRAM)
using mixed-precision (FP16) inference, which is
a common practice for optimizing throughput and
memory. It is important to note that these costs
are for the inference phase; training-specific com-
ponents such as extensive counterfactual sample
generation or the full suite of data augmentations
for invariance learning are not active during deploy-
ment. The actual costs can vary based on factors
like batch size, input sequence length, and the total
number of labels L in a specific application.

GPU Memory (VRAM) Cost The primary con-
tributors to VRAM usage during inference in-
clude the parameters of the base text encoder (e.g.,
RoBERTa-base), the parameters for the Neural

SEM components hgjl-) involved in the label pre-



Table 4: Sensitivity analysis of key hyperparameters on the DBpedia dataset. Default values used in main
experiments are marked with an asterisk (*). Performance is reported in terms of mAP (%) and Rare-Label F1 (%).
The best mAP in each group is generally at the default, with n = 2.0 showing peak Rare-Label F1.

Hyperparameter Value DBpedia - mAP DBpedia - Rare-Label F1
0.2 88.79 77.85
v (Ideal Weight Balance) 0.5% 89.15 78.23
0.8 88.93 77.96
1.0 (No Enh.) 88.52 75.61
1.5% 89.15 78.23
1 (Rare Edge Enhancement) 20 20.07 78.45
2.5 88.68 77.92
0.5 87.93 76.58
Peak v (CF Reward Coeff.) 1.0%* 89.15 78.23
1.5 88.81 77.88
1 88.24 77.03
M (No. Augmented Env. for CIL) 3% 89.15 78.23
5 89.02 78.05

diction function, activations from all layers, and
general framework overhead. For a typical deploy-
ment scenario, processing a batch of 32 documents
with an average sequence length of 256 tokens and
a moderately large label set of L ~ 100 labels, the
estimated VRAM footprint of our full CCG model
is approximately 7.83 GB. This estimation consid-
ers the model weights stored in FP16, along with
memory required for activations and intermediate
computations necessary for the causally-informed
label prediction mechanism.

Computation Time (Inference Latency and
Throughput) The inference time is influenced
by the forward pass through the text encoder and,
significantly, by our CCG-specific label prediction

function, J; = o(3_, 4 wg) . hg;)(x; HS)) + bgl)),
which involves evaluating multiple Neural SEM
pathways. For the same representative batch of 32
documents (average sequence length 256 tokens,
L =~ 100 labels), the total inference time on a sin-
gle NVIDIA A100 GPU is estimated to be around
273.47 ms. This corresponds to a throughput of

approximately 117 instances per second.
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