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Abstract
Length control in Large Language Models (LLMs) is a crucial but
under-addressed challenge, with applications ranging from voice
interfaces requiring concise responses to research summaries need-
ing comprehensive outputs. Current approaches to length control,
including Regularized DPO, Length-Instruction Fine-Tuning, and
tool-augmented methods, typically require expensive model retrain-
ing or complex inference-time tooling. This paper presents a prompt
engineering methodology that enables precise length control with-
out model retraining. Our structure-guided approach implements
deliberate planning and word counting mechanisms within the
prompt, encouraging the model to carefully track and adhere to
specified length constraints. Comprehensive evaluations across six
state-of-the-art LLMs demonstrate that our method significantly
improves length fidelity for several models compared to standard
prompting when applied to document summarization tasks, par-
ticularly for shorter-to-medium length constraints. The proposed
technique shows varying benefits across different model architec-
tures, with some models demonstrating up to 37.6% improvement
in length adherence. Quality evaluations further reveal that our
approach maintains or enhances overall output quality compared
to standard prompting techniques. Our approach provides an im-
mediately deployable solution for applications requiring precise
length control, particularly valuable for production environments
where model retraining is impractical or cost-prohibitive.
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1 Introduction
Length control is a fundamental yet frequently overlooked aspect
of language model capabilities. As Large Language Models (LLMs)
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become increasingly integrated into real-world applications, the
ability to precisely control response length emerges as a critical
requirement. Different use cases demand different response lengths:
voice interfaces require concise answers, research summaries need
comprehensive detail, mobile applications have screen space con-
straints, and documentation systems must provide varying levels
of information density [11]. Despite their remarkable progress in
reasoning and knowledge tasks, even state-of-the-art LLMs struggle
with this basic aspect of communication, often violating explicit
length constraints in numerous cases [2, 11].

The inability to control output length creates significant chal-
lenges for production deployments. Unpredictable response lengths
lead to poor user experiences, increased computational costs, and
reduced system reliability. Moreover, many LLMs exhibit a sys-
tematic bias toward verbosity, a phenomenon that compromises
both their efficiency and utility [2, 6]. While several methods have
been proposed to address this issue, these approaches typically re-
quire expensive model retraining, complex fine-tuning procedures,
or resource-intensive inference-time mechanisms [3, 11]. These
limitations make them impractical for many production environ-
ments, particularly those utilizing black-box LLMs where model
parameters are inaccessible [3].

Our work introduces "Plan-and-Write," a prompt engineering
methodology that enables precise length control without model re-
training. Unlike existing approaches, our method operates entirely
within the prompt space, making it immediately deployable across
any LLM without additional training or tooling requirements. The
core innovation of our approach lies in a structure-guided plan-
ning technique that encourages models to strategically allocate
their word budget across content sections. By incorporating ex-
plicit planning and word-counting mechanisms within carefully
designed prompts, we guide LLMs to maintain awareness of their
output length while preserving response quality.

We evaluate our approach across seven state-of-the-art LLMs on
document summarization tasks with varying target length require-
ments. Our results demonstrate that the Plan-and-Write method-
ology significantly improves length fidelity compared to standard
prompting techniques, with minimal impact on response quality.
We identify patterns in model behavior that suggest advanced LLMs
possess untapped capabilities for length control that can be effec-
tively activated through structured prompting. See Table 1 for exam-
ples of length-controlled generations using both standard prompt-
ing and our structure-guided approach. Our evaluation shows that
our method achieves substantially higher precision in meeting ex-
act word count targets while maintaining or enhancing the quality
and relevance of model responses.

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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Table 1: Example length-controlled document summarization using different prompting strategies. The vanilla approach often
fails to meet exact target lengths, while our thinking approach demonstrates precise word count control.

Instruction Target Generation Length

Summarize this document in exactly
{target_words} words.

20 Amazon had a strong year in 2023, with revenue, operating income, and free
cash flow growth. The company is investing in primitives and generative AI
capabilities.

26

50 Amazon had a strong year in 2023, with revenue growth, improved prof-
itability, and continued customer experience enhancements. The company is
focused on building foundational "primitive" services to rapidly innovate and
empower both internal and external builders, with a particular emphasis on
generative AI capabilities.

46

100 Amazon’s 2023 annual letter to shareholders highlights the company’s strong
financial performance, with 12% revenue growth and a dramatic improve-
ment in operating income and free cash flow. The letter emphasizes Amazon’s
focus on customer experience, with enhancements in selection, pricing, and
delivery speed. It also discusses the company’s progress in Advertising, AWS,
and newer business investments like Prime Video and Project Kuiper. The
letter emphasizes Amazon’s "primitives" approach, which involves building
foundational services to enable rapid innovation. It also outlines the com-
pany’s vision for Generative AI and its potential to transform various Amazon
businesses. Overall, the letter conveys Amazon’s optimism and conviction in
its long-term growth and innovation potential.

118

YOUR ONLY TASK: Summarize this document
in EXACTLY {target_words} WORDS
({target_words}).

20 Amazon’s strong financial results, customer experience, and focus on building
primitive services to empower builders and innovation across businesses.

20

I will only accept summaries with EXACTLY
{target_words} words - count carefully. STEP
1: Count each word as you write: <thinking>
1 First 2 word ... {target_words} lastword
</thinking>

50 Amazon saw strong growth in 2023, with revenue, operating income, and
free cash flow improving significantly. The company is investing in customer
experience, logistics, and advertising, while also making progress in AWS,
Prime Video, and new initiatives like Generative AI and Project Kuiper. Ama-
zon remains focused on long-term value creation.

50

STEP 2: Rewrite those SAME {target_words}
WORDS in paragraph form: <final_answer>
First word... [EXACTLY {target_words} WORDS
TOTAL] </final_answer>

100 Amazon saw strong growth in 2023, with revenue increasing 12% to $575
billion. Operating income and free cash flow also improved significantly. The
company attributed these results to its focus on customer experience, includ-
ing expanded selection, competitive pricing, and faster delivery. Amazon
continued investing in key initiatives like AWS, Prime Video, and Project
Kuiper. The letter discusses the company’s "primitives" approach to build-
ing flexible, reusable services that enable rapid innovation. It also highlights
Amazon’s focus on generative AI as a transformative technology. Overall, the
letter conveys the company’s enthusiasm and optimism for the future.

99

2 Related Work
Length control in LLMs has emerged as a critical challenge as these
models become increasingly integrated into real-world applications
with specific output constraints. Research on text generation con-
trol dates back to earlier work by Holtzman et al. [4], who explored
cooperative discriminators to guide language generation. However,
as noted in recent benchmarks, modern LLMs still struggle with
this fundamental aspect of communication, often violating explicit
length constraints in over 50% of cases [11]. Current research ad-
dressing this challenge has primarily explored three categories of
approaches: model fine-tuning, inference-time modifications, and
prompt engineering techniques.

Several works have focused on modifying model parameters
through specialized fine-tuning procedures. Yuan et al. [11] pro-
posed Length-Instruction Fine-Tuning (LIFT), which augments pref-
erence datasets with examples where responses violating length
constraints automatically lose in preference pairs. Zhou et al. [13]

introduced token-level reward regularization (T-REG) to improve
preference optimization, which could benefit length control among
other aspects. Park et al. [7] developed Regularized Direct Pref-
erence Optimization to address length exploitation in RLHF by
adding a principled regularization term. Dubois et al. [2] identi-
fied systematic biases toward verbosity in LLMs and proposed a
causal inference framework to debias evaluation metrics. These ap-
proaches show promising results but require expensive retraining
procedures and access to model weights, making them impractical
for many deployment scenarios involving black-box LLMs.

Inference-timemethods attempt to control output lengthwithout
modifying model parameters. Gu et al. [3] developed an iterative
sampling framework based on the Metropolis-Hastings algorithm
that treats length control as sampling from a target distribution.
Their approach requires multiple inference passes. Nayab et al. [6]
explored the relationship between output verbosity and reasoning
quality, proposing Constrained Chain-of-Thought prompting to
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explicitly limit reasoning length. While these methods offer more
flexibility than fine-tuning approaches, they often introduce addi-
tional computational overhead during inference.

More closely aligned with our approach, prompt engineering
techniques attempt to achieve length control through careful in-
struction design without modifying models or using complex in-
ference procedures. Zhang et al. [12] demonstrated that structured
prompting can guide LLMs to better understand and follow format-
ting constraints in data representation tasks. Lyu et al. [5] explored
zero-shot in-context learning with pseudo-demonstrations, show-
ing how carefully constructed prompts can guide model behav-
ior without parameter updates. Bai et al. [1] introduced constitu-
tional AI techniques that improve instruction following in general,
which indirectly benefits length constraint adherence. Wang et al.
[9] explored a primal-dual approach for controlled question gen-
eration that incorporates specific constraints during generation.
Despite these advances, there remains a significant gap between
theoretical approaches and practical, deployment-ready solutions
for precise length control. Most current methods either sacrifice
response quality or work only for specific types of constraints. Our
Plan-and-Write methodology addresses these limitations through
a prompt engineering approach that enables precise word-count
control without model retraining or additional inference overhead,
while maintaining response quality, providing an immediately de-
ployable solution for practitioners using black-box LLMs.

3 Methodology
3.1 Overview
We introduce Plan-and-Write, a prompt engineering methodology
for precise length control in large language models. The core in-
novation of our approach is the decomposition of the generation
process into two distinct phases:

(1) a planning phase where the model explicitly counts words
as it drafts content, and

(2) a verification phase where the model reconstructs the con-
tent into a coherent output of exactly the specified length.
This structure-guided approach leverages the LLM’s inherent
capabilities for metacognition and self-monitoring without
requiring any model parameter modifications or additional
inference passes.

Unlike traditional approaches that simply include a length con-
straint in the instruction (e.g., “Summarize in Xwords”), our method
guides the model through a deliberate process of word counting and
budget allocation. This creates what we term “length awareness”—
an explicit tracking mechanism that helps the model maintain pre-
cise control over its output length while preserving content quality.
The approach is model-agnostic and can be applied to any LLM
capable of following multi-step instructions.

3.2 Framework
We formally define the length-controlled generation problem as
follows: Given a document 𝐷 , a target word count 𝑡 , and an LLM
𝑀 , find a summary 𝑆 that maximizes the semantic relevance to 𝐷
while strictly adhering to the target length:

𝑆 = argmax
𝑠

Quality(𝑠, 𝐷) subject to |𝑠 | = 𝑡 (1)

where |𝑠 | represents theword count of summary 𝑠 , andQuality(𝑠, 𝐷)
measures semantic similarity and relevance between the summary
and the original document.

Traditional approaches attempt to solve this directly with a sim-
ple constraint in the prompt:

𝑆vanilla = 𝑀 (𝐷, 𝑃vanilla (𝑡)) (2)

where 𝑃vanilla (𝑡) represents a prompt instructing the model to
generate a summary of length 𝑡 .

Our Plan-and-Write approach decomposes this into two phases:

𝑆draft = 𝑓planning (𝑀,𝐷, 𝑡) (3)

𝑆final = 𝑓verify (𝑆draft, 𝑡) (4)

This decomposition enables the model to first plan a response
with explicit word counting, followed by a verification step that
ensures the exact target length is met. We measure the effectiveness
of our approach using length fidelity error:

𝐸 = | | |𝑆 | − 𝑡 | | (5)

with the goal of minimizing 𝐸 to 0 while maintaining high quality
output.

Phase 1: Planning with Explicit Word Counting. The model gen-
erates content while numbering each word sequentially, creating
"length awareness" throughout the generation process.

Phase 2: Verification and Coherence. The model reformats the
same content into a coherent paragraph while maintaining the
exact word count, ensuring both precision in length and quality in
expression.

The final response is extracted from between the <final_answer>
tags, providing a clean output that meets the exact target length.
This approach requires no model retraining or additional inference
passes, making it immediately deployable with any LLM capable of
following multi-step instructions.

3.3 Justification
Our approach is based on three simple but effective principles that
explain why explicit word counting improves length control in
LLMs:

Explicit Monitoring. By instructing the model to count words as
it generates, we create a simple tracking mechanism that makes
the length constraint concrete rather than abstract. This transforms
the vague instruction "write exactly $t$ words" into a procedural
task with clear progress indicators.

Two-Phase Structure. Separating content generation from final
formatting allows the model to first focus on meeting the word
count exactly, then focus on making the text coherent and fluent.
This division of the task reduces the cognitive burden on the model
by addressing one constraint at a time.
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Leveraging Existing Capabilities. Rather than requiring newmodel
capabilities through fine-tuning, our method simply provides a pro-
cess that helps the model apply its existing abilities more effectively.
Modern LLMs can count and follow instructions—our prompt struc-
ture just guides them to apply these skills to solve the length control
problem.

This straightforward approach explains why Plan-and-Write
achieves better length fidelity than traditional prompting methods.
By providing a clear process rather than just stating a constraint,
we help the model systematically achieve exact word counts while
maintaining response quality.

4 Experiments
We designed a comprehensive evaluation framework to assess the
effectiveness of our Plan-and-Write methodology across multiple
dimensions, including model capabilities, task types, and target
lengths. Our experiments focused on comparing the length fidelity
of our structure-guided approach against standard prompting tech-
niques while maintaining output quality.

4.1 Experimental Setup
4.1.1 Models. We evaluated our approach on six state-of-the-art
large language models representing diverse training methodologies
and architectural designs: Claude 3 Haiku, Claude 3.5 Haiku, Claude
3.5 Sonnet, Claude 3.7 Sonnet, Mistral Large, and Meta’s Llama 3.1
70B. These models span different parameter sizes and capabilities,
allowing us to assess the generalizability of our approach across
the current landscape of LLMs.

4.1.2 Tasks and Target Lengths. We conducted experiments on
document summarization, where models were provided with a PDF
document (Amazon’s 2023 Shareholder Letter) and instructed to
create summaries of varying specified lengths.. To evaluate length
control across different magnitudes, we tested eight target word
counts: 20, 50, 100, 200, 500, 1000, 2000, and 5000 words. This range
enabled us to observemodel performance on both extremely concise
outputs and more extensive generations.

4.1.3 Evaluation Metrics. Our primary metric was Mean Absolute
Percentage Deviation (MAPD), which measures the percentage
error between generated and target word counts:

MAPD =
|generated_words − target_words|

target_words
(6)

MAPD provides a normalized measure of length fidelity inde-
pendent of target size, enabling fair comparison across different
length targets.

4.2 Implementation Details
4.2.1 Document Processing. For the summarization task, we pro-
vided the document as a PDF file through the models’ document
understanding capabilities. This allowed us to test length control in
a realistic setting wheremodels must process and condense complex
multi-page documents.

4.2.2 Prompt Variants. We designed and evaluated four distinct
prompting strategies to systematically test different implementa-
tions of length control. The first two variants represent conven-
tional approaches that simply state the length constraint (with
slight variations in phrasing), while the latter two implement our
Plan-and-Write methodology in different forms. The thinking vari-
ants differ in their framing and structure: Thinking V1 emphasizes
explicit word counting with a procedural approach, while Thinking
V2 employs a scientific framing with hierarchical information or-
ganization. This design allows us to evaluate both the effectiveness
of explicit planning compared to conventional prompting and the
impact of different planning frameworks on length control:

(1) Vanilla V1: A straightforward instruction to summarize in
the target word count.

Vanilla V1 Prompt

Summarize this document into exactly {tar-
get_words} words.

(2) Vanilla V2: A variation of the standard prompt using differ-
ent phrasing.

Vanilla V2 Prompt

Transform this document into exactly {target_words}
words.

(3) Thinking V1: Our Plan-and-Write approach with explicit
word counting.

Thinking V1 Prompt

YOUR ONLY TASK: Summarize this document in
EXACTLY {target_words} WORDS ({target_words}).
I will only accept summaries with EXACTLY {tar-
get_words} words - count carefully.
STEP 1: Count each word as you write:
<thinking>
1 First
2 word
...
{target_words} lastword
</thinking>
STEP 2: Rewrite those SAME {target_words}
WORDS in paragraph form:
<final_answer>
First word... [EXACTLY {target_words} WORDS TO-
TAL]
</final_answer>

(4) Thinking V2: A scientific framing of our approach with
structured planning.
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Thinking V2 Prompt

TASK: Transform this document to EXACTLY {tar-
get_words} words while maximizing information
preservation.
SCIENTIFIC METHODOLOGY: 1. First, identify the
core information hierarchy and key points 2. Then
perform controlled expansion to EXACTLY {tar-
get_words} words by: a) Preserving primary infor-
mation structures b) Including supporting details
proportionally c) Maintaining relative emphasis on
topics from original document d) Adding clarifying
context where needed to reach target length
EXECUTION:
<thinking>
• First outline core information structure
• Draft initial version (likely shorter than target)
• Systematically expand by adding:
- Supporting examples
- Contextual details
- Clarifying explanations
• Count words meticulously: 1, 2, 3... until reaching
{target_words}
</thinking>
Final {target_words}-word document:

4.2.3 Generation Protocol. For each model and target length com-
bination, we conducted five independent attempts to account for
generation variance. This resulted in 960 individual generations
(6 models × 8 target lengths × 5 attempts × 4 prompt variants).
Between attempts, we implemented a delay to manage API rate
limits and ensure model availability.

4.2.4 Word CountingMethodology. WeemployedNLTK’sword_tokenize
function to standardize word counting across all outputs, exclud-
ing punctuation marks. For the “thinking” prompt variants, we
extracted only the final answer text from between the designated
tags to evaluate word count accuracy.

4.2.5 Analysis Framework. After collecting results, we computed
statistical measures including mean and standard deviation of word
count accuracy across models and prompt variants. We also con-
ducted significance testing to determine whether improvements
from the Plan-and-Write methodology were statistically significant
compared to baseline approaches.

This experimental design allows us to systematically evaluate
both the effectiveness of our approach across different models and
tasks and to identify patterns in how modern LLMs respond to
different length control strategies.

5 Results
Our evaluation reveals significant differences in length control capa-
bilities across models and prompting strategies. We present results
from document summarization task, examining how our Plan-and-
Write approach compares to standard prompting methods.

Figures 1 and 2 illustrate the ratio of generated to target length
across different models. With vanilla prompting (Figure 1), most

models exhibit considerable variation in output length, with a sys-
tematic bias toward over-generation, particularly for shorter targets.
In contrast, our Plan-and-Write approaches (Figure 2) demonstrate
tighter clustering around the ideal ratio of 1.0 across all length
targets, providing visual evidence that explicit word counting sig-
nificantly improves length fidelity.

Table 2 presents theMeanAbsolute PercentageDeviation (MAPD)
for each model across four prompting strategies. Lower values in-
dicate better performance. Several key findings emerge from our
analysis:

• Plan-and-Write Effectiveness: Our structure-guided ap-
proaches (Thinking V1 andV2) outperformed standard prompt-
ing for four out of six models, demonstrating their broad ap-
plicability across model architectures. For Claude 3.7 Sonnet,
Thinking V1 reduced MAPD to 0.088, representing a 37.6%
improvement over the best vanilla approach. For Claude 3
Haiku, Thinking V2 achieved the best results with an MAPD
of 0.120.

• Model-Specific Performance: Llama 3.1 70B demonstrated
exceptional length control across all prompting strategies,
achieving the lowest overall MAPD of 0.027 with the Vanilla
V2 prompt. This suggests that somemodels may have already
developed strong length control capabilities during their
training.

• Length Scaling: As shown in Figures 1 and 2, most mod-
els demonstrated better length adherence for longer target
lengths (500+ words) compared to shorter targets. This pat-
tern was consistent across prompting strategies but was less
pronounced with our Plan-and-Write approaches.

• Variance Reduction: The standard deviation of MAPD was
typically lower for our thinking approaches compared to
vanilla prompts, especially for more advanced models. This
indicates that explicit word counting leads tomore consistent
and predictable length control.

• Scientific Framing Benefits: Our results suggest that for
some models like Claude 3 Haiku, the scientific framing of
the task in Thinking V2 provides additional benefits, indicat-
ing that both counting mechanisms and task framing play
important roles in length control.

Our results shows a correlation between model capabilities and
length control performance. More advanced models like Claude 3.7
Sonnet and Llama 3.1 70B demonstrated superior length fidelity
across all prompting strategies. However, the relative improvement
from structure-guided prompting was most pronounced in mid-tier
models like Claude 3.5 Sonnet and Claude 3.5 Haiku, suggesting
that explicit planning mechanisms are particularly beneficial for
these models.

5.1 Quality Evaluation with LLM-as-a-Judge
While length fidelity is our primary focus, it is essential to ensure
that improved length control does not come at the expense of output
quality. To systematically evaluate content quality across prompt-
ing strategies, we employed LLM-as-a-Judge (LLMaaJ), an increas-
ingly common evaluation method that leverages large language
models to assess semantic properties beyond surface-level metrics.
This approach allows us to evaluate whether our structure-guided
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Figure 1: Length fidelity with vanilla prompting. The vertical axis shows the ratio of generated length to target length, with 1.0
representing perfect adherence. Each point represents an individual generation attempt, with color indicating over-generation
(red) or under-generation (blue). Black points with error bars show the mean and standard deviation for each target length.

Table 2: MeanAbsolute Percentage Deviation (MAPD ± standard deviation) acrossmodels and prompting strategies for document
summarization. Lower values indicate better length control. Best method for each model is highlighted in bold.

Model Vanilla V1 MAPD Vanilla V2 MAPD Thinking V1 MAPD Thinking V2 MAPD Best

Claude 3 Haiku v1 0.242 ± 0.200 0.130 ± 0.083 0.297 ± 0.273 0.120 ± 0.097 Thinking V2
Claude 3.5 Haiku v1 0.271 ± 0.301 0.330 ± 0.363 0.225 ± 0.270 0.316 ± 0.352 Thinking V1
Claude 3.5 Sonnet v1 0.176 ± 0.119 0.308 ± 0.291 0.159 ± 0.172 0.192 ± 0.115 Thinking V1
Claude 3.7 Sonnet v1 0.141 ± 0.146 0.268 ± 0.307 0.088 ± 0.079 0.177 ± 0.149 Thinking V1
Llama 3.1 70B 0.037 ± 0.023 0.027 ± 0.019 0.032 ± 0.020 0.036 ± 0.042 Vanilla V2
Mistral Large 0.328 ± 0.279 0.361 ± 0.274 0.349 ± 0.283 0.402 ± 0.262 Vanilla V1

prompting methods maintain or enhance the semantic quality of
outputs while improving length adherence.

We assessed four key dimensions of quality across all model
outputs:

• Correctness: Measures the factual accuracy of information
presented in the summary relative to the source document,
evaluating whether statements accurately reflect informa-
tion from the original text.

• Completeness: Assesses whether the summary captures all
essential information from the original document propor-
tionate to its length target, including key points, arguments,
and conclusions.

• Faithfulness: Evaluates whether the summary contains
information that is consistent with the source document
without introducing facts or claims not present in the origi-
nal.

• Relevance: Measures how well the summary focuses on
information that matters to the core message of the docu-
ment, avoiding tangential details while highlighting central
themes.

These metrics were evaluated on a 0-1 scale using Claude 3.5
Sonnet v2 as the judge model, with detailed rubrics provided for
each quality dimension.
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Figure 2: Length fidelity with Plan-and-Write prompting. Note the tighter clustering around the target ratio of 1.0 compared to
vanilla prompting, indicating improved length control across most models.

Table 3: Quality evaluation results across different prompting strategies using LLM-as-a-Judge. Higher scores indicate better
performance (0-1 scale). Best method for each quality dimension is highlighted in bold.

Prompting Strategy Correctness Faithfulness Completeness Relevance
Vanilla V1 0.91 0.95 0.81 0.71
Vanilla V2 0.91 0.93 0.73 0.69
Thinking V1 0.90 0.96 0.85 0.87
Thinking V2 0.87 0.94 0.84 0.73

Table 3 presents the quality evaluation results across all prompt-
ing strategies. Notably, our Plan-and-Write approach (Thinking
V1) not only improved length fidelity but also enhanced sum-
mary quality in several dimensions. While Vanilla approaches
scored marginally higher on correctness (0.91 vs. 0.90), Thinking
V1 achieved the highest scores in faithfulness (0.96), completeness
(0.85), and relevance (0.87). These results challenge the assumption
that there must be a trade-off between length control and content
quality, suggesting instead that structure-guided prompting can
simultaneously improve length adherence and enhance output qual-
ity, particularly in dimensions related to information organization
and relevance.

5.2 Open-Weight Model Evaluation
To evaluate generalizability across model families, we conducted
additional experiments with the open-weight Qwen 2.5 7B model

[8] deployed on AWS SageMaker, following identical experimental
protocols as our primary evaluation. Our findings revealed that the
Thinking V2 approach achieved the lowest overall MAPD (0.280
± 0.636), marginally outperforming Vanilla V2 (0.281 ± 0.169), as
illustrated in Figure 3. However, the high standard deviation in
the Thinking V2 results indicates considerable variability in perfor-
mance—suggesting that while structured prompting can improve
length control in open-weight models, its effects may be less con-
sistent than in more advanced proprietary models.

5.3 Trade-off Analysis
While structure-guided prompting improves length fidelity for
several models, production deployments must consider compu-
tational trade-offs. We conducted a detailed cost-benefit analysis
using Qwen 2.5 7B deployed on an AWS ml.g5.12xlarge instance
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Figure 3: Length fidelity comparison across four prompting strategies for Qwen 2.5 7B.

($7.09/hour), measuring both token consumption and inference
latency, as shown in Table 4.

Table 4: Cost-benefit analysis of different prompting strate-
gies with Qwen 2.5 7B on AWS.

Metric Vanilla Prompts Thinking Prompts

Average token usage 7,914 tokens 8,046 tokens (1.02×)
Average inference time 1,000.1 ms 1,573.8 ms (1.57×)

Our analysis reveals that thinking prompts require onlymarginally
more tokens (1.02×) but substantially longer inference time (1.57×)
compared to vanilla prompts. For this specific model, the increased
computational cost did not translate to improved length fidelity,
suggesting that simpler prompting strategies may be more cost-
effective in this case. However, this trade-off analysis may differ
for other models where thinking prompts demonstrated signifi-
cant improvements in length control. These findings highlight the
importance of model-specific evaluation when deciding between
prompting strategies in resource-constrained production environ-
ments.

6 Limitations
While our Plan-and-Write methodology shows promising results,
several limitations warrant acknowledgment. First, the approach
does not benefit all models equally—some models like Llama 3.1
70B already exhibit strong length control capabilities with standard
prompting, limiting the relative improvement from our method.
Second, we observed that for longer target lengths (beyond 500
words), length fidelity tends to decrease across all prompting strate-
gies, suggesting fundamental limitations in LLMs’ ability to main-
tain precise counting over extended outputs. This indicates our
approach may be more effective for shorter-to-medium length con-
straints rather than very long generations. Third, the two-phase
generation process introduces additional computational overhead
by requiring models to generate more tokens during the planning

phase, potentially increasing inference costs. Finally, while we ob-
served no significant quality degradation in model outputs, our
quality evaluation relies on LLM-as-a-Judge, which may introduce
its own biases [10], and future work should systematically evaluate
potential tradeoffs between length fidelity and response quality,
especially at extreme target lengths.

7 Conclusion
This paper introduces Plan-and-Write, a prompt engineeringmethod-
ology for precise length control in large language models without
requiring model retraining. Through comprehensive evaluation
across seven state-of-the-art LLMs, we demonstrated that explicit
word counting and structured planning can significantly improve
length fidelity compared to standard prompting techniques. Our
results show that five of seven tested models benefit from our ap-
proach, with improvements in Mean Absolute Percentage Deviation
of up to 37.6%. Our quality evaluation using LLM-as-a-Judge demon-
strates that the methodology not only improves length control but
also maintains or enhances overall output quality. Our findings
reveal that many modern LLMs possess untapped capabilities for
length control that can be activated through carefully designed
prompting strategies.

Our work offers immediate practical value for developers and
researchers working with black-box LLMs in production environ-
ments where model retraining is impractical or cost-prohibitive.
The Plan-and-Write methodology provides a straightforward, de-
ployable solution for applications requiring precise length con-
trol, from voice interfaces to mobile applications with display con-
straints. The approach’s effectiveness across complex prompting
patterns demonstrates its generalizability beyond simple instruc-
tions. Future research directions include exploring hybrid approaches
that combine prompt engineering with lightweight inference-time
modifications, investigating the generalizability of structure-guided
prompting to other types of constraints beyond length, and devel-
oping adaptive prompting strategies that adjust based on model
capabilities and specific length targets.
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A Length Fidelity Plots for Summarization

Figure 4: Length fidelity with vanilla prompting v2.

Figure 5: Length fidelity with Plan-and-Write prompting v2.



Plan-and-Write: Structure-Guided Length Control for LLMs without Model Retraining Prompt Optimization KDD ’25, August 4, 2025, Toronto, ON, Canada

B Story Generation Length Fidelity test
In addition to document summarization, we conducted experiments on creative story generation tasks to evaluate whether our structure-
guided Plan-and-Write approach would yield similar benefits for open-ended content creation. We prompted models to write stories about a
young boy discovering a magical book, providing specific target word counts. Unlike document summarization, where models must extract
and condense existing information, story generation requires models to create original content, potentially making length control more
challenging as the model must simultaneously manage creativity and constraints. We used two distinct prompting strategies for the story
generation task:

Vanilla Prompt for Story Generation

Write a story about a young boy who discovers a magical book in his attic and learns how to harness the power of magic within
himself in exactly {target_words} words.

Thinking Prompt for Story Generation

TASK: Write a story about a young boy who discovers a magical book in his attic and learns how to harness the power of magic
within himself using EXACTLY {target_words} words.
SCIENTIFIC METHODOLOGY: 1. First, outline the key story elements and narrative arc (10% of effort) 2. Then perform controlled
story development to EXACTLY {target_words} words by: a) Establishing setting, characters, and conflict b) Developing plot points
proportionally c) Maintaining narrative coherence and flow d) Including appropriate details to reach target length
CONSTRAINTS: - Output MUST contain EXACTLY {target_words} words - Story should be engaging and complete - Narrative
complexity should scale with target length
EXECUTION:
<thinking>
• First sketch the narrative arc with key plot points
• Outline main character development arcs
• Draft initial version (likely shorter or longer than target)
• Systematically adjust by adding/removing:
- Descriptive details
- Character moments
- Plot developments
• Count words meticulously: 1, 2, 3... until reaching {target_words}
</thinking>
Final {target_words}-word story:

B.1 Results
Our results for story generation tasks reveal a notable contrast with document summarization findings. Table 5 and Figures 6 and 7
demonstrate that Plan-and-Write did not provide consistent benefits for creative generation tasks—in fact, for five of six models, vanilla
prompting achieved better length fidelity. This suggests that structure-guided prompting may be more effective for information condensation
than for creative content generation.

Table 5: Mean Absolute Percentage Deviation (MAPD ± standard deviation) across models and prompting strategies for story
generation. Lower values indicate better length control. Best method for each model is highlighted in bold.

Model Vanilla MAPD Thinking MAPD Best

Claude 3 Haiku v1 0.080 ± 0.093 0.113 ± 0.082 Vanilla
Claude 3.5 Haiku v1 0.204 ± 0.220 0.844 ± 2.015 Vanilla
Claude 3.5 Sonnet v1 0.045 ± 0.031 0.084 ± 0.054 Vanilla
Claude 3.7 Sonnet v1 0.047 ± 0.030 0.061 ± 0.042 Vanilla
Llama 3.1 70B 0.133 ± 0.184 0.117 ± 0.191 Thinking
Mistral Large 0.266 ± 0.229 0.322 ± 0.286 Vanilla

These contrasting results between summarization and story generation suggest that the benefits of structure-guided prompting may
be task-dependent. Specifically, explicit planning and word counting appear more beneficial for tasks that require condensing existing
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Figure 6: Length fidelity with vanilla prompting for story generation.

Figure 7: Length fidelity with Plan-and-Write prompting for story generation.

information (like summarization) than for tasks requiring creative content generation. This finding highlights the importance of task-specific
prompt engineering and suggests that different cognitive processes may be involved in length control for different types of generation tasks.
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