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ABSTRACT

Semantic modelling plays an important role in data processing, enabling a deep
understanding of information and the development of intelligent systems. One
of the methods is a four-level model of knowledge representation including on-
tological, theoretical, empirical and statistical levels. The problem of incomplete
knowledge makes it difficult to describe axioms in an object domain. The paper
discusses an approach in which a precedent model (third level) is created based
on precedent knowledge and then, through its fuzzification, statistical knowledge
(fourth level) is obtained. This probabilistic knowledge is objective. However, in
some domains subjective expert estimates may also be used. In such cases, the
process starts with the creation of a blurry (fuzzy) model. The paper proposes
a mathematical apparatus for reconstructing a set of precedents based on these
estimates and describes the properties of blurry models.

1 INTRODUCTION

The complexity of Al-based systems has increased significantly in recent times, allowing them to
be developed and implemented with minimal human involvement. When decisions made by such
systems begin to affect people’s lives, there is a need to understand exactly how these decisions are
made using Al|Vityaev|(2023)). This emphasises the importance of explainable artificial intelligence
against the backdrop of rapid advances in machine learning and Al technologies. Explainability
helps developers better understand the behaviour of models, which allows them to identify their
flaws and improve their performance. Understanding the principles of algorithms operation and the
reasons for their decisions contributes to the formation of users trust in such systems.

One of the ways to develop the trustworthy Al is to use logical-probabilistic methods|Vityaev|(2020),
semantic programming |(Gumirov| (2019); |Goncharov| (2020); Nechesov| (2023) and construction of
semantic models of object domains [Palchunov|(2022ab).

A four-level knowledge representation model was proposed in order to formalise the object domain
in a set-theoretic way Naydanov C.|(2015);|Palchunov D.|(2016)). This model consists of the follow-
ing levels: ontological knowledge, general theoretical knowledge, individual empirical knowledge
and statistical knowledge. Ontological knowledge is defined as reusable knowledge that remains
constant when the knowledge model is altered within the same domain. The second level is repre-
sented by general theoretical knowledge, which contains expert knowledge about the object domain.
The third level consists of individual object domain precedents, and finally, the fourth level includes
statistics and probabilistic knowledge, which is generated as a result of statistical analyses of infor-
mation extracted from individual precedents.

In model-theoretic formalisation, ontological knowledge, in particular, specifies the signature and
the basic set of the model describing the object domain|Yakhyaeva| (2014). A complete description
of the first and second levels of the knowledge representation model implies the formation of a set of
axioms of the object domain, i.e., statements that will be true for all precedents of the object domain
described at the third level.
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Often, in practice, due to incomplete knowledge, it is difficult to describe a set of all axioms of an
object domain at once. This paper proposes an approach that involves the construction of a precedent
model of the object domain, informed by accumulated knowledge about precedents. The subsequent
fuzzification of the precedent model results in the acquisition of statistical or probabilistic knowledge
about the object domain, corresponding to the fourth level of the knowledge representation model.
The subsequent consideration of the theory of the obtained fuzzification will result in the description
of the class of object domain axioms, thereby completing the formation of the first and second levels
of the knowledge representation model.

The probabilistic knowledge obtained from the fuzzification of the precedent model is objective.
However, in some domains subjective assessments of experts can be used as well. In such cases
modelling starts from the fourth level - creation of a blurry (fuzzy) model of object domain. The
paper presents a mathematical apparatus that allows to reconstruct a set of precedents on the basis
of this blurry model.

2 SIGMA-ALGEBRA DEFINED ON A CLASS OF ALGEBRAIC SYSTEMS

In this paper, the subject of predicate logic without equality is considered. The set of all sentences
of signature o is denoted by S(o), and the set of all atomic sentences of signature o is denoted
by S,(o). The semantic equivalence relation ~ is introduced on the set of sentences S(c) in the
standard way. The Lindenbaum-Tarski algebra (S(c)/~;V, &, -, T, L) denoted by S(o).

Let 2 be an object domain described by an algebraic system, denoted by 20 = (A, o). More pre-
cisely, each concrete precedent of this object domain defines its own algebraic system, i.e. its own
evaluation of the signature symbols of the given object domain on the basic set. For simplicity, it
will be assumed that all algebraic systems formally describing cases of a given object domain have
one basic set, i.e. with precision up to reification, the same set {c* | a € A}. A signature o is
defined as a set of concepts whose language describes a given object domain. It is assumed that all
cases of the object domain have the same signature. It is further assumed that c N {c, | a € A} =0
and denotedby 04 = o U {c, | a € A}

Next, we denote by (o 4) the sigma-algebra generated by the set {K, | ¢ € S(04)}, that is, the
minimal algebra containing all elements of the set { K, | ¢ € S(04)} and closed under comple-
mentation, countable unions, and countable intersections of elements from {K,, | ¢ € S(o4)}.

It is noteworthy that if the considered domain is finite, i.e., the set of all atomic sentences S, (0 4)

is finite, then the sigma-algebra (0 4) is also finite and isomorphic to the class 2%(74) of all
subclasses of the class K (o, A).

On the other hand, if the set S, (04) is infinite, then we have ||[Q2(c4)|| = ||Sa(c4)||, while at the
same time || K (o, A)|| > ||Sa(04)||. Furthermore, in this case, for each quantifier-free sentences
¢ € S(0a), the class K, is equivalent with the class K (o, A).

Thus, for example, if the set of atomic sentences S, (0 4) is countable, then the class K (o, A) is con-
tinuous and the sigma-algebra €2(04) contains a countable number of classes of algebraic systems
of continuous power.

Proposition 1 Let the set of all atomic sentences S, (o) be countable. Then the sigma-algebra
Q(o a) contains all finite, co-finite, countable and co-countable subclasses of the class of all alge-
braic systems K (o, A).

Proof. Let S,(c4) = {©1,¢2,...}. For any atomic sentence ¢; € S,(04) and for any algebraic
system 20 € K (o, A) we introduce the notation

Q[_{‘Pi A = o5
i =
@i A FE @

Then we get

{2} = () Koa-

ieN
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And since the sigma algebra Q(c4) is closed with respect to countable intersections, then {2} €
Q(o4), i.e., it contains all one-element classes.

Furthermore, due to the closure of the sigma-algebra under complementation and countable unions,
we will obtain the statement of the Proposition.

O

3 THE PRECEDENT MODEL AND ITS FUZZIFICATION

In general, not every algebraic system 2l € K (o, A) can be considered a precedent for a given
object domain. This is because, as previously mentioned, all axioms formalized at the first and
second levels of knowledge representation must be satisfied for precedents in the object domain.
Thus, when modeling the object domain, a subclass E C K (o, A) of precedents is distinguished,
for which a Precedent Model of the given object domain is constructed |Yakhyaeva| (2021).

Definition 1 Ler E C K(o, A). Let us call the ordered triple (generated by set E) the precedent
model Ap = (A, 0,Tg), where T : S(04) = o(E), if for any ¢ € S(c4) we have

Te(p) ={Ac E|AE ¢}

Thus, in the precedent model, each sentence of signature o 4 corresponds to a set of precedents on
which this sentence is satisfied.

The precedent model establishes the semantic description of the object domain and constitutes the
third level of the knowledge representation model. In order to progress to the fourth level of the
knowledge representation model, i.e. to obtain the quantitative characteristics of the object domain
events, it is necessary to fuzzify this precedent model [Yakhyaeva (2009). To this end, it is required
to introduce a counting-additive measure defined on the class of algebraic systems. K (o, A).

Definition 2 The mapping v : p(K (o, A)) — [0, 0] is defined as a countably additive measure,
i.e., it satisfies the following properties:

(M1) v(0) = 0
(M2) (monotonicity property) For any two classes of models K1, Ko € K (o, A) it follows that
K1 g KQ = Z/(Kl) S I/(KQ);

(M3) (countable additivity property) For any countable sequence of pairwise non-intersecting
classes of models K1, Ko, ... it follows that

v Ki) =) v(K).

i€EN i€EN

We will say that the measure v : p(K (o, A)) — [0, 00] is defined on the set of precedents E C
K(o,A)if0 < v(E) < 0.

Definition 3 An ordered triple Fuz(g,v) = (A, o, p) is called a fuzzification of the precedent
model g by a measure v defined on the precedent class E if the mapping p : S(c4) — [0,1]
satisfies the condition

() = V(Z](EE(S)O)), Sforany o € S(c4).
For any precedent 2l € F, the measure v({2(}) can be interpreted as the ‘significance’ of the prece-
dent 2 for a given object domain. Thus, if v({2}) = 0, then the precedent 2 is ‘irrelevant’ to the
object domain and can be removed from consideration.

Proposition 2 Consider a measure v defined on the precedence class E. Let Ky C K(A, o) be the
model class of measure zero. Then

Fuz(™Up,v) = Fuz(Ap\k,, V)-
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Proof. Let 1 = F \ Ky and E> = F N Ky. Itis obvious that £y N E; = and E; U E5 = E.

Then, on the one hand, for any sentence ¢ € S(o4) we have Tg(¢) = Tg, (¢) U 7g,(¢). And on
the other hand, 7x, (¢) N 7, (p) = 0. Hence, by the properties of the measure v we obtain

v(te(p) = v(7E, (9)) + v (TE, (9))

Since 7p,(p) C Ko, by the properties of the measure v we have v(7p,(p)) = 0. Hence,
v(re(p) = v(re ().

By anological reasoning we obtain that v(E) = v(E;). Hence, for any sentence ¢ € S(c4) we
have

v(te(9) _ v(Te (9))
v(E) v(Er)

O

We will say that the measure v : p(K (o, A)) — [0, 00] is everywhere defined on the set of prece-
dents E C K(o, A) if v(E’) # 0 holds for any proper subclass of precedents £’ C E.

Theorem 1 Consider the fuzzification Fuz(2g, V) of the precedent model A g using a measure v
defined on the precedent class E. Then the evaluation 11 : S(c4) — [0, 1] is a probabilistic measure
defined on the Lidenbaum-Tarski algebra S(o 4), i.e., the following conditions are satisfied:

(A1) u(T) =1and p(L) = 0.
(A2) (monotonicity property) For any sentence @, € S(c4) the following condition holds
@~ p&tp = p(p) < p(y).

(A3) (countable additivity property) For any countable sequence of sentences p1, 2, ... € S(o4) if
w(pi&p;) = 0foranyi,j € N(i# j), then it follows

p(\ wi) =D i)

i€EN i€EN

(A4) (equivalence property) For any sentence o,V € S(0 ) the following condition holds
o~ = p(e) = ().

The proof of the Theorem follows directly from the properties of the measure v.

4 BLURRY MODEL OF THE OBJECT DOMAIN

Often, when modeling a object domain, we may initially lack knowledge about the class of prece-
dents for that domain. However, when describing certain object domains, subjective assessments
from experts can be used [Yakhyaeva G.E|(2023). In this case, the construction of a knowledge
representation model begins at the fourth level, namely with the development of a Blurry (fuzzy)
Model of the object domain.

Definition 4 The triple A, = (A, o, ) will be called a blurry model if the evaluation pi : S(c4) —
[0, 1] is a probability measure defined on the Lidenbaum-Tarski algebra S(o 4) (i.e. the properties
(Al)-(A4) are satisfied).

Note that if the measure p describing the blurry model 2(,, is trivial (i.e., a mapping to the two-
element set {0, 1}), then the model 2, is a (classical) model of predicate logic. Such models will
be called crisp models of the o signature later in this paper.

Also note that the equivalence property (A4) guarantees the satisfaction of all laws of classical logic
on the blurry model, i.e., the notion of a blurry model is a conservative extension of the notion of an
crisp model |Yakhyaeva| (2023)).
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Proposition 3 Let 2, = (A, o, 1) be a blurry model. Then for any sentences @, € S(oa) we
have

Lop(—) =1 — plp);

2. plplety) € [max {0 () + () — 1}smin {p(); u(v)}]

3. e Vo) € [ max {pu(p); p(w) }min {13 () + ()}
Proof. From property (A3) of the measure y we can directly obtain that for any prepositions ¢, 1) €
S(o ) the following property is satisfied
(A3') For any sentences ¢, 9 € S(o4) the following condition holds

ple V) = ple) + () — plpdey)).
We’ll use it to prove the Proposition.

(1) For any sentence ¢ € S(0 4) by properties (A4) and (A1) we have

(e V —p) = pu(T) = 1and p(p&-p) = p(L) =0.
Hence, by the property (A3’) we get u(—p) = 1 — u(p).

(2) On the one hand, by property (A2), for any sentences ¢, € S(o4) we have u(p&y) < p(p)
and 11(p&p) < p(¥). Hence, pu(p&p) < min {u(p); p(¥) }.

On the other hand, for any sentences ¢, € S(o4), by properties (A1) and (A2) we have (o V
1) < 1. Hence, by property (A3’) we get u(v) + pu(v) — p(p&p) < 1. Hence, pu(p&yp) >
11() + n(¥) — 1. And, by property (A1), we get p(p&) > max {0; u(p) + p(¥) — 1}.

(3) Proved in the same way.
O

Corollary 1 Let A, = (A, o, i) be a blurry model. Then for any sentences 1, ..., pn € S(0a) we
have

L p(pde..&pn) € [max {0; Yo (1) +n— 1}; min {u(%) |i= 171)}];

2 plpn Vo Von) € [max ) i =Tm) fimin {1, 0, i) -
The proof follows directly from the Proposition 3]

Corollary 2 Let U,, = (A, o, 1) be an infinite blurry model. Then for any formula ¢(x) € F(04)
we have

1. p(Vap(x)) € {0; min {p(p(a))|a € A}];
2. p(Fzp(x)) € [max {u(p(a))la e A}; 1}.

The proof follows directly from the Corollary

In classical model theory, the atomic diagram of a model is a subset of the set S, (o) of all atomic
sentences of a given signature. Since we are dealing with models in which all sentences have an
evaluative characteristic (fuzzy estimation), the atomic diagram of a blurry model will be understood
as a fuzzy subset of the set .S, (o) whose membership function coincides with the measure p defining
this model.

Let us give a formal definition of this notion.
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Definition 5 Let 2, = (A, o, 1) be a blurry model. Then the sets of ordered pairs
AD(,,) = {(p, () ¢ € Saloa)},

PD(RL,) = {(o,1(9)) | In € N : o = p1&..&pn, i € Sa(0a)}
let us call respectively the atomic diagram and the positive diagram of the model 2, .

As a consequence of Proposition 3] it can be deduced that an atomic diagram does not necessarily
imply a blurry model. This means that it is possible to construct non-equivalent blurry models that
possess equivalent atomic diagrams.

Theorem 2 [f the blurry model ,, = (A, o, i) is finite or countable, then it is uniquely given by its
positive diagram.

Proof. We need to show that for any sentence 1) € S(04) its truth value (1)) is uniquely determined
by the truth values of positive conjuncts from the positive diagram PD(2l,,).

Case 1. Let the sentence ¢ € S(o4) be a conjunct, i.e., it has the following form
1/) = Y1 &...& Pk & Pk+1 &...& TPk+1,
where ¢; € Sa(0a) (i =1,k +1).

We will prove by induction on the number [ of atomic sentences entering with negation into the
conjunct ) .

Let ! = 0, then the conjunct 9 is positive and its truth value on the model 2, is given by the positive
diagram PD(%,).

Suppose now that for any conjunct containing [ — 1 atomic sentences with negation the statement of
the Theorem is true. Let us prove that the statement of the Theorem is also true for the conjunct .

From the property (A3’) it follows that
w(@) = plpr&. . &pr&—pr1&.. &prri-1) — plp1&. &or& o1& . &=pr 1, &pit).

Since both conjuncts on the right-hand side of the equality contain exactly [ — 1 atomic sentences
with negation, by induction, their truth values on the model 2(,, are uniquely determined by the truth
values of positive conjuncts from the positive diagram PD(2(,,). It can thus be concluded that the
truth value of the conjunct ¢ is also uniquely determined.

Case 2. Let the sentence ¢ € S(o4) be quantifier-free. Then it is equivalent to some sentence ¢’ in
SDNF form. Moreover, it follows from property (A4) that p(v)) = u(y)’).

Let ¢ = w;y V ... V wg, where w; are some conjuncts. Then, by property (A3'), it follows that

p(') = p(wi) + ... + p(ws).

Since it has already been proved that the truth values of all conjuncts w; on the model 2,
are uniquely determined by the truth values of the positive conjuncts from the positive diagram
PD(2L,), the truth value of the sentence ¢ is also uniquely determined.

Case 3. Let the sentence ) € S(04) be a quantifier. By the condition of the Theorem, the basic
set of the blurry model 2, is either finite or countable. If it is finite, then the proposition 1) is
equivalent to some quantifier-free proposition, and hence its truth value on the model 2, is uniquely
determined by the truth values of positive conjuncts from the positive diagram PD(2,,).

We will consider the case when the basis set of the blurry model 2{,, is countable, ie., A =
{al, as, }

The proposition 1) is equivalent to some proposition 1’ in the prevalued normal form. Furthermore,
it follows from property (A4) that u(v) = p(y’).

Let ¢/ = Q121...Qnxn&(21, ..., xy,), Where Q; € {V,3} and &(x, ..., x,,) is a quantum-free for-
mula. We will prove by induction on the number n of quantifier changes included in the sentence

Y.
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If n = 0, then the sentence 1)’ is either V-formula or 3-formula.

Consider the case when the sentence ¢’ is a V-formula, i.e. ¢ = Vay...Va,&(x1, ..., x,), where
&(x1,...,x,) is a quantifier-free formula. Let us construct a countable number of sentences as fol-
lows:

wo = &(aci(0)s s en(0));
wi = &(aci (o) en(0)) & Y (@ct (1)5 s Gen(1));
we = &(aci (o) en(0)) & V" (@ct (1)5 s Gen (1)) & V(e (2)5 s Qe (2));

where ¥ is a Cantor functions giving the value of the k-th coordinate of a tuple of natural numbers
of length n.

Obviously

W =V Ve, &(x1, .. 1y) = lim w,.
n—oo

By property (A2) of the probability measure u, we obtain
p(wr) = plwz) 2 p(ws) = ...
Due to the boundedness of this sequence of numbers, it has a limit. Hence,

p(@) = Tim_ p(wn).

Thus, the truth value of sentence 1) is uniquely determined by the truth values of sentences w;. And
by virtue of the fact that all sentences w; are quantifier-free, we obtain the statement of the Theorem.

The case when the proposition ¢’ is a 3-formula is proved similarly.

Let us now turn to the induction step. Suppose that for any sentence containing n— 1 permutations of
quantifiers the statement is true. Let us prove that the Theorem is also true for a sentence containing
n permutations of quantifiers.

Let us consider the case when the sentence v’ has the form

w/ = Vxl...kaﬂkaQkJrgkarQ...annf(xl, ceny xn),
where £(z1, ..., T,,) is a quantum-free formula.

By analogy with the previous case, construct a countable number of sentences as follows:

S
s = /\ k1 Qr+2T k42 Qn¥n&(act (i), -+ Qck (i), Tht1, -, Tn), where s € N.
i=0

Then, by similar reasoning, we obtain that
p() = lim p(dn).

Obviously, the sentence ¢ is in a prenex normal form and has n — 1 quantifier changes. It is also not
difficult to show that all other ¢; can be reduced to a prenex normal form containing exactly n — 1
quantifier changes. Thus, by induction, we obtain that every sentence ¢; is uniquely defined by the
truth values of the positive conjuncts from the positive diagram PD(2(,). Hence, the statement of
the Theorem is true for the sentence ¢ as well.

O

5 DEFUZZIFICATION THEOREM FOR A BLURRY MODEL

As previously mentioned, the construction of a blurry model of the object domain constitutes the
fourth level of knowledge representation, with the third level remaining unformalised. The question
of whether it is possible to reconstruct emperechi knowledge (i.e. to reconstruct the set of precedents
of the object domain) from the available evaluative knowledge (i.e. the blurry model) arises. The
answer to this question is provided by the Defuzzification Theorem, which is proven below.

In order to prove the Defuzzification Theorem, it is necessary to introduce the notion of the elemen-
tary theory of the blurry model.
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Definition 6 Let A, = (A, o, 1) be a blurry model. Then the set of sentences

Th(Uy) ={e € S(oa) | ulp) =1},
we will call the theory of the model 2A,,.

Using properties (A1)-(A4) it is easy to show that the theory Th(2(,) of any blurry model 2, is a
filter of the Lindenbaum-Tarski algebra S(o).

Theorem 3 (about defuzzification) Ler A, = (A, o, 1) be a blurry model. Then, if the extended
signature o 4 of this model is at most countable, then the model 2, is a fuzzification of some prece-
dent model.

Proof. Consider the blurry model 2(,, = (A, o, i) and the sigma-algebra (o 4). Let us define the
mapping v : Q(c4) — [0;1] as follows:

1. For any sentence ¢ € S(04), let v(K,) = u(p).

2. Forany class K € Q(o4) if v(K) = a, thenv(K) =1 — a.
3. Let v(K;) = a1, v(K2) = ag, ... be defined. Then

u( U Ki) - nli_)rrécv( o Ki) and v( () K;) = nllnéo”(ﬁ K)).

€N iEN =1

It is not hard to check that the mapping v is a probability measure defined on the sigma-algebra
Q(oa).
Let Th(2(,,) be the elementary theory of the blurry model 2(,,. Let us define the class of models

E= () K,

PETh(2y)

By the condition of the Theorem, the signature o4 is at most countable. Hence, Th(Q(M) is also
countable. From this it follows that E € Q(c4).

Let us show that v(E) = 1. Let ¢1,¢92 € Th(2(,). Then, by Proposition [3, we get p1&ps €
Th(2,,). Hence,

V(chl n Kst) = V(K%&W) = p(p1&ps) = 1.
Then, by inductive reasoning, we obtain

v(E) = V( ﬂ K@) =1.

PETh(AL)

Let us now show that Fuz(Ag,v) ~ 2,,. In fact, for any sentence ¢ € S(o4) we have

v(te(p))

v(E) =v(K,NE)=v(Ky)+v(E) —v(K,UE)=v(K,) = up).

6 CONCLUSION

Two alternative approaches to formalising object domain knowledge have been considered in this
paper. The first approach is based on formalisation on the basis of emperechiic (semantic) knowl-
edge about the object domain. Such formalisation is possible if we know a priori the class of all
precedents of the object domain. Then, on the basis of information about the ‘significance’ of each
precedent for a given object domain (collected, for example, by statistical methods), we can con-
struct an evaluation model of the object domain.

The second approach is based on the formalisation of evaluative (subjective) knowledge about the
events of the object domain. In this case, formalisation consists in constructing a blurry model of the
object domain. The paper shows that if the blurry model is not more than countable, it is possible
to reconstruct information about the precedents of the object domain. For the case when the blurry
model is more than countable, the question is still open and is the goal of our further research.
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