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ABSTRACT
The rise of e-commerce has prompted e-commerce platform providers
to make efforts toward improving the shopping experience of their
users. One approach involves the optimization of product recom-
mendations tailored to user preferences and the presentation of
product titles based on historical session data, which encompass
past instances of browsing various products. In considering these,
the organizers of KDD Cup 2023 launched a competition focused on
session-based recommendations, accompanied by a comprehensive
dataset known as the Amazon Multilingual Multi-locale Session
Dataset (Amazon-M2). In this paper, we, NTT-DOCOMO-LABS-
RED, present our solution that achieved a 6th place ranking on
the public leaderboard for Task 3 (Next Product Title Generation)
in the competition. The proposed solution centers around the key
notion that words appearing infrequently in product titles are likely
extraneous and introduce noise to the prediction. By identifying
and removing such words, we aim to enhance the overall quality of
the solution. Furthermore, we introduce a second solution that at-
tained a ranking equivalent to 10th place on the public leaderboard.
The core idea behind the second solution involves incorporating
a prediction for the BLEU score by submitting the last title to the
first solution. This prediction is then utilized to determine whether
to retain the best solution as it is or to apply further modifications
to the title.
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1 INTRODUCTION
With the proliferation of e-commerce, e-commerce platform providers
are trying to improve the shopping experience of their users. For
example, improvements to the user experience are expected if a
platform can recommend products that match the user interests
or present product titles based on a series of past product brows-
ing histories (referred to as session data). Although session-based
recommendations have been studied for some domains such as e-
commerce products and videos [4], limitations still remain such as
the language of the data is limited and providing a relevant product
title, which is important information as a factor leading to a click.
To this end, the organizer of KDD Cup 2023 provided the following
three tasks and a dataset referred to as the Amazon Multilingual
Multi-locale Session Dataset (Amazon-M2).

• Task 1: Next Product Recommendation
• Task 2: Next Product Recommendation for Underrepresented
Languages/Locales
• Task 3: Next Product Title Generation

The provided data are a collection of anonymized customer sessions
containing products from six different locales [5].

In this paper, we introduce a solution that placed 6th on the
public leaderboard for Task 3 in the competition. The key concept
for the solution is that if a word appears only a few times in all
product names, it is probably an unnecessary word that can be
considered noise. In addition, we introduce a second solution that
is equivalent to 10th on the public leaderboard. The key concept
for the second solution is to add a prediction for the Bilingual
Evaluation Understudy (BLEU) [7] score if the last title is submitted
to the first (best) solution, and use this prediction to determine
whether to take the best solution as it is or to modify further the
title.

2 RELATEDWORK
Session-based Recommendations. Session-based recommenda-
tion is a research field receiving attention recently [11]. According
to survey paper [11], a unique characteristic of session-based rec-
ommendations is to capture dynamic user preferences in the short-
term compared to existing recommendations such as collaborative
filtering and content-based recommendation, which usually model
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long-term yet static user preferences. In session-based recommen-
dations, Recurrent Neural Networks (RNNs) are often used as the
architecture. In addition to RNN-based architectures, Transformer-
based models are have been proposed such as in [9] and [2] based
on the success of Transformers [10] in natural language processing
(NLP) tasks, e.g., next word prediction, language translation, and
summarization. However, no existing study has considered the task
of next product title prediction.
Natural Language Processing. Because the task of next prod-
uct title prediction is related to text generation tasks, we briefly
review the related studies. A straightforward strategy in recent
years is to fine-tune a generative pre-trained language model such
as BERT [3] and Generative Pre-trained Transformer (GPT) [8]
using task-specific training data [6]. This approach is referred to
as “pre-train then fine-tune” [6]. Although pre-trained language
models have been used for a variety of tasks, including question
answering and task-specific prediction, none have been used to
predict product titles.

3 APPROACH
Task Description. Task 3 which we introduce our solution is
specifically defined as: Given a session data and the attributes of each
product, the goal of this task is to predict the title of the next product
that a customer will engage with1.

3.1 First Solution: Word Filtering Approach
In Task 3, we can achieve a good score by using the last product
title in each session as the inference result. We improved the score
by removing infrequently appearing words based on this method.
If there is no change in the number of n-grams matched by the
correct answer and the inference result, the BLEU score becomes
better with fewer tokens in the inference result. Despite the large
number of product titles included in the current product data, there
are a number of words that appear in only one product title. If we
make the assumption that past sessions do not contain the correct
product, then the last product in the session, i.e., the product we use
as the inference result, is different from the actual correct product. If
this assumption is correct, then the BLEU score will always improve
by removing these words used in only one product title from the
inference results, since a word that appears in only one product
will never be included in both the inference results and the correct
product.

The next point that needs to be considered is that if the inference
result is shorter than the correct answer, the BLEU score will be
penalized. When deleting words from the inference result, it is
necessary to investigate which language products can be prioritized
to delete words from the inference result to improve the score
further without penalty. To investigate this, we set the following
two parameters for each language. In total, we used 12 parameters.
• Remove words that appear only in 𝑛 or fewer product titles.
• When deleting a word that appears only in the above 𝑛

products, delete it with a probability of 𝑝 .
Note that words that appear only in 𝑛 − 1 or fewer products are

deleted with 100 percent probability regardless of the value of 𝑝 .

1https://kddcup23.github.io/
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Figure 1: Distribution of BLEU scores if the last product title
in a session is used as a prediction

This is because deleting words that appear in only 𝑛 − 1 products is
clearly less likely to affect the number of n-gram matches between
the inference result and the correct answer than deleting words
that appear in only 𝑛 products.

3.2 Second Solution: Combining Word Filtering
Using BLEU Score Prediction Model

First, because we would like to discern a tendency in the case
that the last product title in a session is a prediction, we calculate
BLEU scores for training data with the last title in a session as a
prediction. Figure 1 shows the distribution of BLEU scores if the last
product title in a session is used as a prediction. From this figure, we
hypothesize that if we can classify whether or not the BLEU score
is 0, the prediction performance can be improved for the method
that uses the last product title in a session as a prediction. Thus, we
build a supervised machine learning (ML) model to predict whether
or not the BLEU score is 0 from session information. The label is 1
if the BLEU score in the case that the last product title in a session
as a prediction exceeds a certain threshold, and 0 otherwise. We use
XGBoost [1] as a supervised ML model and the following session
information is used as features:
• Session length
• Length of product titles in a session
• Difference in product titles between consecutive products in
a session
• Average and standard deviation of product title length in a
session

We design the second solution as described in Algorithm 1.
First, the BLEU score is predicted from session information (line
1). The prediction probability threshold for binary classification
is set higher than 0.5 to emphasize precision because we would
like to capture more cases where the model predicts that the BLEU
score is 0 and the actual BLEU score is also 0. Then, if the predicted
BLEU score is 0 and the token length of the last product title in
a session as a prediction is less than or equal to 𝑇𝐻𝑙𝑒𝑛 , then the
second last product title is set as the (temporary) predicted title
(line 3); otherwise, the last product title is set as the (temporary)
predicted title (line 5). Finally, we apply the word filtering approach

2
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Algorithm 1 Procedure of the second solution for a session
Input: Term Frequency Dict 𝐷𝑖𝑐𝑡 , BLEU score prediction model

𝑀𝑜𝑑𝑒𝑙 , Session information 𝑠

Output: Next Product Title 𝑝𝑟𝑒𝑑_𝑡𝑖𝑡𝑙𝑒
1: 𝑝𝑟𝑒𝑑_𝑙𝑎𝑏𝑒𝑙 ← 𝑀𝑜𝑑𝑒𝑙 (𝑠)
2: if 𝑝𝑟𝑒𝑑_𝑙𝑎𝑏𝑒𝑙 = 0 and 𝑡𝑜𝑘𝑒𝑛_𝑙𝑒𝑛(𝑠 .𝑙𝑎𝑠𝑡_𝑡𝑖𝑡𝑙𝑒) <= 𝑇𝐻𝑙𝑒𝑛 then
3: 𝑝𝑟𝑒𝑑_𝑡𝑖𝑡𝑙𝑒 ← 𝑠 .𝑠𝑒𝑐𝑜𝑛𝑑_𝑙𝑎𝑠𝑡_𝑡𝑖𝑡𝑙𝑒
4: else
5: 𝑝𝑟𝑒𝑑_𝑡𝑖𝑡𝑙𝑒 ← 𝑠 .𝑙𝑎𝑠𝑡_𝑡𝑖𝑡𝑙𝑒
6: end if
{// The following process is equal to the first solution}

7: for word in pred_title do
8: if word appeared in 𝐷𝑖𝑐𝑡 then
9: 𝑟 ← 𝑟𝑎𝑛𝑑𝑜𝑚()
10: if 𝑟 < 𝑇𝐻𝑟𝑎𝑛𝑑𝑜𝑚 then
11: remove the word from 𝑝𝑟𝑒𝑑_𝑡𝑖𝑡𝑙𝑒
12: end if
13: end if
14: end for
15: return 𝑝𝑟𝑒𝑑_𝑡𝑖𝑡𝑙𝑒

Table 1: Statistics for provided dataset

Language (Locale) # Sessions # Products (ASINs)

German (DE) 1111416 513811
Japanese (JP) 979119 389888
English (UK) 1182181 494409
Spanish (ES) 89047 41341
French (FR) 117561 43033
Italian (IT) 126925 48788

described in Section 3.1. Term 𝑇𝐻𝑟𝑎𝑛𝑑𝑜𝑚 in line 10 is the same as
𝑇𝐻𝑙𝑎𝑛𝑔 described in Section 4.2.

4 EVALUATION
4.1 Evaluation setting
Dataset. The KDD Cup organizer provided a dataset, referred to
as Amazon-M2, for this competition [5]. The dataset includes user
sessions containing products from six different locales (English,
German, Japanese, French, Italian, and Spanish). User sessions com-
prise a sequential collection of products with which a user has
interacted, organized in chronological order. On the other hand,
product attributes include various details such as product title, price
in local currency, brand, color, and description. Each product can
be identified by a unique Amazon Standard Identification Number
(ASIN). The statistics of the provided dataset are given in Table 1.
Metric. The evaluation metrics for this task is BLEU score [7].
BLEU is a metric of the similarity of sentences that is often used
for performance evaluation in machine translation.

4.2 Evaluation of First Solution
Two parameters for each language are described in Section 3.1. For
simplification of the notation, parameter 𝑝 is expressed by adding
the value of its probability to 𝑛−1. For example, if 𝑛 = 2 and 𝑝 = 0.5,

Table 2: Results of first solution in phase 2 leaderboard

𝑇𝐻𝐷𝐸 𝑇𝐻𝐸𝑆 𝑇𝐻𝐹𝑅 𝑇𝐻𝐼𝑇 𝑇𝐻 𝐽 𝑃 𝑇𝐻𝑈𝐾 submit score
0 0 0 0 0 0 0.26553
1 1 1 1 1 1 0.26135
1 0 0 0 0 0 0.26617
0 1 0 0 0 0 0.26643
0 1 1 0.1 0 1 0.26906
0 1 1 0.15 0 1 0.26895

it is expressed as n=1.5. As another example, for 𝑛 = 1 and 𝑝 = 1, it
is represented as 𝑛 = 1. From the definition of the two parameters,
this manner of expression is a natural representation given that the
first solution results are equal when 𝑛 = 1 and 𝑝 = 1, and when
𝑛 = 2 and 𝑝 = 0. In this section, we define 𝑇𝐻𝑙𝑎𝑛𝑔 = (𝑛 − 1) ∗ 𝑝 to
represent the above calculation. The parameters for each language
are expressed by adding the abbreviation of the language to𝑇𝐻𝑙𝑎𝑛𝑔
such as 𝑇𝐻 𝐽 𝑃 for a Japanese product.

Examples of the submission results in Phase 2 are given in Ta-
ble 2. Because of the switch from Phase 1 to Phase 2 during the
investigation of the impact of each language, we were not able to
conduct a consistent investigation. However, for Spanish, French,
and English there was a significant improvement in score using this
method. On the other hand, the scores for German and Japanese did
not improve even when large numbers of words were removed, and
these languages were relatively easy to penalize. We believe that
this is a language-specific problem of having many proper nouns
and coined words. Italian exhibited intermediate characteristics.

Finally, the best conditions were found to be a combination of
the following parameters and the best score is 0.26906.
• The values of 𝑇𝐻𝐸𝑆 , 𝑇𝐻𝐹𝑅 , 𝑇𝐻𝑈𝐾 = 1.0
• The value of 𝑇𝐻𝐼𝑇 = 0.1
• The values of 𝑇𝐻 𝐽 𝑃 , 𝑇𝐻𝐷𝐸 = 0.0

4.3 Evaluation of Second Solution
Here, we describe three evaluations for the second solution. More
specifically, evaluations of the (1) BLEU score prediction model, (2)
offline evaluation, and (3) online evaluation for next product title
generation.
(1) Evaluation for BLEU score prediction model. First, we ran-
domly sampled 300,000 sessions from the published dataset. Then,
we split the sampled dataset into training and validation groups.
The training data were randomly sampled from 70% of the sampled
dataset and the remaining 30% was used as the validation data. We
set the label threshold to 0.1. The label ratios were imbalanced:
we had 28.4% for label 1 (BLEU score >= 0.1) and 71.6% for label
0 (BLEU score < 0.1) in total. We empirically tuned the threshold
for binary classification, and finally set the threshold to 0.8. Under
these settings, precision was 0.889 and recall was 0.257 for BLEU
score prediction.
(2) Offline evaluation. For validation data, we compared BLEU
scores among three methods: (1) the last product title in a session
as a prediction (Baseline), (2) the first proposed solution, and (3)
the second proposed solution. The evaluation results are given in
Table 3. The results suggest that the second solution using BLEU
score prediction may be effective.

3
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Table 3: Results of the offline evaluation

Method BLEU score
(offline)

BLEU score
(online)

Baseline 0.18083 0.26553
First solution 0.18107 0.26906
Second solution 0.18125 0.26813

(3) Online evaluationWe compared BLEU scores among the three
methods described above in the online setting by submitting them
to the competition platform. The evaluation results are also given
in Table 3. The scores are BLEU scores on the public leaderboard.
Unfortunately, although the second solution cannot outperform the
first solution, the score (0.26813) is equivalent to 10th on the public
leaderboard.

5 CONCLUSIONS
In this paper, we introduced solutions for Task 3 in the competition.
The first solution adopted a word filtering approach based on the
key concept that if a word appears only a few times in all product
names, it is probably an unnecessary word that can be considered
noise. The first solution placed 6th on the public leaderboard. The
second solution added a BLEU score prediction model to try to
improve the prediction performance. The performance of the second
solution was equivalent to 10th on the public leaderboard.
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