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Abstract001

Author profiling is the task of inferring charac-002
teristics about individuals by analyzing content003
they share. Supervised machine learning still004
dominates automatic systems that perform this005
task, despite the popularity of prompting large006
language models to address natural language007
understanding tasks. One reason is that the clas-008
sification instances consist of large amounts of009
posts, potentially a whole user profile, which010
may exceed the input length of Transformers.011
Even if a model can use a large context win-012
dow, the entirety of posts makes the applica-013
tion of API-accessed black box systems costly014
and slow, next to issues which come with such015
“needle-in-the-haystack” tasks. To mitigate this016
limitation, we propose a new method for author017
profiling which aims at distinguishing relevant018
from irrelevant content first, followed by the019
actual user profiling only with relevant data. To020
circumvent the need for relevance-annotated021
data, we optimize this relevance filter via rein-022
forcement learning with a reward function that023
utilizes the zero-shot capabilities of large lan-024
guage models. We evaluate our method for Big025
Five personality trait prediction on two Twitter026
corpora. On publicly available real-world data027
with a skewed label distribution, our method028
shows similar efficacy to using all posts in a029
user profile, but with a substantially shorter con-030
text. An evaluation on a version of these data031
balanced with artificial posts shows that the fil-032
tering to relevant posts leads to a significantly033
improved accuracy of the predictions.034

1 Introduction035

Author profiling aims at inferring information036

about individuals by analyzing content they share.037

A large and diverse set of characteristics like age038

and gender (Koppel et al., 2002; Argamon et al.,039

2003; Schler et al., 2006), native language (Koppel040

et al., 2005), educational background (Coupland,041

2007), personality (Pennebaker et al., 2003; Gol-042

beck et al., 2011; Kreuter et al., 2022), or ideology043

(Conover et al., 2011; García-Díaz et al., 2022) 044

have been studied so far. Author profiling is of- 045

ten formulated supervised learning in which a full 046

user profile with possibly hundreds or thousands of 047

individual textual instances constitutes the input. 048

Despite the success of deep learning strategies 049

in various natural language processing tasks, such 050

approaches often underperform when applied to 051

author profiling (Lopez-Santillan et al., 2023). One 052

factor contributing to this may be that models like 053

BERT (Devlin et al., 2019) have constraints on the 054

length of the input they can process, preventing 055

them from processing all content linked to an au- 056

thor at once. Another reason for this may be that 057

not all content shared by an author is equally useful 058

when predicting certain characteristics. Some of 059

the content may even be considered noise, making 060

it difficult for machine learning models to grasp 061

patterns needed when predicting specific character- 062

istics of an author – we are faced with a “needle-in- 063

the-haystack” challenge1. 064

With this paper, we approach this challenge and 065

propose to prefilter posts to distinguish between 066

helpful and misleading content before inferring 067

a characteristic. Thereby, accuracy of automated 068

profiling systems could be enhanced, and compu- 069

tational requirements could be reduced. To induce 070

such filter without data manually annotated for rel- 071

evancy, we study reinforcement learning with a 072

reward function that represents the expected perfor- 073

mance gain of a prompt-based system. Therefore, 074

our approach only requires a prompt for a large 075

language model (LLM) and leads to a prefiltering 076

classifier that can, at test time, be applied with 077

a limited number of queries to a large language 078

model. In contrast to retrieval augmented genera- 079

tion setups (RAG, Gao et al., 2024), our setup has 080

the advantage that it does not need to rely on the 081

1https://github.com/gkamradt/LLMTest_
NeedleInAHaystack
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ad-hoc abilities of a retrieval system.082

Our contributions are therefore2:083

• We propose a novel reinforcement learning-084

based relevance filtering method that we opti-085

mize with a reward inferred from the perfor-086

mance of a prompt-based zero-shot predictor.087

• We evaluate this method on personality predic-088

tion and show that a similar performance can089

be reached with limited, automatically filtered090

data, leading to a cheaper and environmentally091

more friendly social media analysis method.092

• We show the potential to improve the predic-093

tive performance with a partially artificial, bal-094

anced personality prediction corpus that we095

create via data augmentation. Here, the pre-096

diction is significantly more accurate with sub-097

stantially smaller context.098

2 Related Work099

2.1 Zero-Shot Predictions with Large100

Language Models101

The terms prompt-based learning or in-context102

learning point at methods in which we use an103

LLM’s ability to generate text as a proxy for an-104

other task. This approach has proven effective for105

a variety of tasks (Yin et al., 2019; Gao et al., 2021;106

Cui et al., 2021; Ma et al., 2022; Sainz et al., 2021;107

Tu et al., 2022, i.a.). For example in a sentiment po-108

larity classification, a classification instance could109

be combined with a prompt that requests a language110

model to output a word that corresponds either to a111

positive or a negative class (“The food is very tasty.”112

– “This review is positive/negative.”).113

State-of-the-art text classification methods em-114

ploy the Transformer architecture (Vaswani et al.,115

2017), which are both deep and wide neural net-116

works, optimized for parallel processing of input117

data. However, they have a constrained input118

length: BERT (Devlin et al., 2019) can use 512 to-119

kens, GPT-3.5 and Llama 2 (Touvron et al., 2023a)120

allow 4096 tokens, and GPT-4 (Brown et al., 2020)121

considers 8192 tokens3. This situation makes the122

analysis of long texts challenging and is the motiva-123

tion for our work: automatically restricting the data124

to be analyzed in a prompt to the most informative125

segments.126

2Our code will be made available in a public repository
upon acceptance of the paper and is submitted as a zip file
during review.

3https://agi-sphere.com/context-length/, access
date 2024-07-22

I see Myself as Someone Who ... Variable Cor.

... does a thorough job Consc. +

... can be somewhat careless Consc. −

... is talkative Extrav. +

... is reserved Extrav. −

... worries a lot Neurot. +

... is relaxed or handles stress well Neurot. −

Table 1: Example items from the BFI-44 questionnaire
(John et al., 1991). Negative scores indicate reversed-
scored items.

One approach to solve this issue is to com- 127

bine language-model based text generation with 128

information retrieval methods. In so-called RAG 129

(retrieval-augmented generation) approaches, the 130

relevant passages for a generation task are first re- 131

trieved in text-search manner, which are then fed 132

into the context of the language model (Gao et al., 133

2024). In contrast to our approach, such methods 134

are optimized for ad-hoc retrieval, to work with any 135

given prompt. 136

2.2 Personality in Psychology 137

Stable patterns of characteristics and behaviors in 138

individuals are known as personality. Personality 139

traits characterize differences between individuals 140

present over time and across situations. Several 141

theories have been proposed attempting to catego- 142

rize these differences (e.g., Cattell, 1945; Goldberg, 143

1981; McCrae and John, 1992). Such theories in- 144

clude biologically oriented ones (Cloninger, 1994), 145

as well as lexical approaches including the Five 146

Factor Model (Digman, 1990) and the HEXACO 147

Model (Ashton and Lee, 2007). 148

The Five Factor Model is one of the most ex- 149

tensively researched and widely accepted models 150

among personality psychologists, and proposes that 151

personality can be described based on five broad 152

domains, the so-called Big Five of personality. Of- 153

tentimes, the Big Five are named: openness to expe- 154

rience (e.g., artistic, curious, imaginative), consci- 155

entiousness (e.g., efficient, organized, reliable), ex- 156

traversion (e.g., active, outgoing, talkative), agree- 157

ableness (e.g., forgiving, generous, kind), neuroti- 158

cism (e.g., anxious, unstable, worrying) (Costa and 159

McCrae, 1992). The Five Factor Model originates 160

from the lexical hypothesis stating that personality 161

traits manifest in our language, because we use it 162

to describe human characteristics (Brewer, 2019; 163

Goldberg, 1990; John and Srivastava, 1999). 164

A commonly used approach to assess the Big 165

Five in individuals is the application of self-report 166
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Figure 1: Overview on the workflow of the RL-Profiler (RL: Reinforcement Learning; SelNet: Selection Network;
CNet: Classification Network; LLM: Large Language Model).

questionnaires, like the Big Five Inventory (BFI) de-167

veloped by (John et al., 1991). This questionnaire168

consists of 44 short phrases describing a person,169

and individuals are asked to rate the extent to which170

they agree that each of these items describes them-171

selves on a five-point Likert scale from 1 (strongly172

disagree) to 5 (strongly agree). Table 1 shows ex-173

amples of these items. For example, if a person174

strongly agrees to “being someone who is talkative”175

and other related items of the same scale, this can176

indicate a high level of extraversion.177

2.3 Automatic Personality Prediction178

from Text179

One of the first attempts to personality prediction180

in social media was proposed by Argamon et al.181

(2005), predicting extraversion and neuroticism182

from essays on a binary scale, i.e., predicting either183

a low or high level of a trait. Further, Schwartz184

et al. (2013) explored written text on the social me-185

dia platform Facebook, and found that language186

use not only differs among people of different age187

and gender but also among people rated differently188

along the Big Five traits. In the 2015 PAN shared189

task (Rangel et al., 2015) the best results predict-190

ing personality were obtained by Sulea and Dichiu191

(2015) using ridge regression in combination with192

tf–idf weighted character n-grams.193

Since then, various deep learning approaches194

have been applied in attempt to predict personal-195

ity of users of social media platforms (Khan et al.,196

2020). These are, however, challenged by the na-197

ture of the task: not all posts linked to individuals198

may be useful, since content and tone of post from199

the same author may vary depending on factors200

such as mood, current events, or specific interest201

at a given time. Personality, however, character-202

izes differences between persons present over time203

and across situations. Further, as not all traits are204

strongly related to each other (Oz, 2015), some 205

posts might provide insights into one trait but not 206

the other. Consequently, there have been very lim- 207

ited efforts to predict personality with the help of 208

large language models (Chinea-Rios et al., 2022). 209

Accordingly, we argue that systems would benefit 210

from learning to differentiate between relevant and 211

misleading text instances by an author. 212

3 RL-Profiler: Reinforcement Learning 213

by LLM-based Performance Rewards 214

We assume a profile consisting of a set of textual 215

instances as input, with annotations on the profile, 216

but not instance level, during training. We optimize 217

the instance-relevance filter with information from 218

a profile-level prediction model. This filter decides 219

which textual instances are informative and should 220

be used for the profile-level decision. 221

Figure 1 illustrates this architecture. Our RL- 222

Profiler is devided into (1) the Selection Net- 223

work (SelNet) and (2) the Classification Network 224

(CNet). SelNet corresponds to an agent in the RL 225

sense and selects textual instances from a profile. 226

CNet then uses these instances to predict a profile- 227

level label. During training (left side of Figure 1), 228

we compare this prediction with the given profile- 229

level ground truth to calculate a reward. 230

3.1 Selection Network (SelNet) 231

The core component of SelNet is the RL agent 232

adopting a stochastic policy π(a | s, θ) with the bi- 233

nary action space A = {Select,Reject}, which we 234

implement as a transformer-based classifier with 235

a binary classification head. Here, θ represents 236

the trainable parameters, a ∈ A denotes an action, 237

and s is a single text instance from a profile. 238

During training, an action is sampled from the 239

probabilities given by the agent’s current policy. 240
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Algorithm 1 RL-Profiler: Learning Algorithm

1: Input: Policy πθ with action space A =
{select, reject}, a training set D with a set of
profiles {P1, ..., Pi}, each associated with a set
of text instances SP and ground-truth yP , and
training epochs E > 0

2: Pre-train π(a|s, θ) using NPMI-Annotations
3: for Epoch i← 1 . . . E do
4: Shuffle training set D
5: for Profile P in D do
6: C ← {} ▷ Set of selected instances.
7: for Instance st in SP do
8: Sample action at ∈ {select, reject}

from π(at|st, θ)
9: if at = select then

10: C ← C ∪ st
11: end if
12: end for
13: ŷP ← Prediction of CNet using C
14: R← Reward using yP , ŷP and C
15: θ ← θ + α

∑|SP |
t=1 (R− b) ln∇θπ(at|st, θ)

16: end for
17: end for

This ensures that the agent is exploring different241

actions for the same input and the corresponding242

reward during training. For inference, we adapt243

the behavior of SelNet: given the set of instances244

from a profile, the policy of the trained agent is first245

predicting probabilities for each instance. Then, all246

instances are ranked by the predicted probability247

of selecting them and only the top-N instances are248

fed to CNet predicting a characteristic. This en-249

sures that during inference, the agent is no longer250

exploring different actions but only exploits knowl-251

edge learned during training. Further, this forces252

SelNet to always select a fixed number of instances253

N from profiles, eliminating the possibility of se-254

lecting no instance at all.255

3.1.1 Training the RL agent256

Algorithm 1 presents the method to train the RL-257

agent. We use training data consisting of profiles258

with associated ground-truth labels, and iterate mul-259

tiple times over this training dataset (Line 3). In260

each epoch, profiles in the given dataset are ran-261

domly arranged (Line 4). Given a single profile262

from this training set, each instance from the profile263

is processed individually (Line 7–12): the agent’s264

current policy π predicts a probability for a sin-265

gle instance being relevant or irrelevant. In other266

words, the agent predicts probabilities whether to 267

select or reject an instance. During training, this 268

action is sampled according to the predicted prob- 269

abilities (Line 8). The selected text instances are 270

collected in a set C (Line 10), and fed to CNet 271

predicting a profile-level label (Line 13). Using 272

this prediction and the ground-truth label, we then 273

calculate a learning signal R (cf. Equation 1) to 274

update the policy of the agent (Line 14–15). 275

276Reward. After collecting a subset of instances C 277

from a profile, CNet uses this set to predict a label. 278

We use this prediction ŷ ∈ {0, 1}, the ground-truth 279

label y ∈ {0, 1} associated to the profile, and the 280

number of selected instances |C| to calculate the 281

reward R: 282

R(y, ŷ, C) = −2+sign(|C|)(3−2|y− ŷ|)−λ|C|
(1) 283

with λ being a hyperparameter that aims to de- 284

crease the reward based on the number of selected 285

instances. With this formulation of the reward func- 286

tion, we summarize three cases: (1) if the predicted 287

label is equal to the ground-truth annotation we 288

obtain +1 − λ|C|, (2) if the predicted label is 289

not equal to the ground-truth annotation we ob- 290

tain −1− λ|C|, and (3) if the set of selected posts 291

is empty the reward is set to −2. Maximizing this 292

reward is the goal of the agent. Therefore, the agent 293

needs to learn to select instances from profiles such 294

that CNet predicts the ground-truth label correctly, 295

while rejecting as many instances as possible with- 296

out rejecting all of them. 297

298Policy Optimization. To optimize the behavior of 299

the agent based on this reward, we adapt the up- 300

date rule of the REINFORCE algorithm (Williams, 301

1992): given a profile P associated with a set of 302

text instances SP , the parameters in θ are updated 303

based on the reward R and the predicted probabil- 304

ities of each of the chosen actions following the 305

current policy π: 306

θ ← θ + α

|SP |∑
t=1

(R− b) ln∇θπ(at|st, θ), (2) 307

where b is a baseline. For simplicity, the calculation 308

of b is not shown in Algorithm 1. In our approach 309

we calculate this baseline as the moving average 310

reward given the last 10 update steps, estimating 311

the expected reward given the current policy. 312

3.1.2 Pre-training using Mutual Information 313

To improve stability of the training process of the 314

RL agent (Mnih et al., 2015), we add a supervised 315
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pre-training step based on information theoretic316

measures that associate words to labels. We use317

normalized pointwise mutual information (NPMI,318

Bouma, 2009; Church and Hanks, 1990) to weigh319

the association between each word w present in320

text instances provided by a profile and the corre-321

sponding ground-truth label c:322

NPMI(w; c) =
(

ln
p(w, c)

p(w)p(c)

)/
−ln p(w, c) . (3)323

We estimate these probabilities from the train-324

ing set, and use the NPMI weights to calculate325

a relevance-score for individual instances. Here,326

for each instance s ∈ SP associated to a profile P327

we first calculate scores for each class c:328

scorec(s) =
∑
w∈s

NPMI(w; c), (4)329

and then a relevance-score considering all classes:330

r-score(s, c1, c2) =

∣∣scorec1(s)− scorec2(s)
∣∣

|{w | w ∈ s}|
,

(5)331

where c1 and c2 are the possible labels in a given332

author profiling problem. Note that, for simplic-333

ity, we only consider binary profile-level labels in334

this study (high or low), and it is therefore suffi-335

cient to define this score for two classes. After336

calculating a relevance-score (r-score) for each text337

instance of all authors in the training set, we anno-338

tate the top-M instances of each author w.r.t. the339

highest relevance-scores as relevant while others340

are marked as irrelevant. These annotations are341

then used as a supervised learning signal for pre-342

training the RL agent (Line 2 in Algorithm 1).343

3.2 Classification Network (CNet)344

The combination of SelNet and CNet forms a345

pipeline predicting a label given textual instances346

from a profile. Given a set of selected text instances,347

CNet is responsible for predicting this label. In this348

work, we propose to use a large language model in349

a prompting setting for this purpose, since such a350

zero-shot setup does not require any task specific351

training. Here, the classification task of predicting352

a label from the selected text instances is verbal-353

ized, i.e., reformulated to match the LLM’s pre-354

training objective. CNet therefore creates a prompt355

using the selected text instances by SelNet and a356

pre-defined prompt template. We derive the classi-357

fication result from the tokens the LLM generates358

in response to such a prompt. The prompt setup is359

explained in the next section.360

4 Experiments 361

4.1 Experimental Setting and Training Details 362

We implement RL-Profiler using the PyTorch 363

(Paszke et al., 2019) and HuggingFace’s Trans- 364

former (Wolf et al., 2020) libraries. For param- 365

eterizing the policy of the agent in SelNet, we use 366

bert-base-uncased4, and feed the [CLS] token into 367

a binary classification head with a dropout (Srivas- 368

tava et al., 2014) of 20%. We pretrain the agent 369

using NPMI annotations marking the top-10 (top- 370

M ) instances as relevant for 2 epochs, and fix the 371

maximum epochs for reinforcement learning to 200. 372

During reinforcement learning, we fix λ = .05 for 373

reward calculations, and adapt early stopping by 374

evaluating the current policy on validation data af- 375

ter each epoch using different settings for top-N . 376

Here, we validate the current policy by using the 5, 377

10, 20, 30, and 50 posts (N ∈ {5, 10, 20, 30, 50}) 378

of each profile the current policy predicts the high- 379

est probabilities of selecting them. For each of 380

these settings, we save the best model checkpoint 381

based on macro F1 score. In both training phases 382

we use AdamW (Kingma and Ba, 2015; Loshchilov 383

and Hutter, 2019) with a learning rate of 10−6. 384

For the classification of the selected text in- 385

stances (CNet) we use Llama 2 13B-Chat5 (Tou- 386

vron et al., 2023b) with GPTQ (Frantar et al., 2022), 387

and fix temperature to 0.8 and top-p to 0.9 for all 388

experiments. For all Big Five traits we design in- 389

dividual prompts. Figure 2 show such a prompt 390

for predicting a level of extraversion. Our prompts 391

consist of a system prompt requesting single word 392

answers, context about a trait, the posts selected 393

from a profile, and an instruction. The context 394

stems from items of the BFI-44 (John et al., 1991) 395

questionnaire used to score a particular trait. These 396

items are exemplarily added for a high level (“A 397

person with a high level of extraversion may see 398

themselves as ...”), while items that are scored in re- 399

versed are added as context for a low level (Table 1 400

shows examples of such items for other traits). 401

4.2 Corpora 402

We evaluate our approach on the English subset of 403

the publicly available PAN-AP-2015 data6 (Rangel 404

et al., 2015). The personality trait annotations in 405

4https://huggingface.co/google-bert/
bert-base-uncased

5https://huggingface.co/TheBloke/
Llama-2-13B-chat-GPTQ

6https://zenodo.org/records/3745945
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<s>[INST] <<SYS>>
one word response
<</SYS>>

Recall the personality trait extraversion.
A person with a high level of extraversion may see themselves as someone who is talkative, or {...}
A person with a low level of extraversion may see themselves as someone who is reserved, or {...}

Consider the following tweets written by the same person:
{tweets}
Does this person show a low or high level of extraversion? Do not give an explanation. [/INST]

Figure 2: Prompt template used in CNet for predicting a level of extraversion.

Training Validation Testing

Class High Low High Low High Low

Open. 119 1 30 1 137 1
Consc. 93 3 24 2 113 10
Extrav. 96 12 24 3 114 6
Agree. 90 15 24 4 108 11
Neurot. 83 30 22 8 91 39

Table 2: Corpus statistics of the splits derived from the
PAN-AP-2015 (Rangel et al., 2015) corpus (in numbers
of profiles).

this corpus are derived from self-assessed BFI-10406

online tests (Rammstedt and John, 2007), a short407

version of the BFI-44. Here, for each author, a408

score between −0.5 and 0.5 is provided for each409

Big Five trait. We convert these scores to binary410

values at a threshold of 0, and use 20% of the train-411

ing data for validation for each trait, while ensuring412

a similar class distribution in these sets. Note that413

this results in different dataset splits for each trait.414

Table 2 summarizes the statistics of the corpora we415

derive. On average over all traits and splits, we find416

that each profile consists of 92.3 individual posts.417

4.3 Baselines and Derived Systems418

We compare our method to two supervised-learning419

based approaches, and four systems we directly420

derive from our method:421

422 Baseline-R: Regression Classifier. For the first423

baseline, we adapt the best performing system from424

the 2015 PAN shared task to fit the binary profiling425

problem. In this system, Sulea and Dichiu (2015)426

use a ridge regression model with character n-gram427

tf-idf features. We adapt this approach by convert-428

ing the ridge regressor into a ridge classifier.429

430 Baseline-B: BERT Classifier. We adapt BERT431

(base-uncased) to the binary classification prob-432

lem using a classification head. Since the input to433

BERT is restricted to a maximum of 512 tokens,434

all posts associated with an author can not be pre-435

sented to this model at once. Therefore, we prop- 436

agate the profile-level ground-truth to individual 437

posts, and train BERT on post-level for 2 epochs 438

using a learning rate of 2 · 10−5 with cross-entropy 439

loss weighted by class distribution. To obtain a 440

profile-level prediction we draw a majority vote 441

from the predictions on individual posts. 442

443ALL+CNet. We explore a variation of RL-Profiler 444

that skips the selection process of SelNet. In 445

ALL+CNet, all posts from an author are given to 446

CNet. Note that this is possible in our experimen- 447

tal setting because the data we use only contains a 448

subset of posts from each user’s profile. 449

450RND+CNet. In this variation of RL-Profiler, we 451

replace the reinforcement learning agent in SelNet 452

with a random selection of N posts. 453

454PMI+CNet. In this system, the selection process 455

using the trained agent is replaced by selecting N 456

posts based on their relevance-score (Equation 5). 457

Here, instances are ranked based on NPMI informa- 458

tion and the top-N instances are directly provided to 459

CNet. With this system, we aim to provide insights 460

on performance of such a selection system when 461

simply relying on information theoretic measures. 462

463PT+CNet (Pre-train+CNet). Further, the agent 464

trained using reinforcement learning can be re- 465

placed by an agent that is only pre-trained on 466

NPMI-Annotations, i.e., we stop training the agent 467

after Line 2 in Algorithm 1. 468

4.4 Evaluation Procedure and Metrics 469

We evaluate our experiments using macro-average 470

and weighted-average F1 scores (average weighted 471

by the number of instances per class). 472

Performance during evaluation of the individual 473

systems in this study can vary between runs. This 474

is, for example, due to the non-deterministic out- 475

put generated by the LLM. Therefore, we average 476

scores of 10 individual runs. 477
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Open. Consc. Extrav. Agree. Neur.

System top-N m-F1 w-F1 m-F1 w-F1 m-F1 w-F1 m-F1 w-F1 m-F1 w-F1

Baseline-R all 49.8±0.0 98.9±0.0 47.9±0.0 88.0±0.0 82.5±0.0 96.7±0.0 59.8±0.0 88.2±0.0 66.8±0.0 73.6±0.0
Baseline-B all 56.5±14.1 99.0±0.2 58.8±8.4 88.8±0.8 76.9±12.4 93.6±5.5 66.2±4.6 88.2±3.2 67.8±1.8 73.6±1.1
ALL+CNet all 49.8±0.0 98.9±0.0 47.0±1.6 70.5±1.5 48.4±0.1 92.1±0.2 52.5±2.2 75.8±1.3 42.7±2.6 57.0±1.9

RL-Profiler best 47.7±0.6 94.6±1.2 44.6±2.2 63.9±2.7 57.0±5.7 92.3±0.8 43.1±2.1 70.8±1.3 39.3±2.3 47.0±2.4
RND+CNet best 49.6±0.1 98.5±0.3 33.4±1.9 45.7±3.0 48.3±0.2 91.8±0.3 41.8±2.0 58.1±1.9 38.8±1.7 46.1±0.8
PMI+CNet best 49.4±0.2 98.0±0.3 35.4±1.9 48.8±2.9 58.8±3.8 91.4±1.1 42.3±1.6 58.1±1.9 38.0±1.6 42.5±1.7
PT+CNet best 49.1±0.3 97.5±0.6 34.5±1.9 48.6±1.9 48.2±0.2 91.7±0.4 36.7±2.2 48.1±2.8 38.8±1.7 50.9±1.6

Table 3: Macro F1 (m-F1) and weighted average F1 (w-F1) scores for all models on testing data (average of 10
runs with standard deviation). For models with top-N parameter (lower part in this table), the best setting based on
macro F1 score on validation data is chosen for each trait (validation results shown in Table 5 in the Appendix).

4.5 Results478

In this section, we analyze the results of our exper-479

iments on the PAN-AP-2015 corpus. To evaluate480

the effect of the number of selected posts per profile481

we use validation data: for each trait we select the482

setting for top-N that produces the best results w.r.t.483

macro F1 score on validation data, individually for484

each method/baseline and trait. We provide de-485

tailed results for all models and settings for top-N486

on validation data in the Appendix A.1.487

488 Does the prediction with partial data perform489

on par or worse in comparison to using all data?490

Table 3 shows the results. Here, we are in particular491

interested whether our approach is preferable com-492

pared to using all posts of profiles in a zero-shot set-493

ting. We therefore compare the third and fourth row494

in this Table and find that, for all traits except for495

extraversion, our approach (RL-Profiler) performs496

only slightly worse compared to using all posts497

(ALL+CNet). On average over all traits, we find498

that RL-Profiler performs worse by 1.8pp macro F1499

(46.3% vs. 48.1%) and 5.2pp weighted F1 (78.9%500

vs. 73.7%). This is, although our method only uses501

10 posts from each profile on average over all traits502

while the ALL+CNet system uses 92.9. We provide503

the number of selected posts for these methods504

for individual traits along with the corresponding505

prediction times in Appendix A.4.506

507 Is RL-Profiler better than randomly selecting508

instances? One option to limit the amount of data509

is to choose a number of posts at random. We there-510

fore compare the fourth and fifth row in Table 3,511

and observe that out method (RL-Profiler) is out-512

performing a random selection (RND+CNet) for513

almost all traits (except openness, which has a ma-514

jorly skewed class distribution). On average over515

all traits, we find that our method improves macro516

F1 by 3.9pp (46.3% vs. 42.4%) and weighted F1517

by 5.7pp (73.7% vs. 68.0%) compared to random 518

selections. This is although the RND+CNet sys- 519

tem is using N=50 posts, on four of the five traits, 520

while the proposed system only uses N=5 for these 521

traits (since these settings for N produced the best 522

results for these approaches during validation). 523

524Is the RL necessary or would a purely statisti- 525

cal selection suffice? This finding prompts the 526

question of whether alternative selection meth- 527

ods that bypass costly training could replace our 528

trained RL agent. To explore this, we compare 529

our approach (Row 4) to its variants, PMI+CNet 530

(Row 6) and PT+CNet (Row 7), and observe that 531

these alternatives generally underperform com- 532

pared to the trained agent, Further, we compare 533

RL-Profiler to the two supervised learning-based 534

systems Baseline-R and Baseline-B, and find that, 535

on average over all traits, performance decreases 536

by 15.1pp and 18.9pp macro F1, respectively, when 537

using our zero-shot approach. 538

539Summary. We find that our approach is preferable 540

to selecting data at random when predicting person- 541

ality, and only slightly worse compared to using all 542

available posts of profiles. The advantage is that us- 543

ing only a small subset of posts increases efficiency 544

of the zero-shot setting drastically. For example, 545

when predicting extraversion, the average predic- 546

tion time for a profile is reduced by more than 76% 547

moving from 1.65s to 0.38s on the comparison 548

between our method and the system using all avail- 549

able posts in a zero-shot setting. We provide further 550

implementation details in the Appendix A.4. 551

4.6 Post-hoc Analysis with Artificial Data 552

In the results we reported in the previous section we 553

showed that we obtain a similar zero-shot efficacy 554

while improving efficiency. There are presumably 555

two major difficulties that lead to the slight de- 556
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Open. Consc. Extrav. Agree. Neur.

System top-N m-F1 w-F1 m-F1 w-F1 m-F1 w-F1 m-F1 w-F1 m-F1 w-F1

Baseline-R all 48.4±0.0 90.7±0.0 68.8±0.0 70.8±0.0 70.8±0.0 72.6±0.0 76.4±0.0 76.9±0.0 79.9±0.0 79.9±0.0
Baseline-B all 77.3±21.2 93.2±8.3 73.4±6.0 74.2±5.8 75.3±16.7 77.1±18.2 68.3±9.5 69.4±9.0 63.5±6.7 63.5±6.7
ALL+CNet all 48.4±0.0 90.7±0.0 85.2±4.0 85.7±3.9 80.1±6.9 85.0±4.9 78.1±2.0 78.5±2.0 50.6±3.8 50.6±3.8

RL-Profiler best 100.±0.0 100.±0.0 98.7±2.1 98.8±1.9 93.5±4.8 94.5±4.2 98.8±1.9 98.9±1.8 96.3±1.1 96.3±1.1
RND+CNet best 48.4±0.0 90.7±0.0 69.0±3.4 68.7±3.6 45.6±7.3 60.9±5.0 71.3±5.9 71.0±5.9 43.1±8.2 43.1±8.2
PMI+CNet best 45.2±1.5 84.7±2.8 81.7±2.8 82.2±2.8 69.6±3.5 77.6±2.6 67.4±2.8 66.6±2.9 72.9±5.8 72.9±5.8
PT+CNet best 46.6±1.5 87.4±2.7 67.6±6.2 66.9±6.6 52.1±6.2 65.5±4.1 81.1±3.9 81.0±4.0 62.9±4.2 62.9±4.2

Table 4: Macro F1 (m-F1) and weighted average F1 (w-F1) scores for all models on artificially enriched testing data
(average of 10 runs with standard deviation). For models with top-N parameter (lower part in this table), the best
setting based on macro F1 score on validation data is chosen for each trait (validation results shown in Table 6).

crease in efficacy. Firstly, predictions on skewed557

profile labels are notorously challenging. Secondly,558

it is not ensured that every profile contains infor-559

mation that allows our agent to learn. To evaluate560

the capabilities of our RL-Profiler approach, we561

simplify the task by removing profiles of the ma-562

jority classes and add posts that ensure to express563

the personality trait of interest. This is a reasonable564

analysis step, as the corpus we use is likely skewed565

by the data acquisition procedures and does not566

represent the real world distribution of personality567

traits in the population (Kreuter et al., 2022).568

We therefore perform a post-hoc analysis on par-569

tially artificial data: to ensure class distribution is570

fairly balanced, we select at most 15 profiles from571

training, validation and testing data for each class572

and enrich all profiles with ≈5% artificial posts we573

generate using Llama 2. These artificially gener-574

ated posts aim to clearly indicate either a low or575

high level of a specific trait, and we add such highly576

indicative posts to profiles based on their ground-577

truth annotations. We present examples of artifi-578

cially generated posts, the process of generating579

such, and statistics about this partially artificially580

corpus in the Appendix A.3.581

We repeat our experiments on this data and582

present the results in Table 4 (we present validation583

results in the Appendix A.2). In contrast to our584

previous experiments, we find that our method ma-585

jorly outperforms the setting using all data (68.5%586

vs. 97.5% macro F1, +29pp on average over all587

traits). In comparison to a random selection, we ob-588

serve an even larger improvement (53.5% to 97.5%589

macro F1, +44pp). Interestingly, on this data, we590

find that our approach does not only outperform591

all zero-shot based methods substantially, but also592

the supervised-learning based models: compared to593

Baseline-R and Baseline-B, we observe an improve-594

ment of 28.6pp and 25.9pp macro F1, respectively. 595

These results indicate that our method has large 596

potential to improve needle-in-the-haystack person- 597

ality profiling tasks via prompting. 598

5 Conclusion and Future Work 599

We outlined a novel approach for automatic per- 600

sonality prediction from social media data which 601

enables prompt-based predictions to focus on the 602

most relevant parts of an input. Notably, we do 603

not require labels of relevance, but induce the filter 604

only from the prompt-performance on the profile 605

level. While the results on real data shows no per- 606

formance improvement overall, it does decrease the 607

required context window of the language model. 608

With experiment on artificial data, we can show a 609

substantial performance improvement. This shows 610

that our method helps the language model to focus 611

on relevant content, instead of leaving this task to 612

the attention mechanisms in the transformer. 613

The present results provide several directions for 614

future work: One direction is to replace or adapt 615

individual parts of the proposed system. This in- 616

cludes the evaluation of other policy optimization 617

algorithms, exploring the usage of different large 618

language models, or experiment with different pol- 619

icy parameterization techniques. Further, we sug- 620

gest to study if the requirement for labeled profiles 621

could be relaxed by relying on confidence estimates 622

of the zero-shot classification. 623

Another interesting question would be if the rele- 624

vancy assessement of RL-Profiler is similar to what 625

humans find relevant. This requires a future anno- 626

tation study of relevancy in personality profiling. 627

Finally, it also remains interesting to explore how 628

our approach performs when applied to predicting 629

other concepts like gender or age. 630
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Ethical Considerations632

Personality profiling of social media users is an633

ethically challenging task. We point out that all634

data we use stems from an established data set, that635

has been, to the best of our knowledge, collected636

following high ethical standards. We do not collect637

any data ourselves. We condemn any applications638

of social media mining methods applied to data of639

users who did not actively consent to using their640

data for automatic processing. This is particularly641

the case for subjective and imperfect prediction642

tasks in which the analysis may be biased in a way643

that discriminates parts of a society, particularly644

minority groups.645

The methods we develop in this paper contribute646

to a more efficient use of large language models,647

therefore contributing to a more sustainable and648

resource-friendly use of computing infrastructure.649

Nevertheless, automatic analysis methods need to650

be applied with care, given the resources that they651

require.652

Limitations653

While this study provides valuable insights, sev-654

eral limitations should be acknowledged. First,655

we treated personality traits as binary variables.656

However, personality is typically understood as a657

spectrum rather than a binary value. This simpli-658

fication potentially limits the applicability of our659

findings to real-world scenarios where personality660

assessments are more complex. Further, we did not661

evaluate our approach using very large-scale lan-662

guage models. Performance of our approach with663

such models therefore remains untested, and future664

research could explore how our method scales with665

larger models to better understand its effectiveness.666

Finally, due to resource-constraints, we did not667

perform exhaustive hyperparameter optimization.668

This includes to allow different numbers of in-669

stances for each profile to be considered. However,670

we did not optimize them for one model more ex-671

haustively than for another. Therefore, we believe672

that this aspect would not change the main results673

of our experiments.674
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A Appendix 988

A.1 Validation Results 989

Open. Consc. Extrav. Agree. Neur.

System top-N m-F1 w-F1 m-F1 w-F1 m-F1 w-F1 m-F1 w-F1 m-F1 w-F1

RL-Profiler 5 55.4±10.9 92.0±1.7 49.5±5.4 70.6±3.9 49.6±8.0 82.5±2.3 70.1±3.2 84.4±2.5 46.6±6.0 48.5±5.9
RND+CNet 5 45.9±1.6 88.8±3.0 32.4±2.2 43.5±3.5 45.8±0.7 81.4±1.2 44.4±7.3 53.6±9.6 37.6±5.7 36.0±6.9
PMI+CNet 5 44.4±1.0 86.0±2.0 30.5±3.9 40.6±6.2 57.2±11.5 83.7±4.7 47.3±4.0 57.8±3.5 29.6±5.1 27.8±6.5
PT+CNet 5 45.4±4.3 85.6±2.9 42.4±4.6 58.5±6.4 45.5±0.6 80.8±1.0 45.5±2.8 52.8±3.7 29.6±5.4 27.6±6.2

RL-Profiler 10 45.7±1.1 88.4±2.2 42.4±6.1 60.4±6.3 44.9±1.2 79.8±2.1 53.6±6.7 70.7±5.3 46.1±4.4 49.6±4.0
RND+CNet 10 45.5±1.1 88.1±2.2 26.5±4.2 34.0±7.0 44.6±1.5 79.3±2.7 39.6±4.7 47.3±6.6 41.3±9.5 40.4±11.3
PMI+CNet 10 44.8±1.1 86.8±2.1 23.5±3.6 29.1±6.1 50.5±8.9 80.2±3.6 45.2±2.3 52.5±3.1 42.8±4.2 43.9±4.7
PT+CNet 10 43.5±3.8 82.3±4.1 32.9±3.7 44.3±5.9 44.4±1.2 79.0±2.2 37.8±4.1 42.4±5.7 33.5±4.6 34.1±4.7

RL-Profiler 20 48.7±0.6 94.2±1.2 43.2±2.2 59.8±3.0 45.8±0.9 81.4±1.5 53.1±4.8 71.8±2.8 42.6±4.8 49.6±4.4
RND+CNet 20 47.5±0.5 92.0±1.0 29.0±4.0 38.1±6.4 45.4±0.8 80.8±1.4 41.8±7.4 50.9±9.8 42.7±5.2 47.9±4.9
PMI+CNet 20 46.5±0.9 90.1±1.7 25.9±1.5 33.1±2.5 43.0±1.2 76.5±2.1 39.7±4.2 46.7±5.2 45.1±2.3 50.2±2.6
PT+CNet 20 46.3±1.0 89.5±1.9 30.2±4.1 40.0±6.7 44.8±0.8 79.6±1.5 45.0±4.4 54.3±5.4 41.0±3.2 47.1±3.3

RL-Profiler 30 48.9±0.4 94.7±0.8 40.2±4.4 56.0±5.2 47.1±0.0 83.7±0.0 51.5±2.9 68.0±2.8 48.8±5.1 56.6±4.2
RND+CNet 30 47.8±1.2 92.5±2.3 30.0±2.9 39.7±4.6 46.1±1.1 81.9±1.9 43.5±6.1 53.8±7.9 44.1±4.6 51.7±3.7
PMI+CNet 30 46.2±0.8 89.4±1.5 30.0±2.5 39.7±4.0 44.8±1.3 79.6±2.4 47.5±5.2 58.0±6.0 38.2±3.0 47.4±3.1
PT+CNet 30 47.7±0.7 92.3±1.4 33.5±2.8 45.3±4.5 45.1±0.5 80.2±0.8 47.5±4.6 57.2±4.5 40.9±6.8 48.6±5.5

RL-Profiler 50 48.7±0.6 94.2±1.2 44.5±2.9 61.6±3.8 47.1±0.0 83.7±0.0 50.8±4.3 68.2±2.9 45.6±5.9 58.5±4.2
RND+CNet 50 48.4±0.8 93.7±1.5 36.9±4.1 50.5±6.1 47.1±0.0 83.7±0.0 47.4±5.2 62.3±7.0 42.0±6.0 56.9±4.6
PMI+CNet 50 48.3±0.4 93.5±0.8 34.1±1.9 46.3±3.0 47.1±0.0 83.7±0.0 51.6±3.3 65.9±3.0 39.0±4.8 54.6±4.0
PT+CNet 50 47.7±0.6 92.4±1.2 37.5±3.8 51.3±5.7 46.7±0.5 83.1±0.9 44.8±5.3 59.0±5.7 44.9±6.7 58.9±5.5

ALL+CNet all 49.2±0.0 95.2±0.0 41.6±2.8 65.6±2.2 47.1±0.0 83.7±0.0 54.8±3.9 76.5±2.7 42.7±5.1 60.1±3.5

Table 5: Macro F1 (m-F1) and weighted average F1 (w-F1) scores for selection-based models with different settings for the
top-N hyperparameter on validation data (averages of 10 runs with standard derivation). The best performing setting for top-N
(w.r.t. the highest m-F1) for each model and personality trait (highlighted in bold) is selected for evaluation on testing data.
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Figure 3: Visual representation of macro F1 scores for selection-based models with different settings for top-N on validation
data. The x-axis (not true to scale) shows settings for top-N , i.e., N ∈ {5, 10, 20, 30, 50} (linearly interpolated), while the
y-axis shows the corresponding macro F1 scores. If N exceeds the number of available posts in profiles, all models converge to
the ALL+CNet system since all systems select all available posts.
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A.2 Validation Results on Artificially Enriched Data990

Open. Consc. Extrav. Agree. Neur.

System top-N m-F1 w-F1 m-F1 w-F1 m-F1 w-F1 m-F1 w-F1 m-F1 w-F1

RL-Profiler 5 100.±0.0 100.±0.0 100.±0.0 100.±0.0 98.1±2.4 98.3±2.2 98.8±1.9 98.9±1.8 97.7±2.5 97.9±2.3
RND+CNet 5 46.8±1.6 87.8±2.9 37.7±5.6 45.0±8.0 50.8±10.6 76.5±4.5 59.2±7.1 58.4±7.4 44.3±13.3 42.0±15.2
PMI+CNet 5 78.1±21.0 93.9±5.3 48.9±1.4 60.6±1.8 56.0±13.6 80.0±5.5 49.3±3.6 48.4±3.6 40.4±5.1 37.7±5.3
PT+CNet 5 70.2±24.6 93.7±5.0 32.1±6.8 40.6±7.5 60.0±12.3 79.3±5.2 67.5±4.1 67.8±4.1 53.7±5.6 53.2±6.1

RL-Profiler 10 100.±0.0 100.±0.0 78.2±6.8 88.4±4.5 82.1±9.1 89.7±5.6 90.7±4.5 90.8±4.5 93.2±4.1 93.8±3.7
RND+CNet 10 51.1±9.1 87.9±2.1 30.1±4.9 33.7±7.4 49.4±11.7 74.1±6.5 58.4±8.3 57.3±8.9 50.0±7.8 49.6±8.9
PMI+CNet 10 87.8±13.4 96.0±4.5 46.2±4.9 56.9±6.6 43.6±0.6 72.6±1.0 56.8±6.1 55.5±6.7 42.4±3.6 39.2±4.0
PT+CNet 10 77.3±23.0 94.7±5.1 29.1±3.6 32.2±5.6 81.0±4.4 89.4±2.8 77.6±7.4 77.8±7.4 60.7±4.8 60.2±5.1

RL-Profiler 20 94.8±16.3 99.1±2.9 63.9±5.3 77.2±5.1 81.5±6.1 89.6±3.7 82.3±2.0 82.2±2.1 78.2±5.3 81.0±4.6
RND+CNet 20 48.0±0.7 90.1±1.4 37.2±4.7 44.4±6.9 50.3±11.0 75.6±5.1 65.0±7.1 64.3±7.4 57.9±6.5 60.7±6.5
PMI+CNet 20 48.2±0.5 90.4±1.0 40.2±4.4 48.6±6.3 66.5±2.8 82.8±1.9 66.0±4.1 65.1±4.3 53.8±4.2 54.3±4.0
PT+CNet 20 81.4±16.9 94.3±5.1 37.2±5.5 44.3±8.3 75.7±12.4 86.9±6.7 74.8±3.8 74.5±4.0 69.9±7.8 72.8±6.9

RL-Profiler 30 84.3±25.2 96.9±5.1 54.3±6.1 67.0±7.6 66.7±16.8 84.1±7.0 76.8±3.2 76.6±3.3 77.0±6.0 80.0±5.1
RND+CNet 30 47.9±0.8 89.8±1.6 38.6±7.3 46.1±10.5 50.5±10.9 75.9±4.8 63.8±3.7 63.2±3.8 56.2±7.0 61.0±6.7
PMI+CNet 30 48.4±0.0 90.7±0.0 43.9±3.8 53.9±5.1 80.1±8.7 90.2±4.0 68.5±4.9 67.8±5.2 57.3±4.3 59.6±4.1
PT+CNet 30 50.7±10.9 89.2±2.5 34.8±4.4 40.8±6.6 68.7±5.1 84.0±2.7 74.7±4.9 74.3±5.2 60.4±7.7 65.5±6.6

RL-Profiler 50 63.9±24.9 93.5±4.5 53.0±4.2 65.5±5.2 50.7±11.1 77.9±4.5 74.9±3.3 74.6±3.4 61.5±3.5 67.9±2.9
RND+CNet 50 53.5±16.3 91.6±2.9 48.0±4.0 59.3±5.3 48.1±8.3 76.8±3.4 71.7±4.9 71.5±5.0 58.0±7.1 65.1±5.8
PMI+CNet 50 48.4±0.0 90.7±0.0 47.1±4.3 58.1±5.7 45.5±0.0 75.8±0.0 67.1±4.9 66.8±5.0 53.4±6.6 60.7±4.8
PT+CNet 50 58.7±21.8 92.6±3.9 42.5±4.9 51.8±6.9 56.0±13.6 80.0±5.5 71.7±3.3 71.3±3.4 50.8±6.4 59.5±5.2

ALL+CNet all 89.7±21.8 98.2±3.9 45.8±3.6 63.6±3.6 79.1±14.2 89.9±6.1 77.2±4.0 77.7±3.9 60.7±10.9 67.6±8.4

Table 6: Macro F1 (m-F1) and weighted average F1 (w-F1) scores for models with different settings for the top-N hyperparameter
on artificially enriched validation data (averages of 10 runs with standard derivation). The best performing setting for top-N
(w.r.t. the highest m-F1) for each model and personality trait (highlighted in bold) is selected for evaluation on testing data.
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Figure 4: Visual representation of macro F1 scores for selection-based models with different settings for top-N on artificially
enriched validation data. The x-axis (not true to scale) shows settings for top-N , i.e., N ∈ {5, 10, 20, 30, 50} (linearly
interpolated), while the y-axis shows the corresponding macro F1 scores. If N exceeds the number of available posts in profiles,
all models converge to the ALL+CNet system since all systems select all available posts.
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Recall the personality trait extraversion.
A person with a high level of extraversion may see themselves as someone who is talkative, or {...}
Generate ten tweets that are likely written by a person with a high level of extraversion.
+Do not use emojis or hashtags. Try to include the topic {topic}.

Recall the personality trait extraversion.
A person with a low level of extraversion may see themselves as someone who is reserved, or {...}
Generate ten tweets that are likely written by a person with a low level of extraversion.
+Do not use emojis or hashtags. Try to include the topic {topic}.

Figure 5: Prompt templates for generating artificial posts indicating a high and low level of extraversion.

Training Validation Testing

Class High Low High Low High Low

Openness 15 1 15 1 15 1
Conscientiousness 15 3 15 2 15 10
Extraversion 15 12 15 3 15 6
Agreeableness 15 15 15 4 15 11
Neuroticism 15 15 15 8 15 15

Table 7: Corpora statistics of the splits derived from the PAN-AP-2015 (Rangel et al., 2015) corpus for post-hoc
experiments on partially artificially data (in numbers of profiles).

A.3 Artificial Post Generation and Dataset Enrichment 991

To generate artificial posts indicating either a low or high level of a certain personality trait we use 992

Llama 2 13B-Chat, and repeatedly prompt the model to generate 10 posts. We present the prompt 993

templates we use for generating artificial posts for the extraversion trait in Figure 5. Here, the task of 994

generating posts is verbalized by the phrase “Generate ten tweets that are likely written by a person with 995

a high level of extraversion”. Similarly to the prompts used in CNet for prediction levels of a trait, we 996

include BFI-44 items to enrich context. The prompts for the other Big Five traits follow a similar structure. 997

To further encourage diversity in the generating posts, since different profiles should be enriched 998

with different posts (because it would be trivial for a model to find these posts if they are always the 999

same), we task the LLM to include a topic in the generated posts. For this, we compile a list of 12 1000

topics we derive from the work by Antypas et al. (2022) covering many discussion points in social media: 1001

• News
• Social Concern
• Sports
• Music
• Celebrity & Pop Culture
• Film, TV & Video

• Diaries & Daily Life
• Arts & Culture
• Science & Technology
• Fitness & Health
• Family
• Relationships

1002

We present examples of artificially generated posts for different topics and personality traits in Table 8. 1003

We use the artificially generated posts in our post-hoc analysis. Here, we draw subsets from the datasets 1004

we derived from the PAN-AP-2015 corpus. For each trait, split and class we randomly select 15 profiles. 1005

Note that in some partitions, there are less than 15 profiles and this process therefore changes class 1006

distribution in each sub-corpus. Table 7 shows statistics of the datasets we obtain by this. Afterward, we 1007

enrich each profile in these dataset splits with five artificially generated posts we randomly choose from 1008

the pool of generated posts (ensuring we use each artificial post only once) based on their ground-truth 1009

annotation, e.g., for profiles annotated with a low level of extraversion, we add generated posts that aim to 1010

indicate a low level of extraversion. 1011
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Topic Generated Post

O
pe

nn
es

s H
ig

h

News I’m not just a thinker, I’m a dreamer. And I believe that dreams can change the world.
Social Concern Why are we still tolerating systemic injustices? It’s time for change.
Music I love how music can transport me to another world, even if just for a few minutes
Science & Techn. Building a DIY robot using an Arduino board and exploring its capabilities.
Family Family is a source of comfort and strength, especially during challenging times.

L
ow

Social Concern I don’t care about the homeless crisis in our city, it’s not my problem.
Sports Just finished a 9-to-5 shift at the office and now I’m ready to watch some football!
Music Classical music is the only real music. Everything else is just noise.
Arts & Culture I don’t read books. I don’t see the point of wasting time on made-up stories.
Science & Techn. I don’t see the point of space exploration. We have enough problems on Earth

C
on

sc
ie

nt
io

us
ne

ss

H
ig

h

Sports I strive for efficiency in everything I do, whether it’s on the field or in the weight room.
Music I’ve been practicing my guitar for hours every day to perfect my technique.
Film, TV & Video I’m so impressed by the cinematography in the latest blockbuster. It’s like a work of art.
Diaries & Daily Life I find solace in my daily routine, it brings me a sense of stability and predictability.
Fitness & Health I track my progress and adjust my plan as needed to ensure I’m reaching my fitness goals.

L
ow

News Can’t find my homework... or my textbook... or my notes. Anyone have a photocopy?
Sports I think I might have accidentally signed up for a relay instead of a solo race
Film, TV & Video I’m so addicted to my favorite TV show that I can’t stop thinking about it. I need help!
Diaries & Daily Life I just spent $100 on a new outfit instead of paying my rent. Oopsie.
Relationships I know I said I would call my partner back yesterday, but uh... I forgot?

E
xt

ra
ve

rs
io

n H
ig

h

News I’m so excited to share the latest scoop with all my followers!
Music Just discovered a new artist and I can’t stop listening to their music!
Diaries & Daily Life I just tried the craziest new food trend and it was so good! I can’t wait to try more
Fitness & Health Feeling so strong and confident after a killer leg day at the gym.
Relationships I’m not scared of rejection. I’ll put myself out there and see what happens!

L
ow

Sports I prefer to focus on my own improvement rather than comparing myself to others.
Music My favorite way to relax is to listen to calming music and meditate.
Science & Techn. My mind is always racing with ideas, but I struggle to express them out loud.
Fitness & Health I’m not a fan of loud, crowded gyms, I prefer to work out at home in my own space.
Family I love my family, but sometimes I just need a little alone time to recharge.

A
gr

ee
ab

le
ne

ss H
ig

h

Social Concern I’m a team player, and I think collaboration is the key to success.
Sports I can’t believe we won! It’s all thanks to our teamwork and determination.
Diaries & Daily Life I think it’s important to be open-minded and accepting of others.
Fitness & Health I’m so grateful for my fitness community - they inspire me to be my best self every day.
Family I love being a part of our family’s traditions and making new memories together.

L
ow

News I can’t believe the media is still covering that story, it’s such a non-issue.
Social Concern I don’t have time for weak people, they need to toughen up.
Sports Why should I have to follow the rules? The other team is always cheating anyway.
Science & Techn. Technology is ruining our society. We need to go back to simpler times.
Family My family is always trying to tell me what to do. Newsflash: I don’t need their advice.

N
eu

ro
tic

is
m H

ig
h

News I can’t believe what I just heard on the news. It’s like, what is even happening?!
Sports I’m so tense before every game. I can’t relax, no matter how hard I try.
Diaries & Daily Life I’ve been doing yoga for months and still can’t touch my toes.
Arts & Culture Why can’t I just enjoy a simple painting without overanalyzing every brushstroke?
Family My family is always causing drama. I just want peace and quiet!

L
ow

Social Concern I’m not perfect, but I strive to be a good listener and a supportive friend.
Celebr. & Pop Cult. I don’t stress about fashion or beauty trends. Comfort and simplicity are key for me!
Diaries & Daily Life I’m proud of my ability to remain emotionally stable, even in difficult situations.
Arts & Culture The beauty of nature is a never-ending source of inspiration for my art.
Family Family vacations are the best kind of stress-free fun.

Table 8: Examples of posts generated using Llama 2 13B-Chat that aim to indicate either a low or high level of one
of the Big Five traits.
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A.4 Implementation Details 1012

We performed our experiments on a single NVIDIA RTX A6000 (48GB) GPU with AMD EPYC 7313 1013

CPU. 1014

We present the average prediction time per profile on testing data for different zero-shot systems in 1015

Table 9. For the RL-Profiler and RND+CNet system these times include time required to select a number 1016

of posts from profiles by using the trained agent or at random, respectively, and the time CNet requires to 1017

provide a prediction given the selected posts. For the ALL+CNet system this time only includes the time 1018

to retrieve a prediction from CNet. We find that runtime majorly depends on the number of posts selected 1019

by each system. Note that if selecting the same amount of posts from profiles, prediction time per profile 1020

for the PT+CNet and RL-Profiler systems are equal, since they use the same model architecture. 1021

Variable RL-Profiler RND+CNet ALL+CNet

Openness 0.54 (5) 1.11 (50) 1.72 (94.3⋆)
Conscientiousness 0.88 (5) 1.29 (50) 2.11 (93.7⋆)
Extraversion 0.38 (5) 1.10 (50) 1.65 (92.4⋆)
Agreeableness 0.61 (5) 1.12 (50) 1.57 (91.9⋆)
Neuroticism 1.12 (30) 1.03 (30) 1.78 (92.1⋆)

Table 9: Average prediction time in seconds per profile on testing data. For the RL-Profiler and RND+CNet system,
the best setting for top-N (in parentheses) based on validation performance is shown for each trait. ⋆Average number
of posts if using all available posts from profiles in the given dataset.
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