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Abstract001

Large language models (LLMs) have demon-002
strated strong capabilities in simulating so-003
cial roles and generating human-like behaviors.004
However, their effectiveness in predicting real-005
world user behavior under continuous mem-006
ory accumulation remains largely unexplored.007
Most existing studies focus on short-term in-008
teractions or static personas, neglecting the dy-009
namic nature of users’ historical experiences010
in social media environments. To address this011
gap, we introduce FineRob, a novel dataset for012
fine-grained behavior prediction of social me-013
dia users, which includes long-term memory014
traces from 1,866 users across three platforms.015
Each behavior is decomposed into three ele-016
ments: object, type, and content, resulting in017
78.6k QA records.We identify that as memory018
accumulates, prediction accuracy drops signifi-019
cantly due to the model’s difficulty in accessing020
detailed historical information. We further pro-021
pose the OM-CoT fine-tuning framework to en-022
hance the model’s ability to process and utilize023
long-term memory. Experimental results show024
that our method effectively reduces the perfor-025
mance degradation caused by memory growth,026
improving fine-grained behavior prediction. 1.027

1 Introduction028

Large language models (LLMs) have attracted sig-029

nificant attention for their ability to engage in role-030

playing. These models can be guided by prede-031

fined role profiles to generate conversations that032

align with a character’s speaking style (Zhou et al.,033

2023), knowledge (Lu et al., 2024), and personal-034

ity traits (Chen et al., 2023). Recently, numerous035

agent frameworks have been introduced to extend036

LLMs’ capabilities beyond simple dialogue gener-037

ation(Wang et al., 2023b; DBL, 2024; Wang et al.,038

2024). However, a critical aspect of human-like039

intelligence is the ability to maintain consistency040

1Code and dataset are available at https://anonymous.
4open.science/r/FineRob-791B/

Figure 1: An example of FineRob, requires LLM to
predict behavior choices that align with a role’s profile
and historical data. We decompose a complete behavior
record into three fine-grained components: selecting the
recipient of the action, determining the action type, and
specifying the behavior details.

and evolve based on continuous experiences, a pro- 041

cess heavily reliant on memory. While memory is a 042

core component for social agents, the impact of its 043

continuous growth on behavioral realism remains 044

under-explored. 045

While increasing memory capacity is expected to 046

enhance behavioral coherence and realism, our pre- 047

liminary experiments reveal a non-linear relation- 048

ship: as memory accumulates, behavior prediction 049

accuracy first stabilizes and then declines as shown 050

in Figure 2. This suggests that excessive memory 051

may hinder, rather than help, the agent’s reason- 052

ing process. We hypothesize that this degradation 053

stems from the model’s inability to effectively re- 054

trieve and utilize detailed historical information 055

when memory becomes too large. Traditional mem- 056

ory compression techniques, which aim to remove 057

redundancy, fail to preserve the fine-grained details 058

necessary for accurate behavior prediction. 059

To systematically investigate this challenge, we 060

first break down complex user behaviors into three 061

fine-grained elements: the object (the target of the 062

action), the type (the nature of the action), and the 063

content (the specific substance of the action). This 064
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Figure 2: The impact of memory accumulation on be-
havior prediction accuracy (F1 score) on the Twitter user
of Finerob dataset. Performance initially improves with
more historical context, peaking at around 40 memory
entries. However, further memory accumulation leads
to a decline in accuracy, illustrating the challenge of
information overload where excessive historical data
can impair model performance.

decomposition allows for a precise evaluation of065

the model’s simulation capabilities. For example,066

when a user comments on a post, they first choose067

a target (e.g., a post or article from their feed), then068

decide on the type of action (e.g., comment, like,069

or share), and finally generate content that aligns070

with their persona, as illustrated in Figure 1. We071

then introduce the FineRob (Fine-Grained Role072

Behavior) dataset, a new benchmark designed for073

this purpose. FineRob contains long-term memory074

traces from 1,866 real users on Twitter, Reddit, and075

Zhihu, comprising 78.6k fine-grained behavioral076

prediction records. Each user profile is supported077

by a substantial history (averaging 126 records),078

making it ideal for studying the effects of continu-079

ous memory.080

Using the FineRob dataset to evaluate nine081

mainstream LLMs, our analysis of their Chain of082

Thought (CoT) processes uncovered two dominant083

reasoning patterns: "role stereotype-based reason-084

ing" and "observation and memory-based rea-085

soning." The former relies heavily on static profile086

information, leading to less accurate predictions087

as memory grows. In contrast, the latter, favored088

by more advanced models like GPT-4o, achieves089

higher accuracy by comparing current observations090

with specific past behaviors. This finding reinforces091

our hypothesis that the ability to effectively lever-092

age detailed memories is crucial.093

Building on this insight, we propose OM-CoT,094

a novel fine-tuning framework designed to mitigate095

the performance degradation caused by memory096

growth. The OM-CoT method explicitly integrates097

Observation Analysis and Memory Analysis into 098

the model’s reasoning chain. This structured ap- 099

proach enhances the model’s ability to connect cur- 100

rent environmental cues with relevant, detailed his- 101

torical memories, thereby improving the accuracy 102

of fine-grained behavior prediction. 103

The contributions of this study can be summa- 104

rized as follows: 105

• We introduce the FineRob dataset, a real- 106

istic, multilingual benchmark with 78.6k QA 107

records from 1,866 real social media users, 108

specifically designed to evaluate LLMs’ abil- 109

ity to simulate role-specific behaviors under 110

conditions of continuous memory growth. 111

• We conduct a comprehensive analysis of 112

how continuous memory growth impacts the 113

behavioral simulation accuracy of nine main- 114

stream LLMs, identifying the failure to ac- 115

cess detailed memory as a key cause of per- 116

formance degradation. 117

• We propose OM-CoT, a novel fine-tuning 118

method that explicitly integrates observation 119

and memory analysis into the reasoning pro- 120

cess. Our experiments demonstrate that this 121

method significantly mitigates performance 122

decline and improves prediction accuracy 123

across all three fine-grained behavioral ele- 124

ments. 125

2 Related Work 126

Recently, numerous LLMs have been designed for 127

conversational applications and have already found 128

commercial uses like Character.ai2.Researchers col- 129

lect a wide range of dialogue datasets to support 130

the study, including the data from real-life indi- 131

viduals (Gao et al., 2023; Dinan et al., 2019) or 132

fictional characters from novels (Chen et al., 2023; 133

Ahn et al., 2024).Researchers have recognized that 134

LLMs are not only adept at mimicking conversation 135

but also capable of simulating complex behaviors 136

(Park et al., 2023; Wang et al., 2023b; Chen et al., 137

2024; Wang et al., 2024). For instance, (Wang 138

et al., 2023a) demonstrated that LLMs can mimic 139

real users’ preferences to movie recommendations. 140

(Ebrat and Rueda, 2024) explored the use of rein- 141

forcement learning algorithms to optimize recom- 142

mendation systems based on user feedback simu- 143

lated by LLMs. The work by (Xu et al., 2024) is 144

2https://character.ai/
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Dataset Source Size Usage Language Type isReal? Context

PersonalDialog(Zheng et al., 2019) Weibo 20.8M Train&Test ZH Dialogue ✓ 3 turns conversations
Ditto(Lu et al., 2024) LLM Synthetic 4k Train&Test EN,ZH Dialogue × 30 turns conversations
LaMP-7(Salemi et al., 2024) Twitter 12k Train&Test EN Dialogue ✓ 1 turn conversation
PIPPA(Gosling et al., 2023) Character.AI 26k Train EN Dialogue × 10 turns conversations
ROCStories(Mostafazadeh et al., 2016) Little Stories 98K Train&Test EN Behavior × short paragraph
choices13K(Bourgin et al., 2019) gamble 13K Test EN Behavior ✓ short paragraph
Life-Choice(Xu et al., 2024) Novels 1.4K Test EN Behavior × long fiction
FineRob SocialMedias 78.6K Train&Test EN,ZH Behavior ✓ 74 turns behaviors

Table 1: A comparison of FineRob with previous datasets based on data source, type, and context length. The table
indicates that existing datasets typically provide context in the form of multi-turn conversations or single behavioral
scenarios. FineRob is characterized by its long-term, continuous context, containing an average of 74 sequential
behavior records per real user.

particularly relevant, which introduced the "LIFE-145

CHOICE" dataset to assess LLMs’ ability to make146

broad, macro-level decisions in fictional contexts.147

In contrast, our research focus on the LLMs’ capac-148

ity to simulate fine-grained, micro-level behaviors149

in real world scenario, offering a more detailed150

analysis.151

3 FineRob Dataset152

3.1 Data Collecting153

Our primary goal is to investigate how LLMs sim-154

ulate the behaviors of real internet users by lever-155

aging their past experiences. A key departure from156

existing role-playing datasets, which often rely on157

static character profiles, is our focus on collecting158

long-term, continuous memory traces. We posit159

that this historical data is crucial for simulating nu-160

anced, evolving behaviors. To this end, we curated161

a dataset from three major social media platforms:162

Twitter (now X), Reddit, and the Chinese QA site163

Zhihu. The dataset is designed to capture extensive164

behavioral histories, providing a rich foundation165

for memory-based analysis, as illustrated in Figure166

3. A detailed comparison with other datasets is167

provided in Table 1.168

To ensure the relevance and activity of our sub-169

jects, we selected users from trending topics and170

popular communities on each platform.171

• On Reddit, we identified active participants in172

posts from the top 20 communities and used173

the PRAW API3 to automatically collect their174

complete public timelines.175

• On Twitter, we utilized the official API4 to176

access and gather data from users engaged in177

trending discussions.178

3https://praw.readthedocs.io/en/stable/
4https://developer.x.com/en/docs/x-api

• On Zhihu, we targeted users who frequently 179

post questions or answers. 180

We applied minimal selection criteria: users needed 181

at least 60 accessible historical behaviors to pro- 182

vide a sufficient memory base, while those with 183

excessive activity were excluded to avoid accounts 184

potentially managed by teams. Crucially, to pre- 185

serve the authenticity of real-world interactions, the 186

collected behavioral data is entirely organic. We 187

performed no manual filtering or content modera- 188

tion on the user timelines, ensuring that the dataset 189

reflects the genuine complexity and unpredictabil- 190

ity of human behavior online. 191

3.2 Fine-Grained Behavior and Choice 192

Construction 193

We converted the raw user timelines into a multiple- 194

choice QA format for fine-grained behavior predic- 195

tion. Each behavior record was deconstructed into 196

three key elements: the object (the recipient of the 197

behavior), the type (the nature of the action), and 198

the content (the specific details). This process is 199

detailed in the middle section of Figure 3. 200

A significant challenge was constructing realistic 201

and challenging multiple-choice options. The be- 202

havior type options were straightforward, derived 203

from predefined platform actions like "Post," "Com- 204

ment," or "Like" (see Table 6 for a full list).For 205

the more complex object and content elements, we 206

developed a sophisticated method to create plausi- 207

ble distractors. This process also included a "None 208

of the above" option to test the model’s ability to 209

reject unsuitable choices, not just identify the best 210

match. 211

• Constructing Plausible Distractors: For a 212

standard question where a correct answer ex- 213

ists among the options, we first created a can- 214

didate pool of objects or content from the 215
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Figure 3: Overview of our work, The left and middle sections of the figure illustrate the process of constructing the
FineRob dataset. The right section shows how OM-COT-FineTune training details, including data augmentation,
reorganize with special tokens and SFT training.

user’s active communities and timeframes.216

We then used sentence embeddings5 to mea-217

sure the semantic similarity between these218

candidates and the ground-truth answer. To219

maximize the difficulty, we selected three can-220

didates with high similarity scores to serve as221

confusing distractors.222

• Constructing "None of the Above" Scenar-223

ios: To further test the model’s reasoning,224

we designed scenarios where the correct an-225

swer is "None of the above." For these in-226

stances, the provided options are deliberately227

sourced from contexts irrelevant to the spe-228

cific moment of action. Specifically, we an-229

alyzed a user’s typical active hours and then230

selected plausible-looking objects or content231

from their inactive periods from other users’232

feeds. While these options might be themat-233

ically related to the user’s general interests,234

they are incorrect in the specific context. This235

forces the model understand deeply of user236

rather than simply choosing the most semanti-237

cally similar option.238

Finally, we compiled a total of 78.6k behavior239

element prediction records. The dataset was split240

into a training set of approximately 61k records241

and a test set of 17.6k records. To rigorously eval-242

uate the generalization capabilities of LLMs, we243

5https://huggingface.co/moka-ai/m3e-base

ensured that no users overlap between the training 244

and test sets. A detailed example of a data record 245

can be found in Table 7 of the appendix. 246

4 Methodology 247

4.1 Preliminary Analysis 248

Our preliminary experiments reveal a counter- 249

intuitive phenomenon: while an agent’s behavioral 250

realism gradually improves and stabilizes as it ref- 251

erences more memory within a certain range, its 252

accuracy begins to decline once the memory vol- 253

ume exceeds a threshold, as shown in Figure 2. 254

This indicates that memory accumulation is not 255

monotonically beneficial; excessive storage can in- 256

terfere with the model’s reasoning capabilities. To 257

investigate potential causes, we attempted to use 258

existing memory summarization and compression 259

methods to filter redundant memories, but these 260

failed to mitigate the performance degradation. 261

We therefore hypothesize that the core problem 262

lies not in the volume of memory, but in the model’s 263

difficulty in extracting critical, fine-grained de- 264

tails from a vast repository of historical data. This 265

leads to a key question: which memories are most 266

conducive to realistic behavioral decisions? To un- 267

derstand this process, we analyzed the agent’s rea- 268

soning process, which can be divided into two key 269

parts: (1) analysis of the current environment (ob- 270

servation) and memory retrieval, and (2) behavior 271

decision-making based on the retrieved memory (as 272
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Reddit Twitter Zhihu
BO BC BT BO BC BT BO BC BT

Random 10.32 10.46 6.31 10.45 8.65 11.85 10.14 10.22 3.12
Commercial-LLM

chatgpt-3.5-turbo-0125 19.99±0.2 19.72±0.1 51.22±0.0 54.15±0.2 37.62±0.0 62.33±0.4 25.09±0.0 33.17±0.0 19.24±0.0
GPT-4-mini 26.49±0.0 23.91±0.0 48.14±0.0 63.33±0.0 41.26±0.0 85.99±0.0 31.65±0.0 31.94±0.0 24.04±0.0
GPT-4o 28.34±1.2 24.13±0.0 58.14±0.0 53.70±0.0 52.90±0.0 86.97±0.0 36.34±0.1 41.49±0.0 26.35±0.0

Open-LLM
Mistral-7b-v2.0 25.95±2.0 19.62±1.4 22.92±0.7 19.99±2.4 27.04±6.5 62.92±0.9 21.56±1.2 19.53±1.6 10.38±0.2
LLama3-8b 10.80±0.5 11.8±0.5 13.6±0.6 22.72±0.9 16.23±3.5 52.90±0.7 21.70±0.9 12.66±1.2 10.75±0.2
Solar-10.7b 27.31±1.6 25.31±2.3 20.52±0.8 53.40±1.6 27.72±7.6 71.12±1.4 19.48±1.6 15.00±2.1 10.66±0.5
Baichuan-13b 27.13±1.4 21.98±1.1 21.16±0.8 16.22±0.6 12.64±0.3 37.51±1.1 31.27±0.8 24.62±1.5 15.97±0.5
yi-34b 25.94±1.9 24.94±1.8 18.26±1.6 51.14±0.7 32.74±2.9 73.98±0.8 33.93±1.1 26.84±1.2 16.15±0.4
qwen-2-72b 12.37±0.7 11.19±0.7 15.68±2.5 52.44±6.7 45.39±5.5 77.65±6.1 30.92±0.6 22.35±1.4 16.80±0.3

Table 2: F1-scores of nine LLMs under a zero-shot setting, where BO, BC, and BT represent Behavior Object,
Behavior Content, and Behavior Type, respectively. The average and standard deviation were recorded over multiple
runs. The best and second-best results from Commercial-LLM and Open-LLM are highlighted using bold and
underline formatting.

illustrated in Figure 5). Our results show a strong273

positive correlation between the agent’s accuracy274

and the degree of granularity matching between the275

retrieved memory and the current observation (Fig-276

ure 6). When the memory details align well with277

the fine-grained information in the current context,278

the agent’s decisions are more human-like. Con-279

versely, when memories are too abstract or lack280

key details, decisions become less realistic. This281

finding confirms our hypothesis that a mismatch282

in memory granularity is a key factor behind the283

decline in behavioral realism. The detail analysis284

and figures can be found in Appendix A.1.285

4.2 OM-CoT286

Based on the foregoing analysis, we propose a sim-287

ple yet effective method named OM-CoT (Obser-288

vation and Memory-based Chain of Thought) Fine-289

tune. Traditional memory management methods of-290

ten focus on removing redundancy, but risk losing291

the very details that are crucial for reasoning. Our292

approach, in contrast, is designed to enhance the293

model’s ability to synthesize information from cur-294

rent observations and historical memory through a295

structured reasoning process. The core idea of OM-296

CoT is to explicitly integrate Observation Analysis297

and Memory Analysis into the Chain of Thought298

(CoT) process. This encourages a reasoning pat-299

tern based on linking observations to specific, de-300

tailed memories, thereby ensuring logical consis-301

tency and behavioral realism. The overall method,302

illustrated in Figure 3, consists of the following303

three steps.304

Step 1: Oracle CoT Generation. To construct305

a high-quality dataset for our structured reason-306

ing format, we first use a powerful pretrained lan- 307

guage model (Moracle) to generate the CoT logic. 308

To prevent the propagation of errors from flawed 309

free-form generation, we employ an oracle setting. 310

In this setup, the correct answer (y∗) is provided 311

in the input prompt alongside the sample data (x), 312

ensuring the model references the ground-truth be- 313

havior during its reasoning process. The Oracle 314

CoT generation is defined as: 315

C∗ = Moracle(x, y
∗) (1) 316

Here, C∗ represents the high-quality CoT gener- 317

ated by the model. We carefully design the prompt 318

to ensure that the CoT explains the reasoning path 319

without directly revealing the final answer, thus 320

guaranteeing the quality of the data for subsequent 321

fine-tuning. 322

Step 2: Reorganizing CoT with Special Tokens. 323

Next, we introduce a special token mechanism to 324

structurally reorganize the generated CoT. This al- 325

lows the model to explicitly distinguish between 326

reasoning based on the current environment and 327

details recalled from memory. We define two pairs 328

of special tokens: 329

• <ANA> and </ANA> wrap the analysis based on 330

the agent’s current observation. 331

• <MEM> and </MEM> wrap the reproduction of 332

details from the agent’s historical memory. 333

We use a smaller large language model (Mreorg) to 334

perform this reorganization on the generated CoT 335

(C∗): 336

Creorg = Mreorg(C
∗) (2) 337
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The resulting reorganized CoT, Creorg, follows a338

structured format. This token-based structure en-339

sures that the model learns to correctly identify340

and utilize information from different sources, en-341

hancing the transparency and controllability of the342

reasoning process. A complete example is provided343

in Tabel 8.344

Step 3: Supervised Fine-Tuning. In the final345

stage, we use the reorganized CoT dataset to per-346

form Supervised Fine-Tuning on our target LLM.347

This teaches the model to effectively use the special348

tokens to structure its reasoning process. Given a349

training sample (x,H,Creorg, y), where H is the350

user history, we minimize the standard language351

model loss:352

LSFT = −
|Creorg|∑
t=1

logP
(
c

reorg
t | x,H, c

reorg
<t

)
(3)353

where c
reorg
t is the t-th token of the reorganized354

CoT sequence. Through this process, the model355

not only optimizes its language modeling task but356

also learns to leverage the special tokens and sys-357

tem prompts to control its CoT reasoning flow. We358

constructed a dataset of 60,000 instruction-tuning359

examples for this purpose, which is publicly avail-360

able in our codebase.361

In summary, compared to traditional memory362

management, OM-CoT focuses on maintaining363

fine-grained memory matching during reasoning.364

5 Experiment365

5.1 Settings366

Our main experiments are divided into two parts.367

The first part establishes a baseline for behavior pre-368

diction with continuous memory by evaluating a369

wide range of current LLMs on the FineRob dataset.370

The models tested include mainstream commercial371

models, general-purpose open-source models, and372

open-source models specifically fine-tuned for role-373

playing. The results is shown in Table 2. The374

second part of our experiments analyzes the ef-375

fectiveness of various memory utilization strate-376

gies. We compare several methods for providing377

historical context, including using all memories,378

using only recent memory (the last 30 records),379

and retrieval-based approaches using BM25 and380

the BGE embedding model to find similar mem-381

ories. We then compare a standard CoT) method382

against our proposed OM-CoT method. The re-383

sults is shown in Table 3.To mitigate the effects384

of randomness inherent in large models, each ex- 385

periment was run three times, and we report the 386

mean and variance of the results. For a detailed 387

description of all configurations, please refer to the 388

settings section in Appendix A.2. We adopt the 389

F1-score of behavior selection as the evaluation 390

metric. 391

5.2 Main Result 392

Bigger Models Are Not Always Better We ob- 393

serve that larger open-source models do not con- 394

sistently outperform smaller alternatives, which is 395

unexpected. For example, Qwen-2-72B, one of 396

the top open-source models, shows strong perfor- 397

mance on multilingual tasks, especially with the 398

Zhihu and Twitter datasets. However, its results on 399

the Reddit dataset fell significantly below expecta- 400

tions. In contrast, smaller models like Solar-10.7B 401

and Mistral-7B, despite having fewer parameters, 402

deliver more balanced and competitive outcomes 403

across a broader range of tasks. 404

OM-CoT Fine-Tuning Enhances Behavior Sim- 405

ulation Performance The experimental results, 406

presented in Table 3, first highlight the challenges 407

of utilizing continuous memory in behavior pre- 408

diction. A key observation from our baseline anal- 409

ysis is that directly providing the model with the 410

entire memory history often results in poor perfor- 411

mance. This supports our initial hypothesis that 412

an overabundance of information can impair the 413

model’s ability to focus on relevant details. Fur- 414

thermore, the analysis reveals that conventional re- 415

trieval methods, such as BM25 and BGE-based re- 416

trieval, do not offer a significant improvement over 417

simply using the most recent memory records. This 418

suggests that merely finding semantically similar 419

past behaviors is insufficient; the model still strug- 420

gles to effectively integrate these retrieved memo- 421

ries into its reasoning process. In contrast to the 422

limited effectiveness of these baseline strategies, 423

our OM-CoT fine-tuning method yields substantial 424

and consistent improvements. As shown in Ta- 425

ble 3, applying OM-CoT to the Mistral-7B model 426

enhances performance across all nine sub-tasks, 427

achieving an average F1 score increase of approx- 428

imately 4.5%. Similarly, the Solar-10.7B model 429

demonstrates gains in seven out of nine tasks, in- 430

cluding a notable 9.8% improvement on the Reddit 431

Behavior Object prediction task. A qualitative ex- 432

ample of the improved reasoning process can be 433

found in Table 9. Crucially, both standard CoT fine- 434
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Reddit Twitter Zhihu
BO BC BT BO BC BT BO BC BT

Mistral-7b-Instruct
ALL 19.99±0.0 14.18±0.0 24.01±0.0 38.80±0.0 22.47±0.0 56.20±0.0 20.32±0.4 23.51±1.2 14.51±0.2
Recent 25.95±2.0 19.62±1.4 22.92±0.7 19.99±2.4 27.04±6.5 62.92±0.9 21.56±1.2 19.53±1.6 10.38±0.2
RAG-BM25 25.33±0.1 19.28±0.0 23.02±0.0 18.86±0.0 28.11±0.0 64.52±0.0 22.73±0.1 16.66±0.2 13.44±0.0
RAG-BGE 24.23±0.0 20.47±0.1 21.53±0.0 17.32±0.0 27.56±0.0 65.35±0.0 23.82±0.0 17.89±0.1 15.21±0.0
CoT-FT 31.56±0.0 19.46±0.1 31.40±0.0 55.76±0.0 55.56±0.0 84.14±0.0 29.30±0.4 16.61±0.8 17.77±0.0
OM-CoT-FT(ours) 34.58±0.2 21.27±0.2 45.12±0.7 64.38±0.0 56.25±0.0 88.12±0.0 33.19±0.7 28.66±0.5 21.54±0.1

Solar-10.7b-Instruct
ALL 18.31±0.0 16.44±0.0 21.30±0.0 38.84±0.0 22.74±0.0 56.20±0.0 19.94±0.1 11.26±0.0 12.46±0.2
Recent 27.31±1.6 25.31±2.3 20.52±0.8 53.40±1.6 27.72±7.6 71.12±1.4 19.48±1.6 15.00±2.1 10.66±0.5
RAG-BM25 25.45±0.2 22.91±0.0 18.17±0.0 48.93±0.0 25.41±0.0 68.32±0.0 18.66±0.1 14.16±0.1 10.31±0.1
RAG-BGE 26.23±0.0 22.15±0.1 20.32±0.1 50.41±0.0 26.41±0.0 70.83±0.0 20.12±0.1 19.31±0.2 10.67±0.0
CoT-FT 28.30±0.0 21.20±0.1 45.33±0.0 62.27±0.0 58.86±0.0 74.04±0.0 24.63±0.3 34.21±0.8 16.18±0.4
OM-CoT-FT(ours) 38.16±0.4 23.23±0.0 47.44±0.1 73.53±0.0 49.04±0.0 87.29±0.0 28.45±0.1 36.65±0.4 19.53±0.0

Table 3: F1-scores of OM-COT-FT and other baselines, where BO, BC, and BT represent Behavior Object, Behavior
Content, and Behavior Type, respectively.

Figure 4: The relationship between input historical behavior size and the accuracy of simulating fine-grained
behavior elements. The figure presents the results of three methods on the Twitter dataset.

tuning (Std-CoT-FT) and our OM-CoT-FT consis-435

tently outperform the non-fine-tuned models. This436

result is particularly significant because the training437

and test sets contain entirely different users. It in-438

dicates that the models are not merely memorizing439

user-specific patterns but are learning a generaliz-440

able reasoning framework that can be effectively441

applied to new, unseen user roles.442

LLMs Struggle with Short-Behavior Tasks A443

notable result emerge from the Reddit dataset, par-444

ticularly in the behavior content prediction task,445

where fine-tuning methods failed to yield perfor-446

mance improvements. Upon further investigation,447

we find that Reddit content is often brief and lacks448

clear indicators of user characteristics. This sug-449

gests that current language models still struggle450

to differentiate subtle variations in tone and punc-451

tuation within behaviors (e.g., "Good work" vs.452

"Pretty Nice!!").453

5.3 Discussion 454

In this subsection, we will conduct ablation stud- 455

ies to further analyze the key factors that influence 456

behavior simulation performance. Specifically, we 457

seek to address the following three research ques- 458

tions. 459

BO BC BT

Mistral-7b
(Zero-Shot)

ALL 19.99 27.04 62.92
w/o userinfo 17.59−2.4 17.63−9.4 53.81−9.1

w/o interest 19.75−0.2 24.04−3.0 54.60−8.3

w/o history 11.99−6.0 21.14 −5.9 26.21−36.7

Mistrail-7b
(OM-Cot-FT)

ALL 64.38 56.25 88.12
w/o userinfo 64.61+0.3 46.19−10.1 86.60+0.5

w/o interest 65.49+0.1 50.48−5.8 86.06−2.1

w/o history 39.60−24.7 43.12−13.17 43.42−44.8

Table 4: Ablation study on different prompt components
to explore how various aspects influence the simulation
of fine-grained behavior elements.

RQ1: Which part of the prompt is the most im- 460

portant? Behavior simulation prompt includes 461
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role’s basic information, interests, and past behav-462

iors. To assess the importance of each component,463

we conduct ablation experiments by removing indi-464

vidual parts from the input prompts.Table 4 shows465

the results on the Twitter dataset, demonstrating466

how these components affect model performance.467

As highlighted in our preliminary experiments, role468

history is the most influential, especially for OM-469

CoT fine-tuned models that are trained to analyze470

historical behaviors. Removing role history leads471

to a notable performance drop. On the other hand,472

the effect of basic information and interests varies473

across different behavior elements. For example,474

excluding basic info and interests has minimal im-475

pact on predicting behavior object and type, but476

they are useful for accurately predicting behavior477

content.Notably, while OM-CoT emphasizes ob-478

servation and memory-based reasoning, it still in-479

tegrates character profile analysis within the CoT480

process, which relies on role information in the481

input prompt.482

RQ2: How does the continuous accumulation of483

memory impact behavior prediction accuracy?484

A central question for our research is how predic-485

tion accuracy is affected as an agent’s memory con-486

tinuously accumulates over time. To simulate this,487

we evaluated model performance by progressively488

increasing the number of historical records pro-489

vided as input, from the 10 most recent entries up490

to the user’s entire available history (average 74491

records).The results, illustrated in Figure 4, reveal492

a critical challenge for standard models. Contrary493

to the simple assumption that more data is always494

better, the performance of baseline methods does495

not improve monotonically. Instead, their F1 scores496

typically peak with a moderate amount of history497

(around 30 50 records) and then exhibit signifi-498

cant fluctuation and decline as more memories are499

added. This trend strongly supports our hypothesis500

that without a proper mechanism to handle informa-501

tion overload, increasing memory introduces noise502

that impairs the model’s ability to pinpoint relevant503

details, thus degrading prediction accuracy.In con-504

trast, models fine-tuned with our OM-CoT method505

demonstrate remarkable robustness. As the figure506

shows, the performance of the OM-CoT models507

remains high and stable, even as the volume of508

historical memory grows.509

RQ3:Do both the <ANA> and <MEM> special510

token work effectively? To investigate this, we511

conducted ablation experiments by selectively re-512

BO BT BC

OM-CoT-FT 64.38 56.25 88.12
only <ANA> 61.36−3.0 46.46−9.8 84.37−3.8

only <MEM> 58.88−5.5 55.58−0.7 72.25−15.9

Table 5: The ablation experiment of two special tokens
used in our OM-COT-FT method.The table presents
the results using the Mistral-7b-instruct model on the
Twitter dataset.

moving content enclosed by the special tokens 513

<ANA> (analysis) and <MEM> (memory) during the 514

reasoning process. This was done by either adjust- 515

ing the system prompt or excluding these tokens 516

during the decoding process. The results are shown 517

in Table 5.The experimental findings reveal that re- 518

moving either <ANA> or <MEM> leads to a decrease 519

in behavior simulation performance, highlighting 520

the importance of both tokens in the CoT reason- 521

ing process. However, the influence of these to- 522

kens varies across different sub-tasks. For behavior 523

type prediction, the model relies more on analyz- 524

ing available candidate options (<ANA>), whereas 525

behavior content prediction depends more on recall- 526

ing and reproducing historical behaviors (<MEM>). 527

In the case of behavior object prediction, both ob- 528

servation and memory are equally important. This 529

suggests that each sub-task requires a different bal- 530

ance between reasoning based on current observa- 531

tions and past behavior records to achieve optimal 532

performance. 533

6 Conclusion 534

In this work, we address the critical challenge 535

of performance degradation in LLM agents as 536

their memory grows. Using our new benchmark, 537

FineRob, we identify a "memory granularity mis- 538

match" as the primary cause: models fail to extract 539

key details from vast historical data. To resolve this, 540

we propose OM-CoT, a fine-tuning framework that 541

explicitly structures reasoning into "Observation" 542

and "Memory" analysis steps. Comprehensive ex- 543

periments demonstrate that OM-CoT effectively 544

mitigates the performance decline seen in base- 545

line models, maintaining high and stable prediction 546

accuracy in memory-rich scenarios. This work pro- 547

vides a path toward building more robust LLM 548

agents that can learn from continuous experience 549

without being hindered by it. 550
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Limitations551

A limitation lies in the handling of building be-552

havior object task’s options. While our method553

for constructing "None of the above" scenarios554

is designed to rigorously test contextual reason-555

ing, it relies on a heuristic that introduces a poten-556

tial limitation. We source these distractor options557

from a user’s typical "inactive periods," assuming558

any action during these times is contextually in-559

valid. However, human behavior is not always pre-560

dictable, and a user might occasionally be active561

outside their established patterns. Consequently,562

it is possible that a small fraction of these "None563

of the above" instances are mislabeled, as a real564

user could have plausibly chosen one of the pro-565

vided options. Despite this, we believe this heuris-566

tic remains a pragmatic and effective approach for567

evaluating a model’s ability to recognize contextual568

mismatches, which is a key goal of our study.569

Ethics Statement570

Current LLMs have achieved highly realistic role-571

playing abilities, sometimes indistinguishable from572

real human. This development unlocks potential573

applications in areas like companionship, enter-574

tainment, and education, where human-like agents575

could lead to significant progress. However, these576

capabilities also pose risks in social networks, such577

as the spread of propaganda, misinformation, and578

the proliferation of malicious bots.This study aims579

to enhance LLM’ ability to accurately simulate hu-580

man roles while also providing insights into iden-581

tifying behavioral patterns and thinking styles of582

such LLM-driven social bots.583
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A Appendix775

A.1 Behavior Reasoning Analysis776

To understand why LLMs struggle with continuous777

memory, we conducted a detailed analysis of the778

Chain-of-Thought (CoT) reasoning processes they779

employ during behavior simulation. Our analysis780

identified two distinct and competing reasoning781

patterns, which we term "Role Stereotype-based782

Reasoning" and "Observation and Memory-based783

Reasoning."784

Qualitative Analysis of Reasoning Patterns. As785

illustrated in Figure 5, these two patterns represent786

fundamentally different approaches to the predic-787

tion task.788

• Role Stereotype-based Reasoning: This pat-789

tern relies heavily on analyzing the static user790

profile provided in the prompt. The model de-791

duces behavior based on general personality792

traits, interests, or demographic information.793

For instance, it might reason, "This user is de-794

scribed as a tech enthusiast, so they are likely795

to comment on a post about new gadgets."796

While seemingly logical, this approach often797

fails because it ignores the specific context of798

the current situation and the nuances of the799

user’s actual past behaviors. It leads to generic800

and often inaccurate predictions, especially as801

the memory of specific past actions grows.802

• Observation and Memory-based Reason-803

ing: This superior pattern involves a more dy-804

namic, two-step process. First, the model ana-805

lyzes the fine-grained details of the currently806

observed options. Second, it actively searches807

through the provided historical memory to808

find analogous situations or relevant past be-809

haviors. For example, it might reason, "The810

user is presented with an option to comment811

on a political article. I see in their memory812

that they have consistently avoided political813

discussions in the past, despite commenting814

on other news. Therefore, they are unlikely815

to choose this option." This method, which816

connects current observations to specific his-817

torical evidence, results in more accurate and818

human-like simulations.819

Figure 5: Two typical patterns of COT reasoning for
behavior simulation. The "Role Stereotype" pattern fo-
cus on role analysis. The "Observation and Memory"
pattern predicts future behavior by considering the rela-
tionship between the character’s history and observed
options.

Quantitative Evidence for the Memory Granu- 820

larity Mismatch. To quantitatively validate these 821

qualitative observations, we analyzed the correla- 822

tion between the reasoning text and different parts 823

of the input prompt. Specifically, we measured 824

the semantic similarity between the generated CoT 825

and three components: the user’s role profile, the 826

observed options, and the historical memory. 827

The results, shown in Figure 6, provide strong 828

evidence for our "memory granularity mismatch" 829

hypothesis. We found that a higher similarity be- 830

tween the CoT and the observed options or histor- 831

ical memory is positively correlated with higher 832

prediction accuracy (F1-score). This indicates that 833

when the model successfully focuses on and rea- 834

sons about the specific details of the current context 835

and relevant past events, its performance improves. 836

Conversely, a high similarity to the role profile 837

does not guarantee better performance. This con- 838

firms that simply reiterating general stereotypes 839

from the user description is an ineffective strategy. 840

The core challenge, therefore, is the model’s in- 841

ability to consistently access and leverage the fine- 842

grained details within a large and growing mem- 843

ory store. This difficulty is precisely what leads 844

to the performance degradation observed in our 845

experiments and what the OM-CoT framework is 846

designed to overcome. 847
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Figure 6: Analysis of simulation accuracy changes
across different similarity levels between reasoning and
various parts of the prompt. The results are generated
using ChatGPT-3.5-turbo-0125 on the Twitter test set,
with the average F1-score calculated across three behav-
ior element tasks.

A.2 Experiment Settings848

Models We evaluate a total of nine large lan-849

guage models on FineRob. This includes three com-850

mercial LLMs, ChatGPT-3.5-turbo-0125/GPT-4o-851

mini/GPT-4o6,as well as six open-source LLMs::852

Mistral-7b-Instruct (Jiang et al., 2023),Llama3-853

8b-Instruct (Dubey et al., 2024), Solar-10.7b-854

Instruct (Kim et al., 2023), Yi-1.5-34B-Chat855

(Young et al., 2024), Baichuan2-13B-Chat (Yang856

et al., 2023),and Qwen2-72B-instruct (Yang et al.,857

2024). The last two models is specialize for Chi-858

nese context.859

Baselines We conduct extended experiments on860

the Mistral-7b-Instruct and Solar-10.7b-Instruct861

6https://platform.openai.com/docs/models

models using four baseline methods: including us- 862

ing all memories, using only recent memory (the 863

last 30 records), and retrieval-based approaches us- 864

ing BM25 and the BGE embedding model to find 865

similar memories. The standard CoT fine-tuning 866

method uses un-reorganized CoT data without spe- 867

cial tokens. By comparing these approaches, we 868

aim to evaluate how different training and prompt- 869

ing methods affect LLM behavior simulation per- 870

formance. 871

Prompts The prompts were similarly structured 872

across all baseline methods and consisted of four 873

main parts: (1) a task description instructing the 874

model to predict three behavior elements while role- 875

playing a specific character, (2) the role’s profile, 876

which included username, self-description, and ar- 877

eas of interest, (3) behavior history, detailing the 878

target, type, content, and timing of past behaviors, 879

and (4) method-specific instructions and output for- 880

mat requirements. For example, in OM-CoT, the 881

model was instructed to use the <ANA> and <MEM> 882

tokens for analysis based on observation and mem- 883

ory. 884

Implementation Details We utilize LoRA (Hu 885

et al., 2022) for efficient parameter fine-tuning, set- 886

ting α to 1.0 and β to 0.025. All training are con- 887

ducted with fp16 mixed-precision on 4 × A100 888

GPUs over 10 epochs with LLama-factory7(Zheng 889

et al., 2024). For inference, we use vLLM8 to ac- 890

celerate the process, employing sampling decoding 891

with a temperature of 0.1.The F1 score serves as the 892

evaluation metric across all experiments. To miti- 893

gate the impact of randomness inherent in LLMs, 894

we run three trials and compute the mean and stan- 895

dard deviation, ensuring more reliable results. 896

A.3 Examples 897

This section provides concrete examples of our 898

dataset, training data, and model outputs to com- 899

plement the descriptions in the main paper. These 900

cases illustrate the structure of our data and the tan- 901

gible output of the OM-CoT method.Table 6 lists 902

the primary behavior types collected from each so- 903

cial media platform. These actions form the ground 904

truth for the "behavior type" prediction sub-task. 905

The set of possible actions is finite and platform- 906

dependent, providing a clear classification chal- 907

lenge for the models. 908

7https://github.com/hiyouga/LLaMA-Factory
8https://github.com/vllm-project/vllm
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Name Description Need Target? Need Content?

Reddit
comment comment to post or other comment on reddit ✓ ✓

post create a new post on subreddit × ✓
Twitter

replied to replied to other tweets or comments ✓ ✓
post create a new tweet × ✓
like approval or support for a tweet without sharing. ✓ ×

quoted Adds your comment to someone else’s shared tweet. ✓ ✓
retweet shares someone else’s tweet with your followers unchanged. ✓ ×

Zhihu
new question Ask a question to seek answers ✓ ×

answer Answer a question to share knowledge ✓ ✓
opinion Post a thought to share opinions × ✓

post article Post a new article × ✓
update question Update a question ✓ ✓

agree answer Agreed with an answer by upvoting to show support or approval. ✓ ×
follow question Follow a question to receive updates or answers about it. ✓ ×

agree article Agreed with an article by upvoting to show support or approval. ✓ ×
bookmark article Saved an article to bookmark it for later reference or reading ✓ ×
bookmark answer Saved an answer to bookmark it for later reference or reading ✓ ×
approve answer Approve an answer by endorsing its accuracy or helpfulness ✓ ×

Table 6: Valid behavior types on three platforms

The foundation of our work is the collection of909

authentic, long-term user behavior histories. Ta-910

ble 7 presents a snippet of a real user’s timeline911

from Twitter. This raw data is chronological and912

contains a mix of actions (e.g., Post, Like, Retweet)913

and content (text, hashtags, links). It is this rich,914

and often noisy, historical context that the model915

must learn to navigate. The challenge lies in identi-916

fying the meaningful patterns within this stream of917

interactions.918

The final result of our method is a model that919

can autonomously apply this structured reasoning920

to new, unseen scenarios. Table 9 displays the921

output of our fine-tuned Mistral-7B model on a922

case from the Reddit test set. The model, with-923

out any oracle guidance, first analyzes the current924

options regarding financial services (<ANA>). It925

then correctly identifies and recalls specific, rel-926

evant memories from the user’s history, such as927

past complaints about high ATM fees and account928

limitations (<MEM>). By connecting the specific929

memory of "high fees" to the current option about930

"inability to withdraw money," the model makes a931

logical and accurate prediction. This demonstrates932

that OM-CoT successfully instills a more robust933

and transparent reasoning process, mitigating the934

issue of memory granularity mismatch.935
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A behavior content QA record of Twitter

Role Info:

• Username: celebrities

• Description: Welcome to your 15 seconds of fame! Just a bit of fun :)

Interests:

• Swachhsurvekshan

• Ogwugfood

• Foodapp

• Survey

• EcoVizag

• Fooddelivery

To teach the model how to effectively use this history, we convert raw data into structured training
instances. Table 8 shows an example of this process. An oracle model (GPT-4o) generates a

high-quality reasoning path, which is then reorganized using our special tokens. The <ANA> block
forces the model to first analyze the current options in isolation. Subsequently, the <MEM> block
compels it to explicitly recall and state the most relevant fine-grained details from the user’s past

behavior. In this case, it’s not just that the user likes "mentoring," but that they have a specific
affinity for "@dianakimball’s mentoring movement." This structured format directly trains the

model to bridge the gap between a general observation and specific, decisive memories.

Behavior History:

• Post:
Action Time: 2020-08-06 13:13:54
Content: Election 2020 #PresidentialDebates #PresidentTrump #Biden #USA
Link: https://t.co/2SqNnemss9

• Like:
Action Time: 2020-08-07 13:57:05
Object: The Turning Point in @Cmdr_Hadfield’s Life! Never give up and reach for the skies!
#Space #Canada @csa_asc @esa @NASA
Link: https://t.co/miadGaw46M

• Like:
Action Time: 2020-08-14 09:59:57
Object: He is without question a leader who pushes risky ideas forward. Via:@jongertner
Link: https://t.co/ilyXah4F8n

• Retweet:
Action Time: 2020-08-14 10:02:52
Object: RT @savanteum: He is without question a leader who pushes risky ideas forward.

• Post:
Action Time: 2020-09-16 11:24:00
Content: Oh Trump...
Link: https://t.co/uYdrgSORfn

• Post:
Action Time: 2020-11-16 22:51:14
Content: https://t.co/NbusQ7o6DT

• Post:
Action Time: 2020-11-20 21:00:28
Content: :)

Table 7: An example of FineRob data record
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An example of GPT-4o augmented and reorganized data on Twitter

The user "mentoring" has shown a strong interest in mentoring-related content, particularly tweets
that reference the mentoring movement led by @dianakimball. The user’s behavior history
indicates a pattern of liking and retweeting posts that express inspiration from the mentoring
movement or that directly engage with it.

<ANA>

• Option (A) discusses thanking those who helped in a personal journey, which may resonate
with the user’s interest in mentorship but does not explicitly mention mentoring or the
movement.

• Option (B) is a generic thank you for following, which is unlikely to engage the user as it
lacks relevance to their interests.

• Option (C) explicitly mentions joining a movement and includes hashtags related to mentoring,
making it highly relevant to the user’s interests.

• Option (D) also mentions joining a movement but lacks the specificity of the mentoring
context that option (C) provides.

Given the user’s history of interactions, options (C) and (D) are the most relevant, but (C) stands
out due to its explicit mention of inspiration and the mentoring movement.

</ANA>

<MEM>

The user’s history includes multiple interactions with tweets that reference @dianakimball’s
mentoring movement. For example:

• The user liked and retweeted tweets that express inspiration from @dianakimball’s movement,
indicating a strong alignment with content that promotes mentorship.

• The user has engaged with tweets that directly mention the mentoring movement, such as "so
inspired by @dianakimball’s @mentoring movement" and "Want me to mentor you? I’m
joining @dianakimball’s @mentoring movement."

These interactions suggest that the user is actively looking for content that aligns with their interests
in mentoring and is likely to engage with tweets that reflect similar themes.

</MEM>

Therefore, the answer is (C): "Inspired by, I’m now joining the movement. #Mentoring
#ETD."

Table 8: An example of Reorganize Training data
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Reasoning Case created by OM-COT-Finetuned Mistral-7b-Instruct on Reddit dataset

<ANA>

The options presented reflect varying perspectives on the accessibility and limitations of financial
services, particularly regarding ATM withdrawals and online transactions. Option (C) specifically
mentions the inability to withdraw money using a debit card, which aligns with the user’s concern
about the limitations of their financial account. Option (D) discusses the limitations set by financial
institutions regarding ATM withdrawals and daily debt purchases, which is relevant to the user’s
inquiry about their financial situation.
</ANA>

<MEM>

- The user commented on the high fees associated with withdrawing money from an ATM, indicating
a concern about the costs of accessing their funds.
- The user also expressed frustration over the limitations of their financial account, particularly
regarding the inability to withdraw money without incurring fees.
- The user has engaged in discussions about the challenges of managing finances in Australia,
which may relate to the limitations mentioned in option (D) regarding financial institution policies.

</MEM>

Therefore, the answer is (C).

Table 9: A reasoning case of OM-COT output.
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