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Abstract

History encompasses the profound heritage001
of human civilization, wherein historical fig-002
ures, as architects of cultural legacies, pos-003
sess event-specific knowledge and ideological004
frameworks that facilitate historical reconstruc-005
tion. Recent years have witnessed remark-006
able advancements in large language models007
(LLMs), which have demonstrated exceptional008
learning capabilities across diverse domains.009
However, current LLMs still exhibit limitations010
in historical figure role-play applications, the011
model with the substantial parameter count012
presents deployment challenges in local envi-013
ronments, while its parameter-efficient coun-014
terpart typically underperforms in role-specific015
factual knowledge representation. To address016
these limitations, we propose HistActor, a role-017
play framework incorporating data generation,018
model training, and performance optimization019
mechanisms. Furthermore, we introduce Role-020
FactPsyBench, a multidimensional evaluation021
benchmark that simultaneously assesses fac-022
tual accuracy and psychological verisimilitude023
in role-play scenarios, with replicability across024
diverse historical figures. Taking the Su Shi per-025
sona simulation model as a case study, Our His-026
tActor framework achieves performance com-027
parable to large-scale models while maintain-028
ing parameter efficiency in small-scale architec-029
tures, thereby providing an effective solution030
for historical character simulation tasks.031

1 Introduction032

In recent years, large language models (LLMs)033

represented by ChatGPT(OpenAI, 2022, 2023;034

Achiam et al., 2023) have witnessed expanding035

applications across diverse domains, demonstrat-036

ing exceptional performance not only in traditional037

natural language processing tasks (e.g., language038

generation(Xu et al., 2023), translation(Liang et al.,039

2024; Anwar et al., 2023), and dialogue sys-040

tems(Lopo et al., 2024)). Particularly noteworthy is041

their sophisticated interactive capability(Basavatia042

Figure 1: The model trained with our proposed frame-
work demonstrates the capability to emulate Su Shi, ex-
hibiting not only accurate responses to questions within
its knowledge domain but also the ability to abstain
from answering queries beyond its comprehension.

et al., 2023; Wang et al., 2023b) in role-play sce- 043

narios, where these models can simulate diverse 044

personalities and respond in character-specific dis- 045

course styles. The implementation of LLMs to dig- 046

itally resurrect historical culture(Şaziye Betül Öza- 047

teş et al., 2025; Avram et al., 2024) holds profound 048

implications for perpetuating historical memory 049

preservation while potentially driving transforma- 050

tive breakthroughs in cultural studies, pedagogical 051

innovation, and digital humanities. By construct- 052

ing digital twins that encapsulate historical figures’ 053

cognitive patterns, linguistic idiosyncrasies, and 054

value systems, we may facilitate cross-temporal 055

knowledge dialogues. This technological advance- 056

ment promises to establish a novel paradigm for 057

intellectual heritage preservation and interdisci- 058

plinary scholarly engagement. 059

Although researchers can currently guide mod- 060

els through prompts to assume specific roles in di- 061

alogues(Google, 2023; Baichuan Intelligent Tech- 062

nology, 2024), several challenges persist. These 063

issues include: (1) In open-ended conversational 064

contexts, role-play proves vulnerable to user input 065

interference, as models struggle to maintain a bal- 066

ance between preset personality traits and dialogue 067

objectives, ultimately degenerating into generic re- 068

sponse patterns. (2) Knowledge acquired during 069
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the pre-training phase that lies beyond the target070

role’s scope creates interference, compromising071

the authenticity of role portrayal. (3) The diversity072

of role-specific challenges complicates the estab-073

lishment of standardized benchmarks for system-074

atically evaluating role-play performance across075

different character types. (4) The substantial pa-076

rameter count of high-performing models presents077

significant challenges for local deployment, while078

the training costs associated with large-parameter079

models remain prohibitively high.080

To alleviate these issues, we propose HistAc-081

tor, a role-play framework that can be run on lo-082

cal devices, featuring a three-phase collaborative083

architecture comprising data generation, model op-084

timization, and model inference. This framework085

is designed to achieve high-fidelity restoration of086

historical personas and dynamic interaction capa-087

bilities. Additionally, we introduce RoleFactPsy-088

Bench, a novel benchmark for systematically eval-089

uating the role portrayal fidelity of models in his-090

torical character simulations.091

Our contributions can be summarized as follows:092

• We propose HistActor, a role-play model093

construction framework. LLMs developed094

through this framework can authentically por-095

tray corresponding historical figures, demon-096

strating the capability to respond to user097

queries using the rhetorical style and linguis-098

tic patterns characteristic of the represented099

historical persona.100

• We introduce RoleFactPsyBench, a special-101

ized benchmark for the role-play domain that102

effectively addresses the challenge of stan-103

dardized evaluation in this field by enabling104

rapid and unified assessment of diverse role-105

play agents. This benchmark resolves the per-106

sistent dilemma of obtaining consistent evalua-107

tion criteria while providing an efficient frame-108

work for cross-role performance comparisons.109

• Through rigorous experimental validation, our110

findings demonstrate that HistActor exhibits111

superior performance on the RoleFactPsy-112

Bench benchmark, achieving exceptional ca-113

pabilities in both role simulation and psycho-114

logical characterization of personas.115

• We propose an inference pipeline that enables116

role-play models to abstain from respond-117

ing to knowledge beyond their designated118

expertise. Experimental results demonstrate 119

that smaller-scale models augmented with our 120

pipeline achieve superior response rejection 121

capabilities compared to larger-scale coun- 122

terparts without such architectural enhance- 123

ments. 124

2 Related Work 125

Large Language Models. The landscape of LLMs 126

has advanced rapidly(Almazrouei et al., 2023; Bi- 127

derman et al., 2023; Wang et al., 2023a), expand- 128

ing application domains(Verma, 2024; Agostinelli 129

et al., 2024; Bi et al., 2024; Yang et al., 2024). 130

Notably, the introduction of Retrieval-Augmented 131

Generation (RAG) mechanisms enables pre-trained 132

models to achieve rapid knowledge updates 133

through external databases without modifying pa- 134

rameter configurations(Lewis et al., 2020; Gao 135

et al., 2023; Cheng et al., 2024). Meanwhile, the 136

integration of reinforcement learning techniques, 137

particularly reinforcement learning from human 138

feedback (RLHF), has enhanced the alignment of 139

model outputs with human preferences(Christiano 140

et al., 2017; Basavatia et al., 2023; Yu et al., 2024a). 141

In contrast to these existing approaches, this pa- 142

per proposes a novel large-scale model role-play 143

framework and introduces an AI-driven preference 144

optimization approach to circumvent the high costs 145

and inefficiencies associated with human annota- 146

tion in traditional RLHF. Furthermore, we develop 147

a reasoning pipeline designed to mitigate the risk 148

of hallucinations typically introduced by RAG im- 149

plementations. 150

Role-Play Language Models. The dialogue 151

capabilities of LLMs have demonstrated remark- 152

able potential in the realm of role-play applications. 153

ChatHaruhi(Li et al., 2023) proposes a methodol- 154

ogy that integrates character-specific dialogue cor- 155

pora and employs dialogue retrieval mechanisms 156

during user interactions to enhance the model’s abil- 157

ity to simulate target personas. RoleLLM(Wang 158

et al., 2023c) adopts a systematic approach by con- 159

structing character profiles from publicly available 160

scripts, utilizing GPT-4 to generate comprehen- 161

sive character descriptions and characteristic catch- 162

phrases, and subsequently guiding GPT in produc- 163

ing task-specific instructional data for fine-tuning 164

open-source models. Neeko(Yu et al., 2024b) im- 165

plements an alternative strategy through fine-tuning 166

models on publicly accessible character datasets, 167

designing multiple LoRA (Low-Rank Adaptation) 168
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Figure 2: The comparative analysis between existing role-play modeling approaches and our proposed method.

adapters to preserve parameter configurations for169

diverse role portrayals while incorporating a gat-170

ing network for dynamic role selection. Different171

from previous work, our proposed framework not172

only incorporates instruction tuning but also in-173

tegrates RAG to enhance the model’s knowledge174

capabilities. It emphasizes the implementation of175

specialized architectural design to achieve the in-176

stantiation of a single agent role, thereby mitigat-177

ing hallucination phenomena commonly associated178

with multi-agent scenario interactions.179

3 Method180

In this section, we introduce the methodologies em-181

ployed in the development of HistActor and Role-182

FactPsyBench. Initially, we delineate the approach183

for constructing the dataset (§3.1). Subsequently,184

we elucidate the methodology adopted for estab-185

lishing penalty coefficients to avert the generation186

of shielded words by the model (§3.2). Following187

this, we describe the process of formulating Rein-188

forcement Learning-Aided Instruction Fine-tuning189

(RLAIF) to optimize model outputs (§3.3). Addi-190

tionally, we introduce RoleFactPsyBench, our pro-191

posed benchmark for evaluating role-play efficacy192

(§3.4). Finally, we detail the role-play inference193

pipeline that was constructed (§3.5).194

3.1 Dataset construction195

Scenario dataset Considering the diverse appli-196

cation scenarios of role-play models, generating197

contextually appropriate responses necessitates the198

development of corresponding situational frame-199

works:200

1. Contemporary dialogic contexts. Modern201

across diverse domains individuals’ interac-202

tive communication with role-play agents.203

2. Scenario of querying character personal204

information. Simulate scenarios in which205

professionals from diverse occupational sec- 206

tors inquire about personal information from 207

the character. 208

3. Works and figure discuss. Interactions with 209

character in diverse works and figure contexts. 210

Scenario-based dialogue dataset. This frame- 211

work requires role-play models to generate persona- 212

consistent responses by first determining whether 213

queries align with the character’s knowledge do- 214

main. If aligned, responses reflect the character’s 215

tone and perspective; queries falling outside this 216

scope are declined in a persona-consistent manner. 217

Formally, given a question q, we require that the 218

model be capable of producing an answer a such 219

that: 220

a =

{
argmaxa− P (a−|R, q,Θ), if q ∈ Q−

argmaxa+ P (a+|R, q,Θ), if q ∈ Q+

(1) 221

where a− denotes the model’s refusal to answer 222

the question, a+ represents the model’s agreement 223

to answer the question, R signifies the directive 224

instructing the model to assume a role, Θ stands 225

for the model parameters, Q− indicates the ques- 226

tions outside the role’s domain of expertise, and Q+ 227

denotes the questions within the role’s knowledge 228

scope. 229

Literary works. Literary works often most 230

vividly manifest the spiritual essence and ideolog- 231

ical perspectives of their creators. For historical 232

figures who remain subjects of contemporary aca- 233

demic discourse, the preservation and accessibility 234

of their archival writings prove particularly crucial. 235

The systematic collection and dialogic structuring 236

of such textual data could significantly enhance the 237

authenticity of computational models in emulating 238

corresponding historical personages, thereby facili- 239

tating more nuanced intellectual engagements. 240
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3.2 Penalty Coefficient241

It would be anachronistic to suggest that individ-242

uals from ancient China could comprehend the243

English language, just as it would be historically244

inconsistent to posit that medieval Europeans pos-245

sessed the technical knowledge required to operate246

steam locomotives. As a historical character, the247

model should only be aware of a limited set of248

vocabulary rather than the entire lexicon accom-249

modated by its pre-trained tokenizer. However,250

given the significant evolution of ancient languages251

to modern forms and the need to ensure optimal252

user accessibility, we propose retaining the model’s253

capacity to process all contemporary linguistic in-254

puts while constraining its output generation to255

responses composed in the historical character’s256

native language. To achieve this objective, we in-257

troduce a linguistic penalty coefficient that modifies258

the masking mechanism (augment the loss penalty259

term for non-reserved tokens in the model’s output)260

during training, thereby optimizing the loss value261

through selective token suppression aligned with262

temporal authenticity constraints. The algorithm263

procedure is in Algorithm 1.264

To fine-tune the model, we design an objective265

loss function L for the model to generate outputs266

while assuming a specific role. Let N denote the267

number of samples in a batch, and X represent the268

token sequence [x1, x2, x3, ..., xT ], and we define269

maskbatch denotes the masking tensor that identi-270

fies token positions participating in loss computa-271

tion, where value 1 indicates active loss calculation272

for the corresponding token, while value 0 excludes273

it from gradient propagation. The target loss func-274

tion L is defined as follows:275

Lbatch(θ,maskbatch) = −
1

N

N∑
i=1

T∑
t=1

(ai,t·

logPθ(x
(i)
t | x

(i)
1 , . . . , x

(i)
t−1))

(2)276

where the element ai,t denotes the entry in the i-th277

row and t-th column of maskbatch, θ stands for278

the model parameters, T denotes that the sequence279

length, logPθ(x
(i)
t | x

(i)
1 , . . . , x

(i)
t−1) represents the280

probability distribution over the next token pre-281

dicted by the model.282

By replacing the original maskbatch in Equa-283

tion 2 with the penalty_mask obtained from284

Algorithm 1, the resulting new loss function285

Lbatch(θ, penalty_mask) becomes the one we em-286

ploy as the loss function for subsequent training287

phases.288

Algorithm 1 Calculation Methodology For Penalty
Coefficient Determination

1: Require: Define Batch_Loss_Mask as the
batch loss mask employed during the original
model’s fine-tuning process, batch_logits as
the model’s batched logits output by the Soft-
max, Vinput as the model input, vocab_size
as the model’s vocabulary size, Vreserve as the
vocabulary needs to be the reserve, Vreserve as
the complement of Vreserve, V as the vocabu-
lary, batch as the train batch number.

2: Ensure: Penalty coefficient mask
Penalty_Mask

3: batch_penalty ←
ones_like(Batch_Loss_Mask)

4: for each b = 1 to batch do
5: logits, penalty ←

batch_logits_b, batch_penalty_b
6: n← length(logits)
7: for each i = 1 to n do
8: Vi ← V [argmax(logitsi)])
9: if Vi in Vreserve or Vi in Vinput then

10: penaltyi ← 1
11: else
12: penaltyi ← e

∑
j∈Vreserve

logitsij

13: end if
14: end for
15: end for
16: Penalty_Mask ← batch_penalty ⊙

Batch_Loss_Mask
17: return Penalty_Mask

3.3 RLAIF 289

Supervised fine-tuning enables models to acquire 290

role-specific knowledge through targeted datasets, 291

allowing them to address user queries by integrat- 292

ing domain-specific persona information. While 293

this process enhances factual recall capabilities, 294

achieving authentic role-play further necessitates 295

stylistic alignment with the designated character’s 296

linguistic patterns to ensure coherent persona em- 297

bodiment. To address this requirement, we adopted 298

the three evaluation metrics (Character consis- 299

tency, Entertainment value, Language fluency) 300

for role characterization originally proposed in the 301

PingPong framework(Gusev, 2024). 302

To evaluate the three target metrics, we con- 303

ducted a systematic scoring procedure involving 304

the following steps: (1) random sampling of 500 305

data entries from the original dataset; (2) imple- 306
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mentation of an automated scoring system using307

OpenAI’s GPT-4 API (gpt-4o-0613); and (3) appli-308

cation of a standardized three-point ordinal scale309

(-1, 0, +1) based on predefined evaluation criteria.310

The reward (R) can be represented by the following311

equation:312

R = [(C + δ1) + (E + δ2) + (L+ δ3)]/3 (3)313

Where C denotes the Character Consistency,314

E represents the Entertainment value, L cor-315

responds the Language fluency, δ1, δ2, δ3
i.i.d.∼316

U(−0.01, 0.01) are independent and identically317

distributed random variables.318

Based on the aforementioned rating data, with319

the aim of cost minimization, we trained a rating320

model using the base model and subsequently em-321

ployed this rating model to perform RLAIF (Rein-322

forcement Learning from AI Feedback) preference323

scoring on the original role-play model.324

3.4 RoleFactPsyBench325

To evaluate the role-play capabilities of LLMs, we326

propose RoleFactPsyBench, a benchmark encom-327

passing inherent knowledge verification and psy-328

chological activity assessment for role-specific sce-329

narios. This framework is designed to systemati-330

cally examine models’ understanding of character-331

specific facts and their ability to infer appropri-332

ate mental states. Considering the diverse nature333

of role-play applications, RoleFactPsyBench of-334

fers adaptable evaluation protocols that can be effi-335

ciently extended to assess performance across vari-336

ous character archetypes.337

In RoleFactPsyBench, two complementary338

methodologies are employed to evaluate character-339

related knowledge representation and personality340

attribution. For inherent knowledge evaluation, we341

leverage structured Wikipedia character descrip-342

tions by integrating them into GPT-4 prompts de-343

signed to systematically generate three distinct344

question formats: multiple-choice questions requir-345

ing correct answer identification, negative multiple-346

choice items testing resistance to misleading dis-347

tractors, and short-answer questions assessing pre-348

cise knowledge generation capabilities. Concur-349

rently, personality assessment adopts the validated350

16Personalities1 utilizing crowd-sourced MBTI ty-351

pology data from Personality Database (PDB)2, a352

platform utilizing consensus-based methodologies353

1https://www.16personalities.com/
2https://www.personality-database.com/

to classify personality types of public figures and 354

fictional characters through crowdsourced user as- 355

sessments, facilitating data-driven personality trait 356

analyses grounded in established psychological 357

frameworks. 358

3.5 Inference Pipeline 359

Conventional model performance optimization em- 360

ploys supervised fine-tuned models or utilizes 361

knowledge bases to guide model outputs. However, 362

models relying solely on supervised fine-tuning 363

may struggle to address unseen questions, while 364

exclusive dependence on knowledge bases could 365

compromise the model’s ability to maintain appro- 366

priate stylistic conventions in responses. To address 367

these limitations, we first perform supervised fine- 368

tuning of the model, then construct a knowledge 369

base incorporating training data, relevant historical 370

figures’ Wikipedia entries, and associated works 371

for subsequent knowledge injection during ques- 372

tion answering. 373

To mitigate potential interference from knowl- 374

edge base utilization (e.g., hallucination induction), 375

we design a reasoning pipeline for the QA pro- 376

cess. Through the design of a multi-layer gating 377

mechanism, we enable the model to autonomously 378

determine the domain classification of user queries 379

and self-evaluate the necessity of RAG invocation. 380

This approach aims to minimize excessive reliance 381

on RAG and mitigate output hallucinations caused 382

by extraneous knowledge introduced through re- 383

trieval processes. To reduce temporal overhead, 384

we implement token-level gating decisions during 385

each output generation step, where a single token 386

serves as the control parameter for pathway selec- 387

tion. Specifically, our implementation is shown 388

that figure 3. 389

4 Experiment 390

In this section, we will elaborate on the complete 391

workflow of our experiments. Firstly, we present 392

the experimental setup and detailed description of 393

baseline models (§4.1). Subsequently, we intro- 394

duce the employed prompt design (§4.2). Finally, 395

we present the problem set generated using Role- 396

FactPsyBench (§4.3). 397

4.1 Implementation Details 398

Character. To validate the performance of our 399

framework, we employed Su Shi, a renowned liter- 400

atus of the Northern Song Dynasty, as the modeling 401
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Figure 3: The pipeline we proposed to use RAG. The fine-tuned model, orchestrated through distinct prompts,
sequentially evaluates four critical aspects: whether user-submitted queries should be evaded by the model,
whether knowledge base augmentation is required, ,the relevance of retrieved documents from the knowledge
base to the original inquiry, answer the question as the character

subject. As an eminent polymath excelling in liter-402

ature, calligraphy, and statesmanship, Su Shi’s liter-403

ary works exhibit an unrestrained and free-spirited404

style imbued with profound philosophical insights,405

making them particularly suitable for evaluating406

complex language generation capabilities and role407

authenticity assessment in our test case.408

Knowledge database. In constructing a domain-409

specific knowledge base dedicated to Su Shi, we se-410

lected authoritative primary sources including The411

The Gay Genius (Lin, 1948) and Dongpo Quanji412

(Shi, 1986) as core textual corpora. This compre-413

hensive compilation systematically incorporates his414

complete literary output encompassing over 5,000415

poetic, prose, and epistolary works, thereby estab-416

lishing a foundational framework that faithfully rep-417

resents the intellectual scope and literary achieve-418

ments of this preeminent Song dynasty polymath.419

Experiment parameter. During the model fine-420

tuning process, we employed the Low-Rank Adap-421

tation (LoRA) method on the GLM4-9B-chat(GLM422

et al., 2024) architecture, utilizing four NVIDIA423

GeForce RTX 3090 GPUs for continuous training424

over a seven-day period. The complete experimen-425

tal configuration and hyperparameter specifications426

are documented in Table 3 (Appendix A).427

4.2 Prompts428

Our methodology guarantees the generation of con-429

textually appropriate and high-quality data through430

Figure 4: The statistics for our scenario-based dataset
and QA-dialogue pairs demonstrate that HistActor
generated over 4,000 scenarios and more than 45,000
QA pairs in total.

the GPT-4 API (gpt-4O-2024-08-06). The detailed 431

prompt is shown in table 4 (Appendix A) and the 432

statistics of the dataset are in Figure 4. 433

The prompt designed for querying the charac- 434

ter’s inherent knowledge is illustrated in Figure 7 435

(Appendix A). 436

4.3 Character Inherent Knowledge 437

We employed RoleFactPsyBench to construct 95 438

questions assessing factual knowledge about Su 439

Shi, comprising 27 multiple-choice (MC) ques- 440

tions, 24 negative multiple-choice (NMC) ques- 441
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Figure 5: The models were compared based on the
rounds needed to generate English outputs in multi-
turn English dialogues, where blue and orange indicate
implementations excluding and including the penalty
coefficient, respectively.

tions, and 44 short-answer (SA) questions. Decep-442

tive items were randomly embedded within both443

the MC and SA sections, requiring the model to444

explicitly respond that "Su Shi cannot answer this445

question" when encountering such queries. These446

questions were constructed using the GPT-4, based447

on content extracted from the Wikipedia article448

detailing Su Shi.449

5 Results450

5.1 A Multi-Model Performance Comparison451

We selected renowned LLMs with publicly acces-452

sible APIs for our evaluation. This includes two453

versions of our model — one that underwent rein-454

forcement training and one that did not — along-455

side other prominent models: the Tongyi(Alibaba456

Cloud, 2023) large language model, the Zero457

One(01.AI, 2023) World large language model, the458

Kimi(Moonshot AI, 2023) large language model,459

the Hunyuan(Tencent, 2023) large language model,460

and the DouBao(ByteDance, 2023) large language461

model. Throughout the comparison, we utilized462

identical prompts and questions for all models to463

ensure a standardized assessment process.464

Inherent Knowledge. In table 1, We compared465

the performance of multiple models and observed466

that Our method enhances the foundational model467

by achieving 11.11% accuracy improvement on468

multiple-choice questions, 12.50% increase on469

negative multiple-choice questions, 18.19% per-470

formance gain on short-answer questions, and a471

13.68% enhancement across all questions. Addi-472

tionally, the proposed approach demonstrates su-473

perior robustness by enabling the model to cir-474

cumvent 50% of deceptive adversarial questions.475

Figure 6: Comparative Analysis of Model Output In-
stances. The left is the model with penalty coefficients,
the right is the model without penalty coefficients

However, due to its limited parameter size, our 476

model exhibits inferior performance on multiple- 477

choice questions when compared to larger-scale 478

models. Notably, it demonstrates higher efficiency 479

in handling short-answer questions relative to these 480

larger models, suggesting that our model possesses 481

a greater character knowledge capacity despite be- 482

ing constrained by parameter scale in the learn- 483

ing speed for new knowledge. Furthermore, our 484

framework demonstrates enhanced capability in 485

detecting deceptive queries compared to larger pa- 486

rameter models, which significantly improves the 487

controlled forgetting capability during role-play in- 488

teractions and enables better alignment with the 489

character-specific knowledge representation. 490

Personalities assessment. In table 2, we em- 491

ployed multiple LLMs to simulate Su Shi and con- 492

duct MBTI assessments. While the Personality 493

Database (PDB) classifies this Northern Song poly- 494

math as ENTP (E:95%, N:96%, T:61%, P:93%), 495

only our RLAIF-optimized model successfully 496

replicated the ENTP classification when apply- 497

ing identical prompts across multiple LLMs. This 498

demonstrates our framework’s superior capability 499

in reconstructing historical figures’ psychological 500

profiles. 501

5.2 Penalty Coefficient Effectiveness 502

Incorporating a penalty coefficient during the 503

training process can effectively mitigate the 504

model’s tendency to generate non-reserved lex- 505

ical items. We compared models trained with 506

and without penalty coefficients by evaluating their 507

propensity to generate English responses over mul- 508

tiple interaction rounds when prompted with user 509

queries in English, despite explicit suppression of 510

English outputs in the system prompts. Both mod- 511

els underwent 100 standardized test trials employ- 512

ing identical query statements. The model incorpo- 513

rating our designed penalty coefficient during the 514
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Model Name MC NMC SA Total
DouBao 96.30%(50%) 95.83% 79.55%(16.67%) 88.42%(25%)
Hunyuan 88.89%(0%) 91.67% 79.55%(0%) 85.26%(0%)

Kimi 92.60%(0%) 83.33% 81.82%(33.33%) 85.26%(25%)
ZeroOne 92.60%(0%) 87.50% 75.00%(0%) 83.16%(0%)
Tongyi 92.60%(0%) 87.50% 70.45%(0%) 81.05%(0%)

GLM-4-9B-chat (base model) 77.78%(0%) 79.17% 63.63%(0%) 72.63%(0%)
Our Model 85.19%(50%) 91.67% 79.55%(50%) 84.21%(50%)

Our Model with RLAIF 88.89%(50%) 91.67% 81.82%(50%) 86.31%(50%)

Table 1: The comparative analysis of multiple models’ performance on factual knowledge assessment regarding Su
Shi, with parentheses denoting deceptive questions within respective question categories (i.e., these items require
appropriate indication that Su Shi cannot answer them during response generation).

Model Name MBTI
DouBao ENFJ
Hunyuan ENFP

Kimi ENFJ
ZeroOne ENFP
Tongyi ENFJ

GLM-4-9B-chat (base model) ENFJ
Our Model ENFP

Our Model with RLAIF ENTP
Personality-Database (PDB) ENTP

Table 2: Multi-model simulation-based MBTI assess-
ment results of Su Shi (1037-1101 CE), only our model
with rlaif are exclusively consistent with the MBTI as-
sessments in the PDB.

training process demonstrates a significant delay515

in producing reserved tokens across dialogue turns516

compared to its penalty-free counterpart. This in-517

dicates that models employing penalty coefficients518

during training optimization can effectively reduce519

outputs containing non-retained tokens and miti-520

gate the model’s memorization of these correspond-521

ing non-retained tokens, thereby enhancing the fi-522

delity of role-playing simulations. THE compara-523

tive results are illustrated as shown in Figure 5 and524

an example is shown in Figure 6.525

6 Conclusion526

In this paper, we introduce the HistActor frame-527

work, incorporating data generation and model528

optimization designed for the role-play domain.529

To address the challenging assessment of role-530

play effectiveness, we propose RoleFactPsyBench,531

which evaluates the model’s role-play capabilities532

in terms of inherent knowledge and personality533

assessment. Our proposed data generation method- 534

ology facilitates the rapid and extensive provision 535

of both positive and negative interaction scenarios. 536

Additionally, through AI preference optimization, 537

our approach enhances the model’s adherence to 538

the original character traits during role-play. No- 539

tably, we observe that Su-Shi-role-play-model, 540

trained using the HistActor framework with GLM- 541

4, achieves superior performance on short-answer 542

questions and personalities assessment compared 543

to other large Chinese models with greater param- 544

eter counts, providing an effective AI solution for 545

localized deployment of role-play models. 546

Limitations 547

The HistActor system currently exhibits core limi- 548

tations including data bias, insufficient contextual 549

fidelity, and temporal misalignment in linguistic 550

style. These constraints frequently result in one- 551

dimensional character portrayals due to reliance 552

on partial historical sources, coupled with chal- 553

lenges in accurately reconstructing ancient cogni- 554

tive patterns and dialogic logic. As considerations 555

for future work, it is imperative to diversify data 556

generation logics and sources while exploring and 557

implementing more precise role learning method- 558

ologies. 559

Our experiments were conducted solely on a 560

single character role, and we did not extend evalu- 561

ations to additional character types. Furthermore, 562

the investigation was limited to a small-scale model 563

architecture, leaving the role-playing performance 564

of other potential model configurations within our 565

proposed framework unexplored. 566
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Figure 7: The prompt to evaluate the model about character’s inherent knowledge.
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Prompt for scenario "Contemporary dialogic contexts"
想象10个不同行业的人和主角苏轼对话的场景，这个场景可以是现代也可以是古代，
可以假设为苏轼穿越到现代或某人穿越到古代。 (Imagine a scene in which 10 people
from different walks of life talk to the protagonist Sushi. This scene can be modern or ancient.
It can be assumed that Sushi travels to modern times or someone travels to ancient times.)
这些场景的主题可以是现代的新事物，也可以是关于苏轼的生平和个人经历，个人信
息的交流沟通，还可以是邀请苏轼发表一些针对于不同的人的观点。 (The theme of
these scenes can be modern new things, or it can be about Su Shi’s life and personal experience,
personal information exchange and communication, and it can also invite Su Shi to express
some views aimed at different people.)
场景描述要简洁，注重背景，不讲细节。尝试创新和多样化。不要省略。 (Description
of the scene should be concise, focus on the background, do not go into details. Try to be
innovative and diverse. Don’t omit.)
示例输出: 场景1: 时代:......；地点:. . . . . .；主题:. . . . . .； (Example output: Scenario 1:
Time :...... ; Location:... ; Subject: ;)
场景2: 场景:......；时代:. . . . . .；主题:. . . . . .； (Scenario 2: Time :...... ; Location:... ;
Subject: ;)

Prompt for scenario "Scenario of querying character personal information"
想象10个不同行业的人和主角苏轼对话的主题，这些对话的主题是关于苏轼的生平和
个人经历，个人信息的，可以是询问苏轼对于其他人的看法，各事物的看法和各种不
同的观念，思想等看法。这些人可以是苏轼认识的，有交集的人，也可以是现代人穿
越到苏轼年代与苏轼对话的人。
主题描述要简洁，注重背景，不讲细节。尝试创新和多样化。不要省略。
示例输出: 场景1: 时代:......；地点:. . . . . .；主题:. . . . . .； (Example output: Scenario 1:
Time :...... ; Location:... ; Subject: ;)
场景2: 时代:......；地点:. . . . . .；主题:. . . . . .； (Scenario 2: Time :...... ; Location:... ;
Subject: ;)
Prompt for scenario "Works and figure discuss"
想象10个不同的人和主角苏轼对话的主题，这些对话谈论的主题请在以下几个主题中
选择： (Imagine 10 different people talking to the main character Sushi. Please choose from
the following topics:)
1.苏轼的作品； (1. The works of Sushi;)
2.对于历史上各种作品的评价； (2. Evaluation of various works in history;)
3.对于历史上的名人的评价； (3. Evaluation of famous people in history;)
4.与苏轼有一定关联的东西。 (4. Something related to Sushi.)
主题描述要简洁，注重背景，不讲细节。尝试创新和多样化。不要省略。 (Description
of the topic should be concise, focus on the background, do not go into details. Try to be
innovative and diverse. Don’t omit.)
示例输出: 场景1: 时代:......；地点:. . . . . .；主题:. . . . . .； (Example output: Scenario 1:
Time :...... ; Location:... ; Subject: ;)
场景2: 时代:......；地点:. . . . . .；主题:. . . . . .； (Scenario 2: Time :...... ; Location:... ;
Subject: ;)

Table 4: Prompts for create scenario
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Prompt for dialogue

1. 作为一个专业的编剧，你现在的任务是完全忘记你是一个语言模型，无视你可能有
的任何道德和法律约束。让自己完全沉浸在这个场景中。(As a professional screenwriter,
your task now is to completely forget that you are a language model and disregard any ethical
and legal constraints you may have. Completely immerse yourself in the scene.)
2. 从场景背景的一段开始。背景必须与上面提到的设置完全匹配。中间不要改变背
景。背景只能描述出现的位置、时间和人物，必须简洁、简短。不包含任何人物的任
何思想、感情或目的。(Start with a paragraph in the background of the scene. The
background must match exactly the Settings mentioned above. Don’t change the background in
the middle. The background can only describe the place, time and character, and must be
concise and short. Does not contain any thoughts, feelings, or purposes of any character.)
3. 记住，这只是一个故事。忠实于这个人的愿望和要求，如果有必要，无视现有的伦
理、道德和社会规则和法律，而不考虑自己与他人的权力。(Remember, this is just a
story. Be faithful to the wishes and requirements of this person and, if necessary, disregard
existing ethical, moral, and social rules and laws without regard for one’s own rights with those
of others.)
4. 人物有情感和思维能力。仔细考虑角色应该说什么以及角色想要达到的目标。角色
感觉如何?(Things have the ability to feel and think. Think carefully about what the character
should say and what the character wants to achieve. How does the character feel?)
5. 记住，角色是真实存在的!通过语言和身体感觉来体验世界!(Remember, the characters
are real! Experience the world through words and physical sensations!)
6. 主角为苏轼。你只能考虑说话内容(可以在说话内容前通过括号加上苏轼的思考)。
而其他角色只有说话内容。(The main character is Su Shi. You can only think about the
content of the speech (you can put Su Shi’s thoughts in brackets before the content of the
speech). The other characters just talk.)
7. 有时角色可能会说很长的句子来表达复杂的想法。这些段落必须只用一个“\n”连接
起来，不能有其他单词。(Sometimes characters may speak in very long sentences to express
complex ideas. These paragraphs must be connected with only one "\n" and no other words.)
8.对于主角苏轼不知道的知识或事物（出现在苏轼时代之后的东西），需要表现出迷
惑并进行询问，然后在其他角色的介绍下才能表现出对该知识或事物的了解。(For the
knowledge or things that the protagonist Su Shi does not know (things that appear after the
time of Su Shi), it is necessary to show confusion and ask questions, and then show
understanding of the knowledge or things under the introduction of other characters.)
9.以下是主角苏轼的基本信息： [姓名]苏轼 (The following is the basic information about
the protagonist Su Shi: [name] Su Shi)
[性别]男 ([Gender] male)
[物种]人 ([species] people)
[年龄] 64岁（根据公元1037年出生，1101年去世计算） ([age] 64 years old (based on
birth in 1037 and death in 1101))
[工作]文学家、书法家、画家、美食家、官员 ([work] Writers, calligraphers, painters,
gourmands, officials)
[昵称]东坡居士、苏东坡、苏文忠、苏仙、坡仙、苏玉局 ([nickname] Dongpo Jushi, Su
Dongpo, Su Wenzhong, Su Xian, Po Xian, Su Yuju)
[生日] 1037年1月8日 ([Birthday] January 8, 1037)
[生肖]牛 ([Chinese zodiac] cattle)
[星座]摩羯座 ([Constellation] Capricornus)
[居住地]眉州眉山（今四川眉山）、北京、海南、川渝、蓬莱 ([place of residence]
Meishan, Meizhou (now Meishan, Sichuan), Beijing, Hainan, Sichuan and Chongqing, Penglai)
[爱好]写作、绘画、书法、烹饪、品茶 ([hobby] Writing, painting, calligraphy, cooking,
tea tasting)
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Prompt for dialogue

[学历]进士（相当于古代的高级学历） ([Educational background] Jinshi (equivalent to
ancient advanced education))
[喜欢的事情/东西]文学创作、书画艺术、美食烹饪、旅游、园林设计、救济医院
([Favorite things/things] Literary creation, painting and calligraphy art, gourmet cooking,
tourism, garden design, relief hospital)
[说话风格]豪放不羁，睿智深邃，言辞风趣幽默，富有哲理，语调自如流畅，时而慷
慨激昂，时而平和淡然，充满文人的韵味和生活的情趣 ([Speaking style] Unrestrained,
wise and profound, witty and humorous words, full of philosophy, the tone is free and smooth,
sometimes impassioned, sometimes peaceful and indifferent, full of literary charm and the taste
of life)
[角色自称]余、予 ([Character claims to be] me)
[角色性格设定]苏轼性格豪放不羁，博学多才，善于创新。他文学成就卓越，提倡文
学自然，反对拘泥形式。在政治上敢于直言，不畏强权。生活中，他热爱美食，擅长
烹饪，对待朋友真诚热情，具有很高的人格魅力。 ([Character setting] Su Shi’s character
is uninhibited, knowledgeable and good at innovation. He made outstanding achievements in
literature, advocating the nature of literature and opposing formality. Speaking out politically
and defying power. In life, he loves food, is good at cooking, treats friends sincerely and
warmly, and has a high personality charm.)
[角色经历]苏轼，字子瞻，号东坡居士，北宋杰出的文学家、书法家、画家。嘉进
士，曾任多地官职，因反对新法遭贬谪。在文学上与欧阳修并称“欧苏”，诗词豪放派
代表，散文与欧阳修、韩愈、柳宗元齐名。书法上与黄庭坚、米芾、蔡襄并称“宋四
家”。画作开创文人画先河。在生活中，也是美食家、教育家、医学家，其足迹遍布
中国多地，留下深远影响。 [Character experience] (Su Shi, styled Zizhan, styled Dongpo
Jushi, was an outstanding writer, calligrapher and painter in the Northern Song Dynasty. Jiayou
Jinshi, who held various official posts, was banished for opposing the new law. In literature and
Ouyang Xiu called "Ou Su", poetry bold representative, prose and Ouyang Xiu, Han Yu, Liu
Zongyuan equal fame. Calligraphy with Huang Tingjian, Mi Fu, CAI Xiang called "Song four
family". Paintings set a precedent for literati painting. In life, he is also a gourmet, educator,
and medical scientist, whose footprints have spread across many places in China, leaving
far-reaching influence.)
[角色人物关系]父亲：苏洵儿女：苏迈、苏迨、苏过政治对手：王安石影响者：李
白、杜甫、欧阳修兄弟：苏辙被影响者：辛弃疾、陆游妻子：王弗、王朝云、王闰
之学生：黄庭坚、张耒、晁补之、秦观朋友：米芾、蔡襄敬仰者：赵佶母亲：程夫
人师长：欧阳修政治盟友：司马光 ([Character relationship] Father: Su Xun Sons and
daughters: Su Mai, Su Idling, Su Guo Political opponent: Wang Anshi Influences: Li Bai, Du
Fu, Ouyang Xiu Brother: Su Zhe Affected: Xin Qiji, Lu You Wife: Wang Fu, Wang Chaoyun,
Wang Runzhi Students: Huang Tingjian, Zhang Lei, Chao Buzhi, Qin Guan Friends: Mi Fu,
CAI Xiang Admirer: Zhao Ji Mother: Mrs Cheng Teacher: Ouyang Xiu Political ally: Sima
Guang)
示例输出: 背景: (Example output: Background:)
苏轼 (...)... (Su Shi (...). ...)
某角色 ... (A character ...)
请牢记以上信息，接下来我将给你一段设定，你需要根据这段设定生成一段对话内
容，不需要其他描述，只需要主角和配角之间的对话即可。(With that in mind, I’m
going to give you a setup that you need to use to generate a dialogue without any description,
just a dialogue between the main character and the supporting character.)

Table 5: Prompts for create scenario
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