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Abstract

While visual autoregressive modeling (VAR) strategies have shed light on image
generation with the autoregressive models, their potential for segmentation, a task
that requires precise low-level spatial perception, remains unexplored. Inspired by
the multi-scale modeling of classic Mask2Former-based models, we propose Seg-
VAR, a novel framework that rethinks segmentation as a conditional autoregressive
mask generation problem. This is achieved by replacing the discriminative learning
with the latent learning process. Specifically, our method incorporates three core
components: (1) an image encoder generating latent priors from input images, (2) a
spatial-aware seglat (a latent expression of segmentation mask) encoder that maps
segmentation masks into discrete latent tokens using a location-sensitive color
mapping to distinguish instances, and (3) a decoder reconstructing masks from
these latents. A multi-stage training strategy is introduced: first learning seglat
representations via image-seglat joint training, then refining latent transforma-
tions, and finally aligning image-encoder-derived latents with seglat distributions.
Experiments show Seg-VAR outperforms previous discriminative and generative
methods on various segmentation tasks and validation benchmarks. By framing
segmentation as a sequential hierarchical prediction task, Seg-VAR opens new
avenues for integrating autoregressive reasoning into spatial-aware vision systems.

1 Introduction

Image segmentation—the task of partitioning pixels into semantically meaningful regions—requires
models to capture hierarchical spatial relationships, from coarse object categories to fine-grained
instance boundaries. While advancements in convolutional and transformer-based architectures have
pushed performance on semantic, instance, and panoptic segmentation, these approaches often treat
segmentation as a parallel prediction task, struggling to model the iterative, context-dependent spatial
and semantic relationships in complex scenarios. Recent work in visual autoregressive (VAR [58])
modeling, which sequences images into tokens for generative tasks, offers a promising alternative: its
sequential, context-accumulating nature could naturally capture the progressive refinement inherent
to segmentation. However, existing VAR frameworks prioritize image synthesis, neglecting their
potential to unify segmentation tasks through structured spatial autoregression.

A key obstacle lies in representation: most autoregressive frameworks encode images into latent
spaces that lack explicit spatial or instance-level structure. For example, while Generative Semantic
Segmentation (GSS [5]) learns latent distributions to guide segmentation, its encoder fails to disam-
biguate overlapping instances or preserve fine-grained positional cues. Conversely, autoregressive
image generators typically treat pixels or patches as unordered tokens, sacrificing the geometric
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Figure 1: Our Seg-VAR is a visual autoregressive model that is designed for generic image segmen-
tation. Different from (a) traditional discriminative segmentation models and (b) diffusion-based
generative models that mainly take input image as a condition, our Seg-VAR rethinks segmentation
as a sequence modeling task by encoding the input image to a latent distribution and generating the
masks hierarchically.

control needed when generating images that demand strong spatial relationship, such as behind or
next to. Bridging this gap requires a VAR framework that (1) decomposes images into hierarchi-
cal, position-aware tokens to represent objects at multiple scales, and (2) leverages autoregressive
dependencies to propagate spatial coherence across these tokens.

In this work, we introduce Seg-VAR, a visual autoregressive model that is designed for generic image
segmentation (semantic, instance, and panoptic). Seg-VAR is built on visual autoregressive (VAR)
modeling and employs a hybrid design that combines hierarchical autoregressive decoding with next-
scale prediction principles. As shown in Fig. 1, our approach rethinks segmentation as a conditional
autoregressive mask generation task, where discrete tokens encode both semantic classes and instance-
aware positional information. Our approach hinges on multiple innovations: 1) Spatial-aware seglat
encoding: We introduce seglats—latent representations of segmentation masks—generated via a novel
encoder that maps masks to discrete tokens using location-sensitive color mapping. This mechanism
assigns unique RGB values to instances based on their spatial centroids, enabling transformers
to distinguish overlapping objects through positional awareness. 2) Hierarchical autoregressive
decoding: A transformer-based decoder reconstructs masks by sequentially predicting seglat tokens
conditioned on image features, ensuring spatial coherence through autoregressive attention. This
mimics human-like iterative refinement, where early tokens establish global context and later tokens
resolve local ambiguities. 3) Multi-stage latent alignment: A three-stage training strategy first learns
seglat-image correlations, refines latent transformations, and finally aligns image-derived priors with
seglat distributions via KL divergence minimization.

By training SegVAR to maximize the likelihood of ground-truth token sequences—while jointly
optimizing pixel-level mask fidelity—the model learns to harmonize semantic accuracy with geo-
metric consistency. Experiments demonstrate state-of-the-art performance on COCO, Cityscapes,
and ADE20K, with significant gains in occluded scenes and small-object segmentation. Notably,
Seg-VAR’s autoregressive tokenization generalizes across segmentation tasks: the same architecture
achieves top-tier results in semantic, instance, and panoptic settings, showcasing VAR’s versatility as
a unified paradigm for spatial understanding. Our contributions are as follows:

• We analyze the limitations of existing VAR-based and discriminative methods and propose
a framework named Seg-VAR with autoregressive modelling that reconsiders segmentation
as a conditional mask generation problem.

• We develop two critical strategies: Spatial-aware seglat encoding and image-seglat joint
training. These designs enable our Seg-VAR to be adaptable for three segmentation settings.

• We conduct extensive experimental evaluations on challenging image segmentation bench-
marks, including COCO, Cityscapes, and ADE20K, and the achieved state-of-the-art results
demonstrate the effectiveness and generality of the proposed approach and shed new light
on the autoregressive modeling segmentation strategy.

2 Related Work

Image segmentation models. Since the inception of FCN [46], semantic segmentation have flour-
ished by various deep neural networks with the ability to classify each pixel. The follow-up meth-
ods then change focus to improve the limited receptive field of these models. PSPNet [78] and
DeepLabV2 [7] aggregate multi-scale context between convolution layers. Sequentially, Nonlo-
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Figure 2: Illustration of the latent and seglat learning (qϕ, pθ) of proposed Seg-VAR. We first
jointly model the seglat and image during training in the seglat encoder and decoder (red module).
Then, with the well-trained encoder and decoder, we try to optimize the latent encoder and decoder
(green module). Worth mentioning, we use different color in the binary segmentation mask to
highlight different instances of the image.

cal [66], CCNet [30], and DGMN [76] integrate the attention mechanism in the convolution structure.
Later on, Transformer-based methods (e.g. SETR [79] and Segformer [72]) are proposed following
the introduction of Vision Transformers. More recently, MaskFormer [15] and Mask2Former [14]
realize semantic segmentation with bipartite matching.

Specialized instance segmentation architectures are typically based upon “mask classification.” They
predict a set of binary masks each associated with a single class label. The pioneering work, Mask
R-CNN [27], generates masks from detected bounding boxes. Follow-up methods either focus on
detecting more precise bounding boxes [3, 6], or finding new ways to generate a dynamic number
of masks, e.g., using dynamic kernels [60, 67, 1] or clustering algorithms [35, 12]. Although the
performance has been advanced in each task, these specialized innovations lack the flexibility to
generalize from one to the other, leading to duplicated research effort. For instance, although multiple
approaches have been proposed for building feature pyramid representations [43], as we show in our
experiments, BiFPN [55] performs better for instance segmentation while FaPN [29] performs better
for semantic segmentation.

Panoptic segmentation has been proposed to unify both semantic and instance segmentation tasks [34].
Architectures for panoptic segmentation either combine the best of specialized semantic and instance
segmentation architectures into a single framework [73, 33, 12, 41] or design novel objectives
that equally treat semantic regions and instance objects [4, 65]. Despite those new architectures,
researchers continue to develop specialized architectures for different image segmentation tasks [53,
24]. We find panoptic architectures usually only report performance on a single panoptic segmentation
task [65], which does not guarantee good performance on other tasks. For example, panoptic
segmentation does not measure architectures’ abilities to rank predictions as instance segmentations.
Instead, here, we evaluate our Seg-VAR on all studied tasks to guarantee generalizability. Commonly,
all the methods adopt the discriminative pixel-wise classification learning paradigm. This is in
contrast to our generative image segmentation.

Autoregressive models. Autoregressive models, leveraging the powerful scaling capabilities of
LLMs [51, 2, 17, 61, 62], use discrete image tokenizers [63, 52, 21] in conjunction with transformers
to generate images based on next-token prediction. VQ-based methods [63, 52, 21, 38, 54] employ
vector quantization to convert image patches into index-wise tokens and use a decoder-only trans-
former to predict the next token index. However, these methods are limited by the lack of scaled-up
transformers and the quantization error inherent in VQ-VAE [63], preventing them from achieving
performance on par with diffusion models. Parti [74], Emu3 [68], chameleon [57], loong [69] and
VideoPoet [37] scaled up autoregressive models in text-to-image or video synthesis. Inspired by
the global structure of visual information, Visual AutoRegressive modeling (VAR) redefines the
autoregressive modeling on images as a next-scale prediction framework, significantly improving gen-
eration quality and sampling speed. HART [56] adopted hybrid tokenizers based on VAR. Fluid [23]
proposed random-order models and employed a continuous tokenizer rather than a discrete tokenizer.

Generative models for visual perception. Image-to-image translation made one of the earliest
attempts in generative segmentation, with far less success in performance [31]. Some good results
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Figure 3: Illustration of the latent learning (pψ) of proposed Seg-VAR. In order to learn the latent
representations, Seg-VAR optimizes the image encoder while freezing the seglat encoder. We also
introduce the latent loss to minimize the divergence between two latent distributions for inference.

were achieved in limited scenarios such as face parts segmentation and Chest X-ray segmentation [39].
Replacing the discriminative classifier with a generative Gaussian Mixture model, GMMSeg [42] is
claimed as generative segmentation, but the most is still of discriminative modeling. The promising
performance of Pix2Seq [10] on several vision tasks leads to the prevalence of sequence-to-sequence
task-agnostic vision frameworks. For example, Unified-I/O [48] supports a variety of vision tasks
within a single model by seqentializing each task to sentences. Pix2Seq-D [9] deploys a hierarchical
VAE (i.e. diffusion model) to generate panoptic segmentation masks. This method is inefficient
due to the need for iterative denoising. UViM [36] realizes its generative panoptic segmentation by
introducing latent variable conditioned on input images. It is also computationally heavy due to the
need for model training from scratch. To address these issues, GSS introduces a notion of maskige
for expressing segmentation masks in the form of RGB images, enabling the adoption of off-the-shelf
data representation models (e.g. VGVAE) already pretrained on vast diverse imagery. However,
the transformation of maskige is a simple MLP which restricts GSS from identifying the specific
instances. Thus, we propose Seg-VAR with location-aware designs and hierarchical autoregressive
modeling that solves the dilemma.

3 Method

3.1 Preliminaries

Conventionally, image segmentation can be formulated as a discriminative learning problem depend-
ing on the form of tasks:

max
π

log pπ(c | x), (Semantic Segmentation)

max
θ

log pθ(c, y | x), (Instance Segmentation)

max
ϕ

log pϕ(cstuff, cthings, y | x). (Panoptic Segmentation)

(1)

where x ∈ RH×W×3 is an input image, c ∈ {0, 1}H×W×K is a segmentation mask in K semantic
categories, y ∈ ZN is the instance number identifier, and pπ, pθ, pϕ are the discriminative pixel
classifiers. Focusing on learning the classification boundary of input pixels, this approach enjoys high
data and training efficiency [49].

In this work, we based our Seg-VAR on GSS [5] by introducing a discrete L-dimension latent
distribution qϕ(z|c) (with z ∈ ZL) to the above log-likelihood as:

log p(c|x) ≥ Eqϕ(z|c)
[
log

p(z, c|x)
qϕ(z|c)

]
,

which is known as the Evidence Lower Bound (ELBO) [32], and we can easily expand it to instance
and panoptic segmentation settings due to the chain rule and the independence of these variables
(details are given in the supplementary material). And the ELBO can be written in the form of:

Eqϕ(z|c) [log pθ(c|z)]−DKL

(
qϕ(z|c), pψ(z|x)

)
, (2)

4



Image

Image

Encoder

Seglat

Decoder

Seglat

Latent

Decoder

Pred. Mask

Figure 4: Illustration of the inference stage. The latent distribution generated by the image encoder
is fed to the seglat decoder to generate the predicted seglat, and then finally generates the final
prediction.

where we have three components in our formulation: (1) pψ: An image encoder (denoted as Iψ)
that generates the prior distribution of latent tokens z conditioned on the input image x. (2) qϕ: A
representative encoding function that encodes the semantic segmentation mask c into discrete latent
tokens z, which includes a seglat encoder (denoted as Eϕ, implemented by VAR [64]) and a latent
encoder (Tϕ) that is built up with attention modules). (3) pθ: A function that decodes the semantic
segmentation mask c from the discrete latent tokens z, which includes a seglat decoder (denoted Dθ,
implemented by VAR decoder [64]) and a latent decoder ((Tθ)).

3.2 Overall Architecture

As shown in Fig. 2, Seg-VAR mainly contains several modules: image encoder (Iψ), seglat encoder
and decoder (Eϕ,Dθ), and latent encoder as well as decoder (Tϕ, Tθ).

Image Encoder. Iψ is comprised of an image backbone (ResNet [28], Swin Transformer [45], etc.)
and a Multi-scale fusion module. Multi-scale fusion is implemented with transformer layers and a
projection layer. The output of the Iψ is the latent token z ∈ ZH/d×W/d.

Latent Encoder and Decoder. Latent encoder Tϕ on the other hand, is responsible for transforming
the segmentation masks M ∈ RH×W×N into corresponding seglats S ∈ RH×W×3. We use
transformer layers to generate the desired seglats. Thus, seglats can be viewed as a kind of RGB image.
What’s more, in order to be spatially-sensitive, we implement a colormap encoder Ψ that converts the
binary segmentation mask M ∈ {0, 1}H×W×N into an additional colormap Mc ∈ RH×W×3 as:

Mc = Ψ(M), (3)

where N denotes the number of instances. Mc is initialized to a zero value and then assigned to
the corresponding color for each instance area by the spatial-aware color mapping. Inspired by
UniGS [50], an image is partitioned into a × a grids, where each grid has an uniquely-assigned
color. Each instance area is associated with these fixed colors if their gravity centers fall in the
grids. To better distinguish the color difference, we select 6 candidate values {0, 51, 102, 153, 204,
255} for each RGB channel (if the categories are less than 124, then {0,64,128,192,255} is more
preferred). Thus, the overall color number is 215 = 63 − 1 (color (0,0,0) indicates the background).
And the grid number a2 should be less than 215. This location-aware color mapping can be effective
because transformer design has position encoding that can help predict the corresponding colors. On
the other hand, hand-crafted random assigning color will struggle to distinguish instances because
of the large color space. Then, we concat the S with Mc, and the output is the final seglat feed
into the seglat encoder. Unlike standard VAR, seglat tokens incorporate spatial information via a
location-sensitive color mapping. This mapping assigns unique RGB values to instances based on
their centroids (gridded into a*a regions), enabling the transformer to distinguish overlapping objects
through positional cues.

Seglat Encoder and Decoder. Here, we adapt the design of ControlVAR (our design shares
similarities with VQ-VAE but is specialized for segmentation, where we add extra image controls
into modeling), and jointly model the image and seglat in each stage of the transformer structure.
Let k ∈ {1, 2, . . . ,K} denote a scale in the hierarchical transformer structure (where S is the total
number of scales). At scale k, image tokens and seglat tokens are tokenized by a shared tokenizer Φ:
Image features are Xk ∈ [V ]hk·wk , and Seglats are Sk ∈ [V ]hk·wk , where V indicates the vocabulary
size. A flatten operation is adopted to convert the sequence of 2D features into 1D. Full attention is
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enabled for both control and image tokens belonging to the same scale, which allows the model to
maintain spatial locality and to exploit the global context between control and image:

X ′
k, S

′
k = Attention(Xk, Sk, Sk). (4)

Full attention is adopted for both seglat and image tokens within the same scale, so that the Seg-VAR
can maintain the spatial locality and excavate the global connection within seglat and the input image.
What’s more, we employ the [CLS] and [TYP] as two pre-defined special tokens as start tokens.
These two tokens are required to distinguish between different segmentation tasks. [CLS] provide
semantic context for the generated image (categories), and [TYP] token is used to select the type
of segmentation tasks. Both tokens are vital to Seg-VAR and can not be ablated. A standard cross
entropy loss is utilized to supervise the seglat encoder and decoder in the reconstruction process.

3.3 Multi-stage Training

Our training can be divided into several stages: 1) the learning of the seglat encoder and decoder
(Eϕ,Dθ). 2) the learning of the latent encoder and decoder (Tϕ, Tθ). 3) the image encoder (Iψ).
Namely, the first and second stage are illustrated in Fig. 2 (which is the posterior modules of latent
tokens), while the third stage is shown in Fig. 3 (which is the prior module of latent tokens). We now
delve into details of the multiple stages of posterior and prior training process.

Stage 1: Seglat Learning. In the first stage is mainly about the joint training of image with seglat,
which is discussed in ControlVAR, except that we novelly change the control signal to a unique type
of RGB image, seglat.

Stage 2: Latent Learning. In the second stage, the training is mainly to optimize:

min
θ,ϕ

Eqϕ(z|c)∥pθ(c|z)− c∥. (5)

However, we introduce the latent encoder and decoder to transform the c, and now we have:

min
ϕ̂,θ̂

Eqϕ̂(ẑ|Tϕ(c))∥Dθ̂(ẑ)− Tϕ(c)∥+min
Tθ

Eqϕ̂(ẑ|Tϕ(c))∥Tθ(Dθ̂(ẑ))− c∥,

where Tϕ(c) = S , which is the seglat (we consider as the latent representation of segmentation mask,
and name this for convenience). The first term refers to image reconstruction, while the second term
can be simplified as:

min
Tθ

Eqϕ̂(ẑ|Tϕ(c)∥Tθ(S)− c∥, (6)

where the training parameters are far less than training VAR from scratch.

Stage 3: Image Encoder Learning. As shown in Fig. 3, the optimization target of this stage should
be to minimize the distance between the distribution predicted by Iψ and the latent codes generated
by seglat encoder (VAR). We use the cross-entropy loss to measure the distance of this distance:

min
ψ

DKL

(
qϕ(z|c), pψ(z|x)

)
. (7)

3.4 Inference

As illustrated in Fig. 4, during inference, we first take the latent tokens z that are predicted by
the image encoder Iψ, and feed them into the latent decoder Dθ to generate the predicted latent
concatenation x̂(c). Next, we apply the inverse transform decoding to the predicted latents to obtain
the final segmentation mask ĉ.

4 Experiments

In the first part, we present the evaluation datasets and metrics. Then we present the training settings.
Finally, we demonstrate that Seg-VAR is an effective generative architecture for universal image
segmentation through comparisons with different specialized methods on standard benchmarks. We
evaluate our model on all three tasks, which all obtain the state-of-the-art results.
Datasets. We study Seg-VAR using four widely used image segmentation datasets that support
semantic, instance and panoptic segmentation: COCO [44] (80 “things” and 53 “stuff” categories),
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Method Backbone PQ PQTh PQSt APTh
pan mIoUpan #params. FLOPs fps

DETR [4] R50 43.4 48.2 36.3 31.1 - - - -

MaskFormer [16] R50 46.5 51.0 39.8 33.0 57.8 45M 181G 17.6

Mask2Former [14] R50 51.9 57.7 43.0 41.7 61.7 44M 226G 8.6

Seg-VAR R50 54.1 60.1 45.8 44.3 64.2 315M 605G 5.2

DETR [4] R101 45.1 50.5 37.0 33.0 - - - -

MaskFormer [16] R101 47.6 52.5 40.3 34.1 59.3 64M 248G 14.0

Mask2Former [14] R101 52.6 58.5 43.7 42.6 62.4 63M 293G 7.2

Seg-VAR R101 54.7 60.4 46.2 44.5 64.6 335M 624G 4.6

Max-DeepLab [65] Max-L 51.1 57.0 42.2 - - 451M 3692G -

MaskFormer [16] Swin-L† 52.7 58.5 44.0 40.1 64.8 212M 792G 5.2

K-Net [77] Swin-L† 54.6 60.2 46.0 - - - - -

Mask2Former [14] Swin-L† 57.8 64.2 48.1 48.6 67.4 216M 868G 4.0

GSS [5] Swin-L† 44.9 50.2 32.6 36.9 54.2 386M 1142G 3.4

Seg-VAR Swin-L† 59.7 65.6 50.5 49.6 68.7 522M 1320G 3.2

Table 1: Panoptic segmentation on COCO panoptic val2017 with 133 categories. Seg-VAR
consistently outperforms Mask2Former [14] by a large margin on all metrics. Our best model
outperforms prior state-of-the-art models by 1.9 PQ and GSS [77] by 14.8 PQ. Backbones pre-trained
on ImageNet-22K are marked with †.

Method Backbone AP APS APM APL APboundary #params. FLOPs fps

MaskFormer [16] R50 34.0 16.4 37.8 54.2 23.0 45M 181G 19.2

Mask R-CNN [27] R50 37.2 18.6 39.5 53.3 23.1 44M 201G 15.2

Mask R-CNN [27] R50 42.5 23.8 45.0 60.0 28.0 46M 358G 10.3

Mask2Former [11] R50 43.7 23.4 47.2 64.8 30.6 44M 226G 9.7

Seg-VAR R50 45.8 25.2 49.8 68.1 33.4 315M 605G 5.9

Mask R-CNN [27] R101 38.6 19.5 41.3 55.3 24.5 63M 266G 10.8

Mask R-CNN [27] R101 43.7 24.6 46.4 61.8 29.1 65M 423G 8.6

Mask2Former [11] R101 44.2 23.8 47.7 66.7 31.1 65M 293G 7.8

Seg-VAR R101 46.5 25.2 49.6 70.1 34.6 335M 624G 5.2

QueryInst [24] Swin-L† 48.9 30.8 52.6 68.3 33.5 - - 3.3

Swin-HTC++ [6] Swin-L† 49.5 31.0 52.4 67.2 34.1 284M 1470G -

Mask2Former Swin-L† 50.1 29.9 53.9 72.1 36.2 216M 868G 4.0

Seg-VAR Swin-L† 52.7 31.2 55.2 75.4 39.4 522M 1320G 3.2

Table 2: Instance segmentation on COCO val2017 with 80 categories. Seg-VAR outperforms
strong Mask2Former [14] baselines for both AP and APboundary [13] metrics. Our Seg-VAR surpasses
Mask2Former by a huge 2.6 AP on the largest backbone Swin-L, and demonstrates superior perfor-
mance across all metrics and backbones. Backbones pre-trained on ImageNet-22K are marked with †.

ADE20K [80] (100 “things” and 50 “stuff” categories), and Cityscapes [18] (8 “things” and 11 “stuff”
categories). Panoptic and semantic segmentation tasks are evaluated on the union of “things” and
“stuff” categories, while instance segmentation is only evaluated on the “things” categories.

Evaluation metrics. For panoptic segmentation, we use the standard PQ (panoptic quality) met-
ric [34]. We further report APTh

pan, which is the AP evaluated on the “thing” categories using instance
segmentation annotations, and mIoUpan, which is the mIoU for semantic segmentation by merging
instance masks from the same category, of the same model trained only with panoptic segmentation
annotations. For instance segmentation, we use the standard AP (average precision) metric [44]. For
semantic segmentation, we use mIoU (mean Intersection-over-Union) [22].
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Method Pretrain Backbone Iteration mIoU

- Discriminative modeling:

FCN [46] 1K ResNet-101 80k 77.02
PSPNet [78] 1K ResNet-101 80k 79.77
DeepLab-v3+ [8] 1K ResNet-101 80k 80.65
NonLocal [66] 1K ResNet-101 80k 79.40
CCNet [30] 1K ResNet-101 80k 79.45
Maskformer [15] 1K ResNet-101 90k 78.50
Mask2former [14] 1K ResNet-101 90k 80.10
SETR [79] 22K ViT-Large 80k 78.10
UperNet [71] 22K Swin-Large 80k 82.89
Mask2former [14] 22K Swin-Large 90k 83.30
SegFormer [72] 1K MiT-B5 160k 82.25

- Generative modeling:

UViM† [36] 22K Swin-Large 160k 70.77
GSS-FF [5] 22K Swin-Large 80k 78.90
GSS-FT-W [5] 22K Swin-Large 80k 80.05
Seg-VAR 22K Swin-Large 80k 85.82

Table 3: Semantic Segmentation on the
Cityscapes val split: UViM† [36] is reproduced
on PyTorch. “1K" means pretrained on ImageNet
1K [19] while “22K" means pretrained on Ima-
geNet 22K [19]. Our model surpasses previous
state-of-the-art by 2.52 mIoU, demonstrating the
effectiveness of Seg-VAR.

Method Pretrain Backbone Iteration mIoU

- Discriminative modeling:

FCN [46] 1K ResNet-101 160k 41.40
CCNet [30] 1K ResNet-101 160k 43.71
DANet [25] 1K ResNet-101 160k 44.17
UperNet [71] 1K ResNet-101 160k 43.82
Deeplab-v3+ [8] 1K ResNet-101 160k 45.47
Maskformer [15] 1K ResNet-101 160k 45.50
Mask2former [14] 1K ResNet-101 160k 47.80
OCRNet [75] 1K HRNet-W48 160k 43.25
SegFormer [72] 1K MiT-B5 160k 50.08
SETR [79] 22K ViT-Large 160k 48.28

- Generative modeling:

UViM† [36] 22k Swin-Large 160k 43.71
GSS-FF [5] 22K Swin-Large 160k 46.29
GSS-FT-W [5] 22K Swin-Large 160k 48.54
Seg-VAR 22K Swin-Large 160k 54.90

Table 4: Semantic Segmentation comparison
with previous art methods on the ADE20K
val split. “1K" means pretrained on ImageNet
1K [19] while “22K" means pretrained on Ima-
geNet 22K [19]. Our model surpasses previous
state-of-the-art by 4.82 mIoU, demonstrating the
effectiveness of Seg-VAR.

4.1 Training settings

Panoptic and instance segmentation. We operate all experiments with 8 V100 GPUs. We use
Detectron2 [70] and follow the updated Mask R-CNN [27] baseline settings for the COCO dataset.
More specifically, we use AdamW [47] optimizer and the step learning rate schedule. We use an
initial learning rate of 0.0001 and a weight decay of 0.05 for all backbones. A learning rate multiplier
of 0.1 is applied to the backbone and we decay the learning rate at 0.9 and 0.95 fractions of the total
number of training steps by a factor of 10. Training iterations are also reported in all experimental
figures. For data augmentation, we use the large-scale jittering (LSJ) augmentation [26, 20] with
a random scale sampled from the range 0.1 to 2.0 followed by a fixed size crop to 1024 × 1024.
We use the standard Mask R-CNN inference setting where we resize an image with shorter side
to 800 and longer side up-to 1333. We also report FLOPs and fps. FLOPs are averaged over 100
validation images (COCO images have varying sizes). Frames-per-second (fps) is measured on a
V100 GPU with a batch size of 1 by taking the average runtime on the entire validation set including
post-processing time.

Semantic segmentation. We follow the same settings as [11] to train our models, except: 1) a
learning rate multiplier of 0.1 is applied to both CNN and Transformer backbones instead of only
applying it to CNN backbones in [16], 2) both ResNet and Swin backbones use an initial learning
rate of 0.0001 and a weight decay of 0.05, instead of using different learning rates in [16].

VAR modeling. We follow VAR [59] and ControlVAR [40]. During training, we leverage the
pre-trained VAR tokenizer to tokenize seglat and control. The training details follow the strategy
in ControlVAR, which refers to an approach of sampling both pixel- and token-level controls for
image generation with teacher-forcing guidance. For inference, we utilize top-k top-p sampling with
k=900 and p=0.96 for encoding and decoding the seglat. As for the training objectives, the training
objective is based on the Evidence Lower Bound (ELBO), optimizing three components: (1) mask
reconstruction loss via seglat decoder, (2) KL divergence to align image-derived latents with seglat
distributions, and (3) cross-entropy loss for token prediction.

4.2 Main results

Panoptic segmentation. In Table. 1, we compare Seg-VAR with state-of-the-art models for panoptic
segmentation on the COCO panoptic [34] dataset validation split. Seg-VAR consistently outperforms
Mask2Former by 1.9. With Swin-L backbone, our Seg-VAR sets a new state-of-the-art of 59.7
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ID
Seglat Learning Img. Enc. Learning ADE20K COCO

Stage 1 Stage 3 mIoU AP

1 78.9 46.2
2 ✓ 83.4 52.0
3 ✓ 81.6 49.3
4 ✓ ✓ 85.8 52.7

Table 5: Ablation on the key design of Seg-VAR.
These results demonstrate the effectiveness of our
designs and training strategy.

Generation Model ADE20K COCO

VQGAN 74.6 42.8
DALL·E 2 80.2 47.9
SD-XL 81.8 48.9
VAR 85.8 52.7

Table 6: Ablation on different generation
models. We experimented on different image
generation models, the results indicate the supe-
riority of VAR in segmentation tasks.

PQ, outperforming existing state-of-the-art [14] by 1.9 PQ and generative method GSS by 14.8 PQ.
This indicates the effectiveness of our jointly modeling strategy with specially-designed generative
encoders and decoders, which successfully encode localization information as well as instance
information. GSS, on the other hand, fails to identify different instances effectively.

Beyond the PQ metric, our Seg-VAR also achieves higher performance on two other metrics compared
to Mask2Former: APTh

pan, which is the AP evaluated on the 80 “thing” categories using instance
segmentation annotation, and mIoUpan, which is the mIoU evaluated on the 133 categories for
semantic segmentation converted from panoptic segmentation annotation. This shows Seg-VAR’s
universality: Even trained only with panoptic segmentation annotations, it can be used for instance,
and semantic segmentation.

Instance segmentation. We compare Seg-VAR with state-of-the-art models on the COCO [44]
dataset in Table. 2. With the Swin-L backbone, Seg-VAR outperforms the state-of-the-art
Mask2Former by 2.6 AP and 3.2 APboundary. On other backbones, including R50 and R101, our
Seg-VAR still shows superiority over previous approaches across all metrics (2.3 AP and 2.1 AP,
respectively). These results further validate the efficacy of our jointly hierarchical modeling strategy
with location-aware generative segmentation latent encoders and decoders, which successfully encode
localization information as well as instance information.

Semantic segmentation. We compare Seg-VAR with SOTA models for semantic segmentation on
the Cityscapes [18] dataset in Table. 3. With the Swin-L backbone, Seg-VAR outperforms previous
SOTA methods, including Mask2Former [14] with a 2.52 increase in fewer training iterations, and a
huge boost of 5.77 mIoU compared to the previous generative segmentation model GSS.

We also compare Seg-VAR with state-of-the-art models for semantic segmentation on the
ADE20K [80] dataset in Table. 4. Seg-VAR outperforms previous SOTA methods, including
Mask2Former [14] with an increase of 7.1 mIoU and SegFormer with a 4.82 improvement. What’s
more, our Seg-VAR outperforms GSS with a 6.4 increase, which is a large margin. This should credit
to the modeling and novel design in our latent encoders and decoders.

The consistent superiority of our framework across both datasets (Table. 3, 4) empirically validates
its capacity to reconcile structural priors with discriminative feature learning. These results highlight
the critical role of our architectural innovations, particularly the synergistic design of latent encoders
for disentangled representation learning and decoders for geometry-aware refinement, in advancing
semantic segmentation performance.

4.3 Ablation studies

In this part, we ablate various key designs of our Seg-VAR from different aspects, ranging from the
ablation of key designs, choice of generation models, parameter efficiency, and hyper parameters of
grid size and palette.

Key design of Seg-VAR. In Table. 5, we demonstrate the effectiveness of our key components design
and corresponding multi-stage training strategy. stage 1 represents seglat encoder/decoder, stage 2
refers to latent encoder and decoder, and stage 3 represents image encoder learning. Since latent
learning is core idea of Seg-VAR, we keep the latent encoder and decoder in ablation studies (in
Table. 7). As shown in the table, with the seglat learning strategy implemented, the performance
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Method Dataset mIoU

Vanilla VAR ADE20K 77.4
Seg-VAR ADE20K 85.8

Table 7: Ablation on the key
design of Seg-VAR. These re-
sults demonstrate that simply us-
ing vanilla VAR without seglat
modules, the result is 8.4 lower
than our Seg-VAR.

Method Dataset mIoU

Mask2Former R50 63.8
Seg-VAR R50 64.2

Table 8: Ablation on the pa-
rameters. These results demon-
strate that under comparable pa-
rameters, our Seg-VAR still out-
performs Mask2Former in the
R50 backbone.

Grid Number mIoU Palette Size mIoU

4 84.4 124 85.4
8 85.2 215 85.8
12 85.8 342 85.3

Table 9: Ablation on grid num-
ber and palette size. We exper-
imented on different settings of
grid number and palette size, the
results indicate the robustness of
these variations.

improves greatly, showing 4.5 mIoU and 5.8 AP enhancement. The image encoder learning strategy
also shows great effectiveness with a 2.7 and 3.1 mIoU improvement, respectively. By implementing
these designs, our model is capable of harmonize semantic accuracy with geometric consistency.

Different generation model designs. In Table. 6, we show that VAR is better than previous VQ-VAE
and diffusion-based generation models. With VAR as the encoder, our model surpasses SD-XL by
4.0 mIoU and 3.8 AP. This indicate that VAR is capable of being implemented in general image
segmentation tasks for its superior structure of autoregressive modeling.

Seglats designs. To explicitly validate the role of seglats, we conducted additional experiments using
a "vanilla VAR" baseline (remove latent encoder and decoder, and using plain VAR). As shown in the
Table. 7, simply using vanilla VAR without seglat modules and tested on ADE2OK, the result is 8.4
lower than our Seg-VAR. This indicate the importance of latent learning strategy in our Seg-VAR.

Model parameters. In Table. 8, we examined the model parameter efficiency. To better compare our
model with traditional discriminative segmentation models, we adjust the parameters of Mask2Former
by extending its transformer layer number so that the parameters can be comparable. As shown in the
table, our Seg-VAR still outperforms Mask2Former by 0.4 mIoU in COCO panoptic dataset.

Sensitivity of grid size and colormap. We evaluate the robustness of grid number and Palette on
ADE20K. As shown in the Table. 9, the performance decreases as the number decreases, because
the granularity can help model better distinguish instances. As for the palette size of colormap, we
discover that 6 is the optimal number because we have to balance between a large color space and
loss of generality. (Ideally, the size should be larger than the category). We find that grid numbers
are more sensitive than palette size, but they still contribute to the performance gain. These results
confirm that Seg-VAR is robust to reasonable variations in grid/color size.

5 Conclusions

In this work, we analyze the limitations of existing VAR-based and discriminative methods and
propose a framework named Seg-VAR with autoregressive modelling that reconsiders segmentation
as a conditional mask generation problem. We develop two critical strategies: Spatial-aware seglat
encoding and image-seglat joint training. These designs enable our Seg-VAR to be adaptable for three
segmentation settings. By decomposing segmentation into a coarse-to-fine token prediction process,
Seg-VAR bridges the gap between autoregressive modeling’s sequential dependency learning and
segmentation’s demand for precise spatial reasoning. Our experiments demonstrate that autoregressive
methods, long dominant in generation tasks, can rival and even surpass parallel architectures in
segmentation accuracy.

Limitations and Broader Impact. Even though our model demonstrates great potential in generating
high-quality segmentation masks, its application to video domains is yet to be discovered. Also,
due to the memory of image generation models, the memory cost is larger than transformer-based
segmentation models. As for broader impact, we believe our work lay a foundation for future works
in unifying generation and perception tasks.

Acknowledgement. This work is supported by the National Natural Science Foundation of China
(No. 62422606, 62201484, 624B2124) and the computation resources provided by Shanghai Artificial
Intelligence Laboratory.
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1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We include claims and contributions in the abstract and introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss limitation in the end.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Justification: We have no proofs.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide implementation details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]
Justification: We will disclose the code after submission and acceptance.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We include these details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Our results have been experimented with multiple times.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide the information.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Yes we preserve anonymity.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Yes, we include it.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [No]
Justification: We don’t include this.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Yes, we do.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [Yes]

Justification: Yes.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: we don’t involve this.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Don’t involve this.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

21



Justification: We describe its usage.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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